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Abstract

Increasing population in cities around the world creates congestion problems. Freeways,tunels,
bridges are the most common bottlenecks where traffic jam occurs since drivers choose them as a
quick path to their destination. Traffic conjestion can be avoided either by traffic police or by traffic
lights. As far as the latter is concerned the use of an automatic control system for the coordination
of the traffic controllers is necessary.

Although an automatic control system is an effective way for regulating traffic low, a major
drawback that inhibits its proper function is that of time delay (also known as dead time), this
concerns the velocity in which a variable measure is received by the sensors of the control system,
then to be processed, the distance to be transmitted and then to be evaluated.

Several techniques have been designed for dealing with time delay in contol systems such as Smith
predictor, the Padé approximation, PID controller with a lead lag compensator, combinations of the
aforementioned with observers or not.

A predictor-feedback law constitutes an alternative for delay compensation and it is employed
here. More precisely there is a proposal for the use of a predictor-feedback law in the place of a
PI controller under delay effect, as an efficient manner for the regulation of traffic flow in a distant
bottleneck in a highway.

In first place the construction, under the state variable model, of a PI controller is taking place
for the traffic low management. We then study the delay effect for various parameters of the PI
controller. Last but not least the implementation of a predictor-feedback law for the compensation
of the delay is presented. Simulation results are also presented under each case and control system
plus a comparison review for the aforementioned.



ITepiindm

H ad&non tou mhnduouod otic mohiteleg @épvel Ye Ny oelpd tne xou Wioe ad&nom tou mhrdoug
UNYOVOXINTOY OYNUATOY GE QUTEC UE ATOTEAECUO VAL TUPOUGCIALETOL TO QUVOUEVO TNG XUXAOPORLAXTG
ouugpoéenong. Xnueio Tng TOANG OTKS AUTOXIVNTOBEOUOL, TOUVER, YEQUEES TROG(EROLY Wia YeYYopT OLEE-
080 TNV omoio Vo YENCUOTOIACEL 0 0BNYOC WOTE VAL PTACEL YR YORA OTOV TEOOELOUO TOU, TORIARNAL
OUWE amOTENOVY o oTUEla OTIOU TopoLGIAleTon XUXhoQopLoxd uroTihdeioua. To xuxhopoploxd UToTii-
Wplopa umopel va amogeuydel elte ye tnv mopoucia Tpoyalag elte Ye YwTevolg onuatoddtec. Ocov
aopd To TeEAEUTALO, 1) YPNOT EVOC GUOTHUUTOS QUTOUATOU EAEYYOU YLOL TOV CUVTOVIOUS TOU XUXAOPO-
a0l elvon omoEolTnTY).

Av xou éva choTNUO aUTOPATOL EAEYYOU EVOL EVOG ATOBOTIXOC TEOTIOC Yial TNV EPUVULOT TOU XUXAO-
(POPLIXOV GTOUG OPOUOUS EVAl OTUAVTIXO UELOVEXTNUA TOU Oomelhel TNV amodoTixdTnTd Tou elvon auTod
NC YEOVOXUUCTERNS, QUTH apopd TNV ToyUTNTA Tou Yeetdleton wlar Thnpogopia Yo vo dlavioel uia
AmOCTACT, (OTE VoL PTACEL €YXoUEA 0TO GUGTNUA EAEYYOU Xau Vo TNy eneepyaoTel.

Teyvixéc 6mwe o npoPientic Smith, n podnuatier npocéyyion Padé, o PID ekeyxtric ye avtioto-
Yo 1) xoduc Téenong xS xal GUVOLICUOL TWV TROAVAPEROUEVWY UE N Ywplc xdmolov mapatnenTy,
elvon oOvnieg egapuolouevec.

O mpofientiig-avatpopoddtnong eivon entong plor evadhaxtixy Texvx Yo T e€dhewn Tou mapd-
yYovTa xaduoTEENON o O AUTH TN OLTAWUATIXY TAPOLCIALETOL 1) EPAUPUOYY| EVOC TETOLOU GUO TAUATOG
ehéyyou. IIo ouyxexpéva mpoteiveton 1 ypron evoc xavova meofrentrh-avatpogoddtnong ot Yo
evog PI eheyxth) und tnyv enldpaon xaductépnong, »wg EVag AmOTEAECUATINOS TEOTOC Yol TOV EAEYYO
TOU XUXAOPORLIXOV GE XATOLO OTMOUOXPUOUEVO GMUELD GUUPOENONG EVOS AUTOXLYNTOBROUOU.

Ye Tt Qdon yiveETow 1 XATACKELT), axohoLIWVTAS TO HOVTEAD UETUBANT®Y XxatdoTtaong ,evog Pl
eEAEYXTY Yiot TOV EAEYYO TNE XuxAogoploxnc poric. Eneita e€etdlouye tnv enldpaon tng xoductépnong
yioo plo oetpd mopapéteny Tou PI eheynth. Télog yivetar n eqopuoyt| evoc TEOPBAETTY Yiol TNV ovTL-
CTAUULOT) TWV TEQITTOOEWY YEOVOXAIUCTEENONGC. ATOTEAEGUATO TPOCOUOLOCEWY ETLOTE TAPOLGLALOV-
Tou yioe xde mepintwon xaduotépnong, Y To xdde cloTNUa, OTWE Xt plot CUYXELTIXT AELOAGYNOT).
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Chapter 1

Introduction

Traffic congestion in big cities is an important problem where human coordination is difficult to
solve. Intersections equiped with traffic lights offer a solution to control the traffic flow but in order
to maximize the efficiency the need of a coordinated system is necessary.

Communication processes are involved in traffic flow control presenting delay issues cause of
measuring, evaluating,transfering information etc. leading in turn the control of the traffic flow in
instability.

Different control strategies have been developed in the last decades for dealing input delay
systems and these are devided in two categories, one is of frequency domain and the other is of time
domain. Smith predictor along with its modified versions is considered a frequency-domain control
technique, on the other side Lyapunov—Krasovskii, ALINEA [1] along with its evolved versions (PI
ALINEA FF-ALINEA) are considered time-domain control methods.

In this thesis an implementation of a predictor-feedback control is being presented aiming in the
elimination of any delay effect in a control system that regulates traffic flow in a distant bottleneck
of a specific length in a highway and render this system as stable as possible. The aforementioned
implemantaton was held in matlab enviroment and in discrete time.

1.1 Thesis Outline

In chapter 2 a methodology for the constuction of a nominal PI controller is being carried
out. Calculations of traffic density in a distant bottleneck takes place along with the evaluation of
the performance of the PI controller for five cases of gain factors. In chapter 3 delay effect as a
parameter of the PI controller is being evaluated in four scenarios. In chapter 4 a predictor-feedback
law is implemented as a compensator of the four delay scenarios. A performance comparison between
predictor-feedback law and PI controller is conducted. Finally in chapter 5 the main conclusions
of this thesis are presented along with suggested potential directions for future work.



Chapter 2

Implemantation of a PI controller for traf-
fic flow management in a distant bottle-
neck

A controller is a mechanism with main purpose to minimize the difference between the response
of a system and the desired value that is set for the system (this difference is also known as steady-
state error). Controllers are used in most automatic process control applications in industry to
regulate flow, temperature, pressure, level, and many other process variables. The important uses of
controllers include improvement of the steady-state accuracy (sensitivity) by decreasing the steady
state error, improvement of system stability, reducing the unwanted offsets (sustained errors) pro-
duced by the system, control of the maximum overshoot of the system, reducing the noise signals
produced by the system, speed up the slow response of an overdamped system, etc.

Controllers in first place are seperated according to their mode of control action. There are two
modes of control action, one is continuous and the other is discontinuous as shown in figure 2.1

In the discontinuous mode of a controller the process variable changes between discrete values, the
output signal generated by the controller shows a variation from one value to another. According
to this mode of operation, controllers can be considered as On-Off/Two-position controllers and
multiposition controllers. Examples of systems using two-position controllers are domestic heating
systems, refrigeration, water tanks.

In the continuous mode of controller the process variable has an even variation over the entire
range of operation. According to this mode of operation, a controller can be classified as a Propor-
tional, Integral or Derivative. Practicaly there is a use of a combination of these modes to control

Modes of
Control Action

Continuous Discontinuous

Figure 2.1: Controllers modes of operation



2.1. CONTROL SYSTEMS

the system such that the process variable is equal or as close as it can to the setpoint. There are
three combinations of controllers which are:

e Proportional and Integral controllers (PT Controllers)
e Proportional and Derivative controllers (PD Controllers)
e Proportional Integral Derivative controllers (PID Controllers)

A description for each seperate controller is presented below.

2.1 Control systems

2.1.1 Proportional controller

As the name suggests in a proportional controller the output is directly proportional to the error
signal. Mathematicaly this can be described from the folowing equation:

u(t) = Kpe(t)

where Ky is the proportional gain and e(t) = SetPoint — ProcessV ariable.

The proportional gain is the one that by increasing it tends to amplify the error thus making
the system to respond faster. On the other hand increased proportional gain of this controller is a
major cause for overshoot and oscillations as shown in figure 2.2.

Step response with no control
14 . . Step response af Proportional controllr swith gain K =300

Step response of Proportional cortrollzr with gain Kp=50

&
£
= N
L OOt SUUOOS OO PO R S —]
Steady-state ] Steady-state
|| error b BHror
| Forkp=aon | forkp=E0 |
¥
1 1 i 1
12 14 16 18 2

Time (seconcs)
Figure 2.2: Proportional control response
Steady-state error can be reduced but not eliminated since proportional controller adjusts in the

varying difference between the next steady state and the desired setpoint and not in the maintainance
of the error.

10



2.1. CONTROL SYSTEMS

2.1.2 Integral controller

As the name suggests in an integral controller the output is directly proportional to the integral
of the error signal. Mathematicaly this can be described from the folowing equation:

u(t) = Ki/o e(t)dt

where Ki is the integral gain.

The integration of the error actualy stands as the summation of the error from zero time up to
the current time t.

The I controller on its own has a very slow response because it needs the error to build up before
it can start working (as shown in figure 2.3). This property helps to reduce the steady-state error, as
long as there is no change in the error. On the other hand a change in the error causes an oscillatory
behavior and makes the system unstable. To overcome this problem I controller is combined with a
P controler.

Step response with no control
Step response of Integral cortraller with gain K|=1D T

07 .

Step response of Integral contraller with gain K|=2

Amplitude

Time (seconds)

Figure 2.3: Integral control response

11



2.1. CONTROL SYSTEMS

2.1.3 Derivative controller

As the name suggests in a derivative controller the output is directly proportional to the deriva-
tive of the error signal. Mathematicaly this can be described from the folowing equation:
de(t)
dt

u(t) = Ky

where Ka is the derivative gain.

The derivative of the error actualy stands as the slope of the error signal at time t, where the
slope implies that every rate of change of error signal provides a significantly different value of the
output of the controller. Thus it never improves the steady-state error and also amplifies the noise
signals produced in the system (as shown in figure 2.4).

Step response with no control
Step responge of Derivative cortraller with gain Ka=10 T

045 :

Step response of Derivative contraller with gain K =2

Amplitude

Time (seconcs)

Figure 2.4: Derivative control response

The reason why this controller is used is that it can improve the transient response of the system
and so derivative controller is never used alone.
Since in this thesis PI controller is the base element upon the implemented predictor-feedback

law, an extensive description folows for it.

12



2.1. CONTROL SYSTEMS

2.1.4 PI controller

PI controller is a combination of a proportional and an integral controller. As a consequence it
combines the properties of proportional and integral action and thus eliminates the disadvantages
associated with each one of them. Mathematical representation of proportional plus integral action
is given from the folowing equation:

u(t) = Kpe(t) + K; /Ot e(t)dt

It is therefore important to note that PI controllers are useful in systems where the response speed
is not important. PI controllers have small effect on the rise time and cannot eliminate oscillations
in a system because they are unable to predict future errors within the system.

PI controller is the most applied in automatic process control applications in industry [2]. It is
a feedback closed loop mechanism (figure 2.5) that has the advantage to diminish the steady-state
error of the system up to zero.

P controller
-
KpE(t)
rt) u(t)
—HZQ— Process —_——
- A | controller
. Kfe(t)dt

Figure 2.5: Closed loop control system with PI controller.

13



2.2. DESCRIPTION OF THE MODEL FOR THE TRAFFIC REGULATION IN A DISTANT BOTTLENECK

2.2 Description of the model for the traffic regulation in a distant
bottleneck

In this section the description of a traffic low management model is being presented. More
precisely there is a given highway stretch with two controlled ramps U: and U2 and a distant
bottleneck of A length(see figure 2.6).

L2 L1 A
T
T — b o ; tE-oé _—
q_\m‘__\ L .
el N sl F§ £ --ﬁﬁg e

Figure 2.6: Traffic density regulation with two on ramp controllers Ui(t) and Uz(t).

The equation for the control of the traffic flow in the distant bottleneck is:

dydit) - %[—avy(t)—l-Ul(t—Dl)+U2(t—D1 — Dy) +d| (21)

where Y denotes the traffic density in the distant bottleneck, D; = %, Dy = % are time delays for
road sections L1 and L2 respectively, a € [0.3,0.9] is a slow factor (cause of the obstruction by other
vehicles present in the same highway), v>0 is the free flow velocity of the vehicles (that is, with
no control), A>0 is the length of the distant bottleneck, d is the inflow of the vehicles before the
main highway stretch and last U1,U> are the corresponding ramps to be controlled by a PI controller

respectively .

2.2.1 Traffic regulation under the state variable model

The state of a dynamic automatic control system can be expressed by a set of differential equa-
tions and thus by a set of variables. Being aware of the inputs of the system it is possible to predict
the response of the system, that is the output for a future time moment t.

Since in this thesis only one PI controller is being considered then it is settled that Us = 0 and
because in first case no delay is taking place the equation 2.1 is turned into:

ay(t) 1
e Z[—avY(t) + Ui (t) + d] (2.2)

Additionaly the PI controller is expessed as:
Ui(t) = K11(Y(t) = T*) + Kia0(t) (2.3)

14



2.2. DESCRIPTION OF THE MODEL FOR THE TRAFFIC REGULATION IN A DISTANT BOTTLENECK

where o(t) is the integral operator from which:

do(t)
dt

= T(t) - T* (2.4)

The state variable model which describes the traffic regulation system is :

so-[5]-1F QL8 Bm wall] e

the equation 2.5 can be briefly represented as:

Ax(t) + BKx(t) (2.6)

where A = [(éw) 0}, B= [%] a(t) = [i(t)] and K = [Ki1 K1)

Pl controller Bottleneck

yE Y(t)
Ut(l) | ()

Figure 2.7: Block diagramm of the closed loop system for the traffic regulation at a distant bottle-
neck.

Equation 2.4 will be used for the deduction of the gain array K (that is, the determination of
the gain coefficients Ki1,Ki2 of the PI controller).

2.2.2 Defining the gain matrix K of the PI controller

A system mathematically can be ordered by the degree of its highest derivative of its governing
differential. The system depicted in equation 2.2 is a second order control system ' of the following
form:

Q) = A? + 20wp\ + w? (2.7)

!This can be prooved by evaluating the transfer function of the system

15



2.2. DESCRIPTION OF THE MODEL FOR THE TRAFFIC REGULATION IN A DISTANT BOTTLENECK

Second order systems are capable of an oscillatory response to a step input and their stability is
determined by their characteristic equation. The latter is defined as:

det(\ — (A — BK)) =0 (2.8)

As a consequence

B A O fav;Ku *IA(12 2 av + K11 Ky
det(\ — (A — BK)) = det‘ [0 )J - [ 1 0 = A"+ X( A )+ A (2.9)
Equalizing 2.9 with 2.7 it ends up that:
K
av 2 U _ 2w, (2.10)
% =w? (2.11)

So to evaluate the gains Ki1,Ki2 of the PI controller there must be a choise for values concerning the
damping factor { 2 and the natural frequency wn ® that will not give large overshoot and negative
flow.

Before proceeding to the aforementioned evaluation there must be a testing for the system either
being controllable or not.

2.2.3 System controllability

The definition of a system to be controllable or not* goes like this:

“A system is completely controllable if there exists an unconstrained control u(t) that can transfer
any initial state x(to) to any other desired location x(t) in a finite time, to <t <T.”

In order to ascertain for a system to be controllable or not it must be shown that rank |A AB A%B -
n or alternatively det |[A AB A2B---A""1B| #0 . Indeed if Pe=[A AB| then:

Y R T W
detPc_[O 1}_11 A 0=1#0 (2.12)

Hence the system is controllable.

2Damping factor { is a dimensionless magnitude which express how fast an oscillation decays.
*Natural frequency wn(rad/sec) is the frequency in which the system oscillates for {=0.
*From Richard’s C. Dorf and Robert’s H Bishop “Modern Control Systems”.

16
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2.3. SIMULATION MODEL AND GAIN PARAMETER EVALUATION

2.3 Simulation model and gain parameter evaluation

2.3.1 Simulation setup

The model of equation 2.2 represents the traffic density at a distant bottleneck of length A and
the model of equation 2.3 represents the traffic flow on ramp Ui. For the former model, a parameter
set up is presented in table 2.1.

Parameter | value
a 0.3
A(km) 1
v(km\h) 100
d(veh\h) 1000

Table 2.1: A set up of traffic density parameters
For simulating equation 2.2 in discrete time, derivative det(t) was approximated with forward
difference method 3, time is discretized with a model time step dt=0.00002 h, while 100000 samplings

were evaluated in process time, all ending up in a 2 h represantation of traffic behavior (see appendix
A).

2.3.2 Gain parameter evaluation

Before any traffic density and traffic flow calculation occurs, an optimal response must be con-
sidered for the control system, so there is the need to specify which damping factor { and natural
frequency wn will be used so as to evaluate PI’s controler gain factors Kii,Ki2. One diagram as
displayed in figure 2.8 is used for choosing a value of natural frequency wn that corresponds to a
certain gain factor Ki2, and four diagrams as displayed in figure 2.9 are used for choosing which
damping factor { is appropriate for gain factor Kii, under natural frequency wn.

5dY () _ Y(t+dt)-Y(t)

dt dt

17



2.3. SIMULATION MODEL AND GAIN PARAMETER EVALUATION

700 T T

| —e—Alteration of Pl contraller's K5

a [rad/sec)

Figure 2.8: Integral gain variation related to natural frequency.

L ! ! ! ! I ! ! !

5oL Alteration of Pl controller's Kﬁ for mn=5
Alteration of Pl controller's K, for @ =10 :
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Figure 2.9: Proportional gain variation related to damping factor concerning w.=5, 10, 20 and 25
rad/sec (that is Ki2=25, 100, 400 and 625 respectively).

We ascertain from figure 2.9 that gain factor Ki2 should be positive but for a small gain factor
Ki: because the latter exponentially increases. An adequent amplitude for the natural frequency
and for the dambing factor can be specified yieldind a positive set of gain factors Kii, Kis, for the
former that is 10 < w,, < 20 while for the latter is 0.78 < ( < 2.
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2.3.3 Performance characteristics of a second order system

In order for the performance of a second order control system to be defined, a set of performance
characteristics is being used. These are depicted in figure 2.10

Overshoot
1

Steady State Ermor— }—

-

Rise Time

- -
Peak Time

| Settling Time

Figure 2.10: Performance characteristics of a response for a second order system.

Rise Time (T:): the time taken for the output to go from 10% to 90% of the final value.

Peak Time (Ty): the time taken for the output to reach its maximum value.

Overshoot: (max value - final value)100/final value.

Settling Time (Ts): The time taken for the signal to be bounded to within a tolerance of x%
of the steady state value.

Steady State Error (ess): The difference between the input set point (dashed line) and the final
value.

If a control system is asked to follow certain criteria then a designing upon these parameters
is useful. This can be done either by running a simulation and measure the parameters from the
step response directly or to define expressions for the parameters in terms of the transfer function
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coefficients. Mathematical expressions regarding the latter are as follows:

Overshoot(%) = 1006:12]9(\/%) for 0<(¢<1 (2.13)
T, ~ i(zsgz —0.078¢ + 1.12) for 0<(¢<1 (2.14)
T A 7T (2.15)

P /1= ¢?
In(tol
T, ~ _ Itolerance z7%) for ¢ <<1 (2.16)

Cwn

(2.17)

In this thesis the evaluation of these parameters was done by running a simulation and measure
the parameters from the step response directly.

2.3.4 Gain parameter results

An applied combination of gain factors Kii, Kiz for calculating Ui and therefore Y(t), is presented
in table 2.2.

C | wn(rad\sec) | Ki1 | Ki2
1.5 10 0 | 100
1.5 15 15 | 225
1.8 15 24 | 225
1.8 20 42 | 400

2 20 50 | 400

Table 2.2: A proposed combination of damping factor { with natural frequency wn

Of course other combinations can be used in terms of the response behaviour for the traffic
control system as long as they are in the specified limits.

In the figures below (figures 2.11 - 2.15) we ascertain the set of gain factors Kii, Ki» that yield
an acceptable response (only positive) for traffic density Y(t) in accordace with flow Ui on the
corresponding ramp.
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Desired density " at delta point

Requlated traffic flow rate U, (1)
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! ' ‘ i ‘ i : 14 16 18
Time (hours) Time thours)
(i) Traffic density response for K11=0 and K12=100. (ii) Flow response for K11=0 and K12=100.

Figure 2.11: Traffic density response Y(t) and flow response Ui(t) for {=1.5 and wn=10 (that is,
K1:=0 and Ki2=100 in PI controller).
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Regulated traffic flow rate U, (1)
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(1) Traffic density response for K11=15 and K12=225. (11) Flow response for K11=15 and Ki12=225.

Figure 2.12: Traffic density response Y(t) and flow response Ui(t) for {=1.5 and wn=15 (that is,
Kui=15 and Ki2=225 in PI controller).
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1] T T T T T T 1400 s Lo T
Requlated trafic density Vi) at delta paint Requlated traffic flow rate U, (1)
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(i) Traffic density response for K11=24 and K12=225. (ii) Flow response for K11=24 and K12=225.

Figure 2.13: Traffic density response Y(t) and flow response Ui(t) for {=1.8 and wn=15 (that is,
Ki1=24 and Ki2=225 in PI controller).
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(i) Traffic density response for K11=42 and K12=400. (ii) Flow response for K11=42 and K12=400.

Figure 2.14: Traffic density response Y(t) and flow response Ui(t) for {=1.8 and wn=20 (that is,
K11=42 and Ki12=400 in PI controller).
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[=in} T T T T T T T T 3000 T
: Regulated traffic density Y(t) at delta point
) s ) Regulated traffic flow rate U, (1)
Desired density ¥ at delta point
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(i) Traffic density response for K11=50 and K12=400. (11) Flow response for K11=50 and K12=400.

Figure 2.15: Traffic density response Y(t) and flow response Ui(t) for {=2 and wn=20 (that is,
K1:=50 and Ki12=400 in PI controller).

It is obvious from subfigures (i) and (ii) of figure 2.11 that only the set Ki1=0, Ki2=100 (that is,
{=1.5, wn=10) presents a smooth behavior for both traffic density Y(t) and flow Ui(t). The rest of
gain K sets are also accepted depending on how fast the traffic density response Y(t) must respond
in the distant bottleneck and as a consequence which overshoot is tolerated on the ramp Ui so as
the corresponding PI controller to be implemented.
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(ii) Flow response for all sets of K11, Ki2.

Figure 2.16: Traffic density response Y(t) and flow response Ui(t) for all sets of Ki1, Kiz.
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For all K set cases except the first one, flow response Ui(t) exposes significant increased rise time
T» and heightened overshoot. On the contrary settling time Ts is proportionally decreased as matrix
K increases. As far as traffic density response is concerned, this exposes increased rise time (T:),
zero overshoot and decreased settling time (Ts) as matrix K increases.

An other point that subfigures of on ramp flow control exhibit is that the desired traffic density
of 50 veh/km in the distant bottleneck corresponds to an on ramp flow of 500 veh /h. Flow is related
with density from the following equation:

Q(veh/h) = Density(veh/km) - Velocity(km/h) (2.18)

So for an on ramp velocity of 100 km/h the on ramp traffic density would be 5 veh/km and for
a bottleneck velocity of 100 km/h the flow through bootleneck would be 5000 veh/h, since the
bootleneck length is 1 km this means that 50 vehicles cross the bottleneck.

As a conclusion in order for a ramp metering to be effective, the sum of road sections Lo, L1
demand and on ramp demand should be higher than the bottleneck capacity.
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Chapter 3

Traffic flow control in a distant bottleneck
under delay effect

Delay effect is a phenomenon that is caused mainly due to the transmission of information, that
is the distance in which the information travells in a specific velocity. Communication networks,
chemical processes, teleoperation systems, biosystems, processes industries and so on undergo delay
phenomenons. Time delay may cause performance decline, even instability of any system [3].

In this section delay effect scenarios, as an input parameter for the PI controller, are being
evaluated for equation 2.2.

3.1 Delay scenarios

Four cases of the delay effect D1 are considered for all gain sets of table 2.2. These are shown in
table 3.1

D+
0.0084 h (30 sec)
0.017 h (1 min)
0.083 h (5 min)
0.16 h (10 min)

Table 3.1: Delay scenarios for Ui controller.

Under delay effect equation 2.2 turns into:

dy (t)

7 [—avY (t) + Ui (t — D1) + d (3.1)

B =

Why there is no control in time space |0, D1) a vehicle free flow speed is 100 km /h, thus the flow for
the corresponding bottleneck length (that is, 1 km) will be 100 veh/h, so equation 3.1 becomes:
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L[—avY (t) + 100 + d] for 0 <t < Dy
it (3.2)
%[—CLUY(t) + Ul(t — Dl) + d] for t > D;

S

<

=
B

now equation 3.2 shows altogether how traffic density is evaluated before and after delay effect.

From relation Dy = %, the distance Libetween the exit of the ramp and the entrace of the
bottleneck can be estimated. Table 3.2 presents the corresponding distances for the proposed delay
cases.

D L.
0.0084 h (30 sec) | 0.84 km
0.017 b (I min) | L7 km
0.083 h (5 min) | 8.3 km
0.16 b (10 min) | 16 km

Table 3.2: Corresponding distance between ramp U: exit and entrance of bottleneck for the delay
scenarios.

Time is discretized with a model time step At=0.00002 h, while 100000 samplings were evaluated
in process time, all ending up in a 2 h represantation of traffic behavior (see appendix B).
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3.2 Simulation results

The following results appeard after implemanting equations 3.2, 2.2 for each delay case in order.

e case K11=0, K12=100 (£=1.5, ®»n=10)
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(i) Traffic density response for D1=0.0084 h. (ii) On ramp U1 flow response.

Figure 3.1: Traffic density response Y(t) for delay effect D1=0.0084 h and flow response U(t).
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(i) Traffic density response for D1=0.017 h. (ii) On ramp U1 flow response.

Figure 3.2: Traffic density response Y(t) for delay effect D1=0.017 h and flow response Ui(t).
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(i) Traffic density response for D1=0.083 h.
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(ii) On ramp U1 flow response.

Figure 3.3: Traffic density response Y(t) for delay effect D1=0.083 h and flow response Ui(t).
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Figure 3.4: Traffic density response Y(t) for delay effect D1=0.16 h and flow response Ui(t).
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e case Kui=15, Ki2=225 ({=1.5, wn=15)
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(i) Traffic density response for D1=0.0084 h. (ii) On ramp U1 flow response.

Figure 3.5: Traffic density response Y(t) for delay effect D1=0.0084 h and flow response Ui(t).
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(i) Traffic density response for D1=0.017 h. (ii) On ramp Ut flow response.

Figure 3.6: Traffic density response Y(t) for delay effect D1=0.017 h and flow response Ui(t).
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Figure 3.7: Traffic density response Y(t) for delay effect D1=0.083 h and flow response Ui(t).

Figure 3.8: Traffic density response Y(t) for delay effect D1=0.16 h and flow response Ui(t).
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31

U, () tvehih)

Tirne (hours)

(ii) On ramp Ut flow response..

1000

NI

200

100

Requlated traffic flow rate U, (i)

02 04 06 08 1 12 14 16
Time (hours)

(ii) On ramp U1 flow response.




3.2. SIMULATION RESULTS

e case Ki11=24, Ki2=225 ({=1.8, wn=15)
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Figure 3.9: Traffic density response Y(t) for delay effect D1=0.0084 h and flow response Ui(t).
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(i) Traffic density response for D1=0.017 h. (ii) On ramp U1 flow response.

Figure 3.10: Traffic density response Y(t) for delay effect D1=0.017 h and flow response Ui(t).
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(i) Traffic density response for D1=0.083 h. (ii) On ramp U1 flow response.

Figure 3.11: Traffic density response Y(t) for delay effect D1=0.083 h and flow response Ui(t).
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(i) Traffic density response for D1=0.16 h. (ii) On ramp U1 flow response.

Figure 3.12: Traffic density response Y(t) for delay effect D1=0.16 h and flow response Ui(t).
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e case Ki11=42, Ki2=400 ({=1.8, &»n=20)
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Figure 3.13: Traffic density response Y(t) for delay effect D1=0.0084 h and flow response Ui(t).
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(i) Traffic density response for D1=0.017 h. (ii) On ramp U1 flow response.

Figure 3.14: Traffic density response Y (t) for delay effect Di=0.017 h and flow response Ui(t).
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e case K11=50, Ki2=400 ({=2, wn=20)
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(i) Traffic density response for D1=0.0084 h. (11) On ramp U1 flow response.

Figure 3.15: Traffic density response Y(t) for delay effect D1=0.0084 h and flow response Ui(t).
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Figure 3.16: Traffic density response Y(t) for delay effect D1=0.0084 h and flow response Ui(t) for
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(1) Traffic density response for D1=0.0084 h.

all sets of Ku, K.

Examining the overall progress of flow response Ui(t) in subfigure (ii) of figure 3.16 there is the
conclusion that the overshoot is increasing as gains Ki1, Ki2 are increasing respectively. Furthermore
T exhibits a rapid increase and Ts decreases. As a consequence a more fast traffic density response
Y (t) is being produced with no oscillatory behavior.

Generall the delay effect D1=0.0084 h has a small impact in the system response, that is obvious
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by comparing it with the equivallent graphs of figure 2.16.
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3.2. SIMULATION RESULTS

Regulated trafic density Y({) for gain K, =0 and gain K,,=100 of PI cantroller under delay D,=0.017 h
Regulated trafic density (1) for gain K,,=15 and gain K, ;=225 of P1 controller under delay D,=D.017 h freeemy 2500 . . . . . . . .
Regulated trafic density Y(9) for gain K, =24 and gain K, ;=225 of P controller under delay D,=0.017 h

Regulated trafic density Y(1) for gain I,,=42 and gain K, ,=400 of PI controller under delay D,=0.017 h
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(i) Traffic density response for D1=0.017 h. (ii) On ramp U1 flow response.

Figure 3.17: Traffic density response Y(t) for delay effect Di=0.017 h and flow response Ui(t) for
all sets of Ki1, Kis.

Comparing subfigure (ii) of figures 3.17, 3.16 it can be seen that delay effect D1=0.017 h has
caused a decreasing overshoot, regarding flow response Ui(t), for all sets of Ki1, Ki2 except the first
one. Moreover, delay effect D1=0.017 h has caused a deceleration in Tr and an increasing behaviour
in Ts. Oscillatory behavior is presented under the case Ki1=42, Ki2=400 both for traffic density
and flow rate. For case K11=50, Ki12=400 flow response Ui(t) exhibited negative values so it is not
recommended for a control system to be applied.
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3.2. SIMULATION RESULTS

Regulated trafic density V(1) for gain K, =0 and gain K, ;=100 of FI controller under delay D,=0.083 h

Regulated trafic density V() for gain K, =15 and gain K, ,=225 of Pl controller under delay D,=0.083 h
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(i) Traffic density response for D1=0.083 h. (ii) On ramp U1 flow response.

Figure 3.18: Traffic density response Y(t) for delay effect D1=0.083 h and flow response Ui(t) for
all sets of Ki1, Kis.

From figure 3.18, comparing it with the previous figures 3.17-3.16 it is ascertained that delay
effect D1=0.083 h has caused a decreased overshoot, as far as flow response Ui(t) is concerned, except
the first set of Kii, Ki2. Rise time (T:) is decreased and settling time (Ts) is getting higher ending
in an oscillatory behavior and all this because PI controller responds late. The last two cases for
Ki1, K12 yield negative values in their response so they were excluded.

38



3.2.
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Regulated trafic density V(1) for gain K, =0 and gain K, ;=100 of PI controller under delay D,=0.16 h
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(i) Traffic density response for D1=0.16 h.

(ii) On ramp U1 flow response.

Figure 3.19: Traffic density response Y(t) for delay effect D1=0.16 h and flow response Ui(t) for all
sets of Ki1, K.

From figure 3.19 it is verified that as delay increses oscillatory behavior becomes more intense.
The last two cases for Ki1, Ki2 yield negative values in their response so they were excluded. Ouly
the set Ki1=0, Ki12=100 presented a smooth response reaching the desired set point with a zero
steady state error.
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Chapter 4

Predictor-feedback implementation

Predictors as their name suggests are predicting the future values of a state variable for the
control system. This property is used mainly for the compensation of the input delay in a control
system thus render it stable and even with no oscillations [4].

The predictor feedback law is the product of a feedback gain matrix with an exponential term
that represents the phase lag, the predicted state of the controlled system and a finite summation
of past values of the predictor in a defined time window, altogether.

In this section an evaluation of a predictor-feedback law, for the traffic flow control system of
equation 2.2, is being presented as a time delay compensator. The implemented predictor-feedback
control system is given by the following equation:

UL (t) = K<eAD1 [Z((f))} + /t tDl eA<t9>BU1(9)de> (4.1)

1
where K is the gain matrix, B = 8 , U1(9) represents past values of the predictor-feedback law

in the time window [t-D1, t] and e4P!, eA(t=9 are the delay factors to be compensated. Figure 4.1

presents the block diagramm of the implemented predictor-feedback controller for the traffic flow
management in a distant bottleneck.
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4.1. SIMULATION SETUP

Pl controller Battleneck
- . Yit)
- \>< e UI) . (0 .
+ |
- + ‘r
K- ehit8) ghD1
L B3

Figure 4.1: Block diagramm of an implemented predictor-feedback law for traffic flow management
in a distant bottleneck.

4.1 Simulation setup

For the evaluation of the predictor feedback law of equation 4.1 in discrete time there was a use
of a trapezoidal rule for the integral summation. The general form of this rule is as follows.

Q
/bf(a:)d:c 3o I +f @) Ay, (4.2)
@ k=1

where xo=a, xq=b and Axi=xx - xx1. The approximation increases as Q intervals increase too,
which means also that Axx decreases.

A number of samplings N=100000 where estimated with an interval dt=Axi=2 % 107> ending in
a 2 h simulation process while index @ of equation 4.2 was seted for 1000 (see appendix c¢). Delay
values to be compansated are these of table 3.1.
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4.2

SIMULATION RESULTS

4.2

Simulation results

Predictor Vs PI controller under delay D:1=0.0084 h

Regulated traffic density Y(t) for gain K,;=13.34 and gain K,,=10° of predictor under delay D, =0.0084 h
Regulated traffic density Y(t) for gain Ky, =0 and gain K, ;=100 of P! controller under delay D,=0.0084 h
Regulated trafic density Y(t) for gain Ky;=15 and gain K,,=225 of Pl controller under delay D, =0.0084 h

)

)

)

Regulated traffic density Y(t) for gain Ky;=24 and gain K,,=225 of P controller under delay D,=0.0084 h
Regulated trafic density Y(t) for gain K, =42 and gain K,,;=400 of P controller under delay D, =0.0084 h

Regulated trafic density Y(¢) for gain 1<, =50 and gain K, ;=40 of Pl controller under delay D, =0.0084 h

Desired density ¥ at delta point
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(i) Traffic density response for D1=0.0084 h.
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Regulated trafic fow rate U 1) for gain K, =15 and gain K, ;=225 of PI controller
1000 Reguiated trafic flow rata U, 1) for gain K, =24 and gain K, ;=225 of Pl cantroller i
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(ii) On ramp U1 flow response.

Figure 4.2: Comparing predictor response with that of PI controller under delay D:1=0.0084 h.

Predictor Vs PI controller under delay D:1=0.017 h

Regulated traffic density Y(t) for gain K, =20.35 and gain K,,=10°% of predictor under delay D,=0.017 h
Regulated traffic density Y(t) for gain ;=0 and gain K,,=100 of PI controller under delay D,=0.017 h
and gain K, ;=225 of Pl controller under delay D, =0.017 h

Regulated trafic density Y(t) for gain K, =24 and gain K, ;=235 of Pl controller under delay D, =0.017 h
Regulated trafic density Y(t) for gain I, =42 and gain K, =40 of Pl controller under delay D, =0.017 h

)
)
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(i) Traffic density response for D1=0.017 h.

U, rehit)

2500 T T T T

2000 (-

1500

Regulated traffic flow rate U (1) for gain K, =20.35 and gain K, ,=10® of predictor

Regulated traffic flow rate U, (1) for gain K, =0 and gain K,,=100 of Pl controller

)

1000 )
Regulated traffic flow rate U, (1) for gain K, =15 and gain K, ;=225 of Pl controller

)

)

Regulated traffic flow rate U, (1) for gain K, =24 and gain K, ;=225 of I controller
Regulated traffic flow rate U, (1) for gain K, ;=42 and gain K, ;=400 of Pl controller

0 02 04 05 08 1 12 14 16
Time (hours)

(ii) On ramp U1 flow response.

Figure 4.3: Comparing predictor response with that of PI controller under delay D1=0.017 h.
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e Predictor Vs PI controller under delay D1=0.083 h
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(ii) On ramp U1 flow response.

Figure 4.4: Comparing predictor response with that of PI controller under delay D:1=0.083 h.

e Predictor Vs PI controller under delay D1=0.16 h
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600

T T T T T T T T 9

Regulated taffic flow rate U, 1) for gain K, ,= 263 and gain K, ;=108 of predictor
Regulated traffic flow rate U () for gain K, =0 and gain K,,=100 of Pl controller

04 06 08 1 12 14 16 18
Time (hours)

(ii) On ramp U1 flow response.

Figure 4.5: Comparing predictor response with that of PI controller under delay D1=0.16 h.
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e Overall evaluation

e ! ! ! T ! ! ! !

—— Alteration of predictars gain Kﬂ for each delay case D1
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Figure 4.6: Alteration of predictors gain Ki1 through delay D1 and for steady gain Ki2= 1075,

In all the above cases predictor exhibits the same rise time T:, same settling time Ts, zero
overshoot and no oscillations both for traffic density and flow. Furthermore it yields a smooth
transient response that rests in the desired set point thus producing a zero steady state error (ess=0).

What changes in each delay case for the predictor is the gain factor Kii, it acquires positive
values for the first two delay cases and negative for the last two (figure 4.6). On the contrary gain
factor Ki2 remains the same for all delay cases (of course other combinations of gains Kii,Ki2 can
be used proportionally to yield the same response for the predictor).

Now, what was presented in figures 4.2-4.5 is how gain K of predictor was altered from the view of
delay effect D1. In the following figures traffic density and flow response of the predictor is presented
from the view of the proposed set of gain factors Kii, Ki2 of table 2.2 compared with an optimal PI
controller (that is, PI controller with Ki1=0, Ki2=100, with no delay effect, which yielded a smooth
response both for traffic density and flow rate).
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(ii) On ramp U1 flow response.

Figure 4.7: Comparing predictor response for the proposed gain factors Kii, Ki2 under D1=0.0084
h with that of a PI controller with no delay effect.

What can be verified from subfigure (i) of figure 4.7 is that no set of the proposed gain factors
Ki1, Ki2 is appropriate for the predictor to meet the desired value. If there is a small tolerance in
the desired value to be met (or else a tolerance in the steady-state error) then the most appropriate
set, would be that of Kii=15, Ki2=225, but again it deviates from the gain set of the optimal PI

controller.
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Predictor under delay D:1=0.017 h for the proposed
Vs an optimal PI controller

Regulated traffic density Y(t) for gain K;;=0 and gain K,,~100 of Pl controller with no delay effect
Regulated traffic density Y(t) for gain K,;=0 and gain K,,=100 of predictor under delay D,=D.017 h
Regulated traffic density Y(t) for gain K, =15 and gain K, ;=225 of predictar under delay D;=0.017 h
)
)
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Regulated traffic density Y(t) for gain I, =50 and gain K, =40 of predictor under delay D,=0.017 h
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(i) Traffic density response for D1=0.017 h.

set of gain factors Kii, Ki2

Regulated trafic flow rate U, () for gain K;,=0 and gain K, ,~100 of Pl cantroller with no delay effect
Regulated trafic flow rate U, () for gain K;,=0 and gain K, ,=100 of predictor under delay D,=0.017 h
Regulated trafic flow rate U, () for gain K, =15 and gain K, ;=225 of predictor under delay D,=0.017 h
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(ii) On ramp U1 flow response.

Figure 4.8: Comparing predictor response for the proposed gain factors Kii, Ki2 under D1=0.017 h

with that of a PI controller with no delay effect.

From subfigure (i) of figure 4.8 it is ascertain that only the set Ki1=15, Ki12=225 of the predictor
meets the desired value with zero steady-state error. The only issue for the set Kii=15, K12=225 of
the predictor is that it deviates from the gain set of the optimal PI controller.
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. .
e Predictor under delay D1=0.083 h for the proposed set of gain factors Kii, Ki2
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(ii) On ramp U1 flow response.

Figure 4.9: Comparing predictor response for the proposed gain factors Kii, Ki2 under D1=0.083 h

with that of a PI controller with no delay effect.

In subfigure (i) of figure 4.9 it is verified that the set Ki1=0, Ki2=100 of the predictor meets the
desired value with zero steady-state error. Moreover an overshoot 90% is presented in the flow rate
of the predictor (subfigure (ii) of figure 4.9).
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e Predictor under delay D1=0.16 h for the proposed set of gain factors Kii1, Ki2 Vs
an optimal PI controller
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(i) Traffic density response for D1=0.16 h. (ii) On ramp U1 flow response.

Figure 4.10: Comparing predictor response for the proposed gain factors Kii, Ki2 under D1=0.16 h
with that of a PI controller with no delay effect.

What can be verified from subfigure (i) of figure 4.10 is that the set Ki1=0, Ki2=100 of the

predictor fails to meets the desired value for delay case Di=0.16 h. So it is appropriate here for the
optimal PI controller to be used in place of the predictor.
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Chapter 5

Conclusions

In this thesis, an evaluation of a predictor-feedback law was presented for the traffic flow regula-
tion in a distant bottleneck in a highway. Furthermore there was a performance comparison of the
implemented predictor-feedback law with a PI controller under scenarios concerning delay effect.

First of all, a traffic regulation model with a PI controller was introduced applying the state
variable model. There was an estimation for the gain matrix of the PI controller and for the
controllability of the system proving that the traffic regulation system is controllable. Simulations
were carried out for five gain sets of matrix K and for four cases of delay effect for the PI controller
seperately and together. Finaly a predictor-feedback law was implemented as a delay compensator
for the traffic control system under the same delay scenarios and the same gain sets of matrix K.

As far as the PI controller is concerned, free of delay effect, simulation results proved that it
responded fast as gain matrix K increases. Overshoot increased proportionally ending in the desired
value with no significant oscillations. A question that emerges is what overshoot can be tolerated
for the ramp to be implemented the PI controller when there is a need of a fast response.

For the PI controller, under delay effect, simulation results proved that increased gain K combined
with increased delay make the system unstable and thus not suitable for traffic regulation. On the
other hand gain set K11=0, Ki2=100 was the one that presented a smooth response both for traffic
density in the distant bottleneck and flow rate on ramp Uz, thus this gain set was considered optimal
for the PI controller and as a reference point for comparing it with the predictor-feedback law.

About predictor-feedback law, comparing estimations from view of delay effect and the proposed
gain K matrices it is concluded that there is a need of calibration for the two first delay cases and
the last one. As far as the third delay case is concerned, predictor-feedback law reached the desired
value with fast response while the corresponding flow rate exhibited a high overshoot, so there is a
choise between fast response for traffic density and ramp vehicle tolerance. So, what can be declared
here is that the implemented predictor-feedback law is suitable after being calibrated.

In future work ramp U2 may be added for further analysis. In addition, an other mathematical
approach for discetizing the predictor-feedback law may be implemented for facing the presented
calibration issues. An other option is that of implementing a different predictor-feedback law(e.g a
discrete-time Smith predictor) for controlling traffic flow in the proposed distant bottleneck.
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Appendix A

Yovariables

Delta=1; %bottleneck length in Kilometers.

a=0.3; %slow factor for velocity of cars.

d=1000; %the inflow (#veh/h) at the mainstream of the considered stretch lane
v=100; %free flow car,elocitykm/h

dt=0.00002; %sim step-2h output response

N=100000; %100000 number of samplings in time

q=1000; %index of summation of trapezoidal rule

Desired _density=50; %The desired traffic density (number of vehicles per km)
traffic_dens=zeros(1,N);

traffic_densl=zeros(1,N);

pi_ controller=traffic dens;

predictor=pi_ controller;

bottleneck=traffic _dens;

vard=zeros(1,N);

error=var4;

%P1 controllers gains ki, ki»

%ok12

wn=0.0001; %natural frequency
ki = w?;

%ok11

z = 20.3 * 10%;%damping factor
kp = ((2 x z x wn) % Delta) — a * v;

%main equation. Use this for control with no delay effect
par=(1+((a*v*dt)/Delta));
vard=zeros(1,N);
error=var4;
for n=1:N
if n<?2
traffic_ dens(1,n)=0;
error(1,n)=0;
else
error(1,n)=(Desired _density-traffic _dens(1,n-1));
traffic_ dens(1,n)=((d+ kp*( error(1,n))+dt*ki*sum( error) )*dt/Delta)+traffic_dens(1,n-1);
traffic_dens(1,n)=traffic_dens(1,n)/par;
pi_controller(1,n)=( kp*( error(1,n))+dt*ki*sum( error) )/Delta;
end
end
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Appendix B

%pi controller with delay effect.
delay=420;%in discrete time 420,850,4150,8000
par=(1+((a*v*dt)/Delta));
vard=zeros(1,N);
error=var4;
for n=1:N
if n<2
traffic_ dens(1,n)=0;
error(1,n)=0;
else
error(1,n)=(Desired _density-traffic _dens(1,n-1));
pi_controller(1,n)=( kp*( error(1,n))+dt*ki*sum( error) )/Delta;
if n-delay>1
traffic_dens(1,n)=((d+ pi_ controller(1,n-delay))*dt/Delta)+traffic dens(1,n-1);
traffic_dens(1,n)—traffic _dens(1,n)/par;
else
traffic_ dens(1,n)=((d+100)*dt/Delta)+traffic_dens(1,n-1);
traffic_dens(1,n)=traffic_dens(1,n)/par;
pi_ controller(1,n)=100/Delta;
end
end
end

% PT’s plots

figure(1)

plot(time,traffic _dens,’r’);

hold on

line([0 N*dt],|Desired _density Desired density|,’Color’,’green’);

ylim([0 60])

legend('Regulated traffic density Y (t) at delta point ’,'Desired density Y* at delta point’)xlabel("Time
(hours)’);

ylabel("Y(t) (veh/km)’);

grid on

figure(2)

plot(time,pi_controller,’m’);

%ylim(]0 600])

legend('Regulated traffic flow rate U_1(t) ’)%under delay D 1=0.0084 h
xlabel("Time (hours)’);

ylabel("U_1(t) (veh/h)’);

grid on

ol



Appendix C

delay=420;%in discrete time 420,850,4150,8000

%predictor’s Kp,Ki

%k12

wn=0.0001;%natural frequency

ki = w?;

%ok11

z = 20 x 10%;%damping factor (0.0084h) kp=((2*z*wn)*Delta)-a*v;

%teedback-predictor. A=[-a*v 0;1 0];
B=[1;0];

D1=delay;
par=(1+((a*v*dt)/Delta));
vard=zeros(1,N);

error=var4;

smt=(eye(2)+A*D1*dt);%approximate value of exp(AD1)
for n=1:N
if n<2
predictor(1,n)=0;
traffic_ dens1(1,n)=0;
error(1,n)=0;
else
error(1,n)=(Desired _density-traffic _dens1(1,n-1));
K=[kp ki];
Y=| traffic_densl(1,n-1);error(1,n-1)];
if n-delay>1
for i=2:q %Integral to summation
AD11=(eye(2)+A*D1*dt*(i-1))*B*predictor(1,i-1);%dt is in hours
AD12=(eye(2)+A*D1*dt*(i))*B*predictor(1,i);
AD1—(AD12+ADI1)*dt/2;
end
predictor(1,n)=K*( smt*Y+(AD1));
end
if n-delay<=1
predictor(1,n)=K*(smt*Y);
end
traffic_densl(1,n)=((d+predictor(1,n) )*dt/Delta)+traffic_dens1(1,n-1);
traffic_densl(1,n)=traffic _densl(1,n)/par;
end
end
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