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ABSTRACT

Magnetic Resonance Imaging (MRI) is a widely used medical imaging modality that
provides accurate information about the human tissue, anatomy and pathology, of a non-
invasive form. If used to scan a human brain it can provide images of high contrast,
therefore distinguishing between the three major brain tissues: Cerebro-Spinal Fluid
(CSF), Grey Matter (GM) and White Matter (WM). In this way MRI can greatly assist
radiologists and doctors in providing a more precise diagnosis and therapy. Because of
their unpredictable appearance and shape, segmenting brain tumors from multi-modal
imaging data is one of the most challenging tasks in medical image analysis. Manual
detection and classification of brain tumor by an expert is still considered the most
acceptable method, but it is too time-consuming, especially because of the large amount

of data that have to be analysed manually.

In this thesis we examine, optimize and finally combine specific state-of-the-art methods
comprising of four consistent methods for Computer-Aided Diagnosis (CAD) processes
for detection of a brain tumor from MRI, of T2 weighted modality, from the axial plane
(T2 MRI). We denote the four proposed methodologies as “Method 17 to “Method 4”.
These methodologies are based on image pre-processing and classification by utilizing
neural networks (NN) or a hybrid combination of neural networks and fuzzy logic
(ANFIS).

In order to gauge the current innovation status in automated brain tumor segmentation
and to compare various proposed methods in bibliography, we use a large dataset of brain
tumor MR scans, in which the relevant tumor structures have been delineated. These are
provided freely from Multimodal Brain Tumor Image Segmentation (BRATS) MICCAI
2015.

Our dataset of the training and testing data set, referred to male and female adult persons,
includes 24 non-tumorous cases and 202 tumorous cases that all have been segmented
visually by our experienced neurosurgeon partner, Dr. A. Krasoudakis. The healthy MRI

scans are from “St. George” general hospital of Chania, Crete and from Harvard General



Hospital database. Our data set contains about 5% high-grade, 82% low-grade glioma

cases, 3% unhealthy but not recognizable cases and 10% healthy cases.

At the pre-processing stage we apply a skull-stripping algorithm to isolate the brain
region. Subsequently, we use a high-pass Gaussian filter for sharpening and a median
filter for noise reduction. In post-processing stage, for image segmentation we use Otsu’s
threshold as well as we implement morphological operators for region of interest (ROI)

definition.

In our proposed CAD Method 1, feature extraction is made using Grey-level co-
occurrence matrix (GLCM) and 13 statistical features are calculated. In Method 2, feature
extraction is made by using Discrete Wavelet Transform (DWT) and dimensionality
reduction is implemented using Principal Components Analysis (PCA). In Method 3, all
the above methods are combined and GLCM matrix is applied after the DWT and PCA
stages, so to provide the necessary statistical features. In Method 4, the Mean-Shift
algorithm is implemented at the post-processing stage for better segmentation results and
features extraction is made according to Method 3. The features extracted from every
proposed CAD method are processed at first with a feed-forward artificial neural network
(ANN) with back-propagation training algorithm and then with an adaptive neuro-fuzzy
inference system (ANFIS) for the methods with GLCM matrix.

The experimental results of the proposed methods have been validated and evaluated for
performance over a testing set of images based on sensitivity, specificity and accuracy
with the best results reaching 98.8% sensitivity, 62.5% specificity and 95.6% accuracy.



HEPIAHYH

H Mayvntikn Topoypadia (MRI) anotelel évav eupéwg SLadeSopuévo, Un-eMeUBATIKO,
TPOTIO LATPLKAG OTELKOVLONG TIOU TIAPEXEL aKkPLBN MAnpodopia yia Toug avBpwmivoug
LOTOUG, TNV avatopia Kot Tnv maboyEvela. Otov XpnOLLOTIOLELTAL YLO TNV ATTELKOVLON TOU
avBpwrvou eykedaou mapéxel elkoveg uPnAng avtiBeonc, kAt mou BonBael oto va
Eexwploou e Toug TPELG BaatkoUC eyKePAALKOUG LOTOUG: TO EYKEGAAOVWTLOLO UYPO
(CSF), tTn ®awa ouoia (GM) kat tnv Agukr oucia (WM). Auth n mAnpodopia BonBast
ONUAVTLKA TOUC LOTPOUC TIPOKELUEVOU VA TTAPEXOUV akpLBEatepn Stdyvwaon Kat
Bepameia. AOyw TOU anMpOBAENTOU OXAMATOG TOUG, N KOTATUNGCN TWV EYKEGAALKWV
OYKwV He Baon dedopéva amnod StadopeTikol TUTIOU ATIEIKOVIOELS, CUVLOTA £Vl OO TA
TILO OUTALTATIKA TIPOPBARMOTA AVAAUGCNG LATPLKWVY ELKOVWV. H XElpokivnTn eUpeon Kal
Katnyoplomoinon eykedallkwv Oykwv armo kamolov e181ko e€akoAoubel va Bewpeitat
w¢ N TAéov amodektr pEBodog, mapoAo mou eival apKETA xpovoBopa, Kuplwg Adyw Tou
HeyaAou aplBuou twv dedopévwy ou mepAapBAveL Kal Ta omola TPEMEL va
oavaAuBouv armo To XprHotn.Ze AUtV TNV SUTAWUATIKY gpyaocia eEeTAloUUE,
BeAtiwvoupe kat cuvdualoupe cuykeKpLUEVEG BLBALoypadkég peBddoug,
napovuaotalovrog téooeplg véeg peBodoroyieg Computer-Aided Diagnosis (CAD) yia tnv
gupeon eykepaAlkwy Oykwv amd MRI, tumou T2, tou afovikoU emutédou (T2 MRI). OL
pneBodoloyieg autég Baaoilovtal otnv mpo-enefepyaacia ELKOVWY KAl OTNV
KaTnyopLlomoinon Toug, xpnotpomnolwvtag veupwvika diktua (NN) i évav uBpldiko
ouvlUAOUO VEUPWVIKWYV SIKTUWV Kal a.cadol Aoyikng (ANFIS). Me okomo va
OUYKPLVOUE TLG UTIAPXOUCEC TIPOTELVOUEVEC HEBOSOUG TG BLBAloypadiag we tpog TV
OLUTOHOTOTIOLNUEVN KATNYOPLOTIOINOoN EYKEDAALKWY OYKWV, XPNOLLOTIOLOUUE €Val LEYAAO

oplOpo and MayvnTtikeg Topoypadiec eykedpaAlkwyv OYKwWV, OTLC OTIOLEG N TIEPLOXN TOU



OyKou elval oploBeTnuévn. AUTEG OL ELKOVEG Ttapéxovtal eEAeVBepa amod tn Baon

b6ebopévwy Multimodal Brain Tumor Image Segmentation (BRATS) MICCAI 2015.

OL ELKOVEG TIOU XPNOLUOTIOLCAE yLa eKTtAldeVON Kal afloAoynaon avadpEépovtal o€
€VAALKOUG, AVTPEC Kal Yuvaikeg, meplAappavovtag 24 vyLelG TEPUTTWOELG Kat 202
TIEPUTTWOELG OTLG OTtoleg XL mapatnpnBel eykedaAilkdg Oykog. OAEG oL ELKOVEG €XOUV
ETIOTTEVTEL OTTIKA QATIO TOV EUTIELPO VEUPOXELPOUPYO CGUVEPYATN HaG. OL ELKOVEG YL TIG
UYLE(G MepUTTWOELG TtpopnBelTNKAV o to M'evikd Noookopeio Xaviwv «Ay. lewpyLlogy»
Kal arnoé tnv Baon 6edopuévwy tou Harvard General Hospital. Ta 6edopéva pag
amoteAouvtal anod 5% vPnioL Babuou, 82% xaunAol Babuol ylowwpoata, 3% pn-LyLElg
OAAQ LN OVOYVWPLOLEG TIEPUTTWOELG Kot 10% LYLELG TTEPUTTWOELG.ZTO OTASLO TNG TTPO-
enetepyaoiac epapuolovpe Evav aAyoplOpo analoldrc yla va amoUoVWOOUE TNV
TIEPLOXN TOU EYKEPAAOU. ITNV CUVEXELQ, XPNOLUOTIOLOUME Eva U Ltepato Gaussian
diAtpo yla kaAUTepn eukpivela kat éva median ¢piAtpo yla analoidpr tou BopuBou. Ito
oTad10 NG petenefepyaciog xpnotpomnolol e To Otsu KatwdAL yla Katdtunon tng
EIKOVOG KOBwWE Kal popdoAoyLlKOUC GUVTEAECTEC YL TOV OPLOUO TNG TEPLOXNG
evbladépovtog (ROI).ZTnV mpwtn poTevopevn HEB0bSo, N e€aywyr XapPOKTNPLOTIKWY
€yYLVe Pe tn Xpnon Grey-level co-occurrence mivaka (GLCM) kat urtoAoyiotnkav 13
OTATLOTIKA XOPAKTNPLOTIKA. TNV §eUTePN LEBOSO N €aywyn XOPAKTNPLOTIKWY EYLVE UE
v xpnon Discrete Wavelet Transform (DWT) kat eAaxlotomnoinon 8Laotdocewyv Pe TNV
uéBodo Principal Components Analysis (PCA). Ztnv tpitn pébodo ot SUo mapamavw
pnEBodol cuvduaotnkav kot o GLCM mivakag umtoAoylotnke Letd Tnv xprion DWT, PCA,
yla tnv e€aywyr TwV OTATIOTIKWY XOPAKTNPLOTIKWYV. TNV TeAevTaia péBodo o Mean-
Shift aAyoplBuog epapuodletal yio KAAUTEPA ATIOTEAECUATA KATATLNONG TNG ELKOVAG KO
TO O0TASL0 TNC E€AYWYNC XAPOKTNPLOTIKWY YiveTal cUpdwva e tnv Tpitn uébodo. Ta
e€ayOUEVA XOPAKTNPLOTIKA Yo KAOE pLa oo Ti¢ tEooeplg pebodoug enefepyalovral
o éva VEUPWVLKO Siktuo amAng tpododotnong pe alyoplbuo ontcbodiadoong yla tnv
eknaidevon Tou Kal yla T pebodoug nmou meplExouv GLCM mivaka P Eva

TIPOCAPUOCTIKO VEUPO-acadEG cUoTNUA cUUTtepacpoU (ANFIS).



To MEPAPATIKA ATOTEAECHATA TWV TPOTELVOUEVWY HEBOSwWY emaAnBelutnkayv Kat
afloloynOnkav pe BAaon €va OET ELKOVWV YLa aLOAOYNON CUYKPLTLKA HE TLG TLUEG TNG
gvalodnoiag, TG akpifelag kat tng cuUVOALKN G opBOTNTAC, LE Ta KAAUTEPQ

amoteAéopata va etuxaivouv 98.8%, 62.5% kal 95.6% avtiotolya.
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CHAPTER 1. INTRODUCTION

1.1 Motivation and objectives of the study

In this thesis we examine the problem of Computer Aided Diagnosis (CAD) of brain
tumors. The classification and detection of brain tumors from different medical images
demands high accuracy since it is crucial for human life. Even now, the most accurate
classification and detection technique for detecting and recognizing a brain tumor is the
manual segmentation from an expert. Although manual segmentation and classification
provides the best accuracy results it is a time consuming procedure for the expert who is
burdened to process a great amount of such cases. In addition, manual segmentation and
classification has high inter and intra-observer variability. Automated classification aims
to reduce human error by assisting experts with some software that could lead to better

results.

The main objective of this thesis is to examine different classification techniques for
the problem of recognizing a healthy person from a patient that contains a brain tumor,
based on a magnetic resonance imaging (MRI) of T2 weighted modality from the axial
plane. For the completion of this task specific methods are examined, optimized and finally
combined in four consistent methodologies which are presented in this Thesis. The
proposed methodologies are named as “Method 1 to 4”. These methodologies are based on
image pre-processing, classification with neural networks (NN) and a hybrid combination
of neural network and fuzzy logic (ANFIS). Hence, the study of several pre-processing

techniques, segmentation algorithms and classification algorithms had to be done.



1.2 Outline of the dissertation

Chapter 1 gives an introduction to the problem statement and the objectives of the study.
Chapter 2 provides a clinical background of human brain, types of brain tumors and
magnetic resonance imaging (MRI). Chapter 3 describes the structure of a Computer
Aided Diagnosis (CAD) system as well as the theoretical background of the techniques
that are used. Chapter 4 demonstrates analytically the four proposed methodologies that
are implemented. Chapter 5 contains the experimental results of our proposed
methodologies. Chapter 6 summarizes, concludes the present Thesis and proposes

recommendations for future work.



CHAPTER 2. CLINICAL BACKGROUND

2.1 Human Brain Anatomy

2.1.1 Introduction

As mentioned in [1] the human brain is the central organ of the human nervous
system. It controls most of the activities of the body. By interpreting and managing the
information that receives by the sense organs, it sends instructions to the whole body. The
human brain is contained and protected by the skull bones and three layers of tissue, called
meninges. It consists of three major parts, the cerebrum, the brain stem and the cerebellum.
The cerebrum is the largest part of the brain and has two cerebral hemispheres. It covers
the whole area of cerebral cortex which is an outer layer of gray matter, covering the core
of white matter. The cerebral is responsible for the procedures of abstract thought, self-
control and planning. The brainstem controls breathing, heart rate and other autonomic
processes, while cerebellum is responsible for the body’s balance, posture and the

coordination of movement.

2.1.2 Basic brain tissues

The basic brain tissues that human brain contains are the grey matter (GM), the

white matter (WM) and the cerebrospinal fluid (CSF).

The grey matter (GM) as mentioned in [1] is the major component of central
nervous system (CNS), consisting of neuronal cell bodies, neuropil (dendrites and

myelinated as well as unmyelinated axons), glial cells, synapses and capillaries. We can



separate grey matter from white matter due to the large quantity of cell bodies and relatively
few myelinated axons that grey matter contains. Unlike the grey matter the white matter
contains many myelinated axons and relatively few cell bodies. The grey matter is
distributed at the surface of the cerebral cortex and the cerebellum, as well as the depths of

cerebrum and the brainstem.

The white matter (WM) as mentioned in [1] refers to areas of the central nervous
system (CVS) that are made up of myelinated axons. White matter constitutes the deep part
of the brain and the superficial parts of the spinal cord. It affects learning and brain
functions by coordinating communication between brain regions. White matter named for
its white colour derived from the lipid content of myelin which surrounds the nerve fibres
(axons). It is composed by bundles which connects grey matter areas and carry nerve

impulses between neurons.

Cerebrospinal fluid (CSF) as mentioned in [1] is a clear, colourless body fluid found
in the brain and spinal cord. It acts as a ‘cushion’ or a buffer for the brain providing basic
mechanical and immunological protection to the brain inside the skull as well as auto
regulation of cerebral blood flow. There is about 125-150 mL of CSF at any time in the
brain. This CSF circulates within the ventricular system of the brain. It is been produced
mainly from the two lateral ventricles and then passes through the interventricular foramina
to the third ventricle, the cerebral aqueduct, the fourth ventricle and from there to the
subarachnoid space. CSF contains around 0.3% protein or approximately 15 to 40 mg/mL,

depending on sampling site.

CSF is important mainly for five reasons:



. Buoyancy: The actual mass of human brain is about 1400-1500 grams;

however the net brain suspended in the CSF is equivalent to a mass of 25-
50 grams. The brain therefore exists in neutral buoyancy, which allows the
brain to maintain its density without being impaired by its own weight,
which cut off blood supply and kill neurons in the lower sections without
CSF.

Protection: CSF protects the brain tissue from injury when jolted or hit, by
providing a fluid buffer that acts as a shock absorber from some forms of
mechanical injury.

Prevention of brain ischemia: The prevention of brain ischemia is made by

decreasing the amount of CSF in the limited space inside the skull. This

decreases total intracranial pressure and facilitates blood perfusion.

. Homeostasis: CSF allows for regulation of the distribution of substances

between cells of the brain, and neuroendocrine factors, to which slight

changes can cause problems or damage the nervous system.

. Clearing waste: CSF allows for the removal of waste products of the brain,

and in the brain’s lymphatic system. Metabolic products diffuse rapidly into

the CSF and are removed into the bloodstream as CSF is absorbed.

2.2 Brain Tumour

221

Introduction

A brain tumour is an abnormal growth of tissue that creates a mass (neoplasm)

within the brain or the central spinal canal [2]. Brain tumours can be divided in two main



types, malignant or cancerous and benign brain tumours. Malignant tumours have two
subcategories, primary tumours that are created in the brain and metastatic or secondary
tumours that have been started from somewhere else in the body and spread to the brain.

Brain tumours can also be categorized by a grading system.

2.2.2 Types of Brain Tumours

1. Benign or Malignant Tumours: The main characteristic of a benign tumour is that

it comprises slow growing cells and has homogeneity in structure. Benign tumours
can be dangerous due to their location where they push soft tissues of the brain.
Malignant tumours considered life threating because of their aggressive and
invasive nature and consist of active (cancerous) cells that spread quickly.

2. Primary or Secondary Tumours: As mentioned before primary tumors are created

in the brain and may be benign or malignant. Secondary or metastatic tumors are
malignant tumors that caused by a primary tumor somewhere in the body and
invaded brain via lymphatic system and blood vessels, circulating through the
bloodstream.

3. Grading System: Tumours are categorized by low-grade and high-grade. Low-

grade tumours like glioma considered benign tumours while high-grade tumours

like glioblastoma considered malignant tumours.



2.3 Magnetic Resonance Imaging

2.3.1 Introduction

As mentioned in [3] brain tumour examination can be done by CT tomography
although this examination may cause small or low grade tumors to be missed. Magnetic
resonance imaging (MRI) is significantly more sensitive to the presence of tumor. MRI has
a high degree of confidence in the diagnosis of high grade tumors and is widely used for
identifying location and size of brain tumors. MRI examination has several advantages as
it is a non-invasive method of diagnosis, it does not cause any radiation damage to the

patient’s tissue and it is preferred for better contrast imaging of cancerous tissues [4].

An MRI machine uses a powerful magnetic field to align the magnetization of
proteins in the body, and radio frequency fields to systematically alter the alignment of this
magnetization. This causes the protons to produce a rotation magnetic field of larger
frequency detectable by the scanner and this information is recorded to construct an image

of the scanned area of the body [5].

2.3.2 Basic MRI Sequences

The basic types of MRI are T1-weighted, T2-weighted and Fluid Attenuated
Inversion Recovery (FLAIR) MRI. In T1-weighted MRI we can observe better anatomical
details, the CSF fluid appears dark, the grey matter grey and the white matter in white
colour. The T1-weigheted images are produced by using short TE and TR times. In
contrast, T2-weigheted images are produced by using longer TE and TR times. In T2-

weigheted scans the CSF fluid appears white, the grey matter light grey and the white



matter dark. In the third basic sequence, Flair, the TE and TR times are very long. By doing
this, abnormalities remain bright but CSF fluid is made dark. The Flair sequence is the best

scan for a quick look for pathology [6].

V0 g

T1-weighted T2-weighted

Figure 1: Basic types of MRI sequences: T1, T2, Flair



CHAPTER 3. COMPUTER AIDED DIAGNOSIS AND RELATED

STUDIES

3.1 Computer Aided Diagnosis (CAD) Process

One of the major aspects for encountering a brain tumor is the early detection of the
cancerous cells. As mentioned before MRI is the most common sequence for detecting a
tumor area and the task of radiologists is very critical. Computer Aided Diagnosis systems
can provide a great help in analyzing the tumor area and assist radiologists in interpreting
medical images by providing a “second opinion”. In this chapter we present and describe
the basic theory of each stage of a CAD process. The CAD system can improve the
diagnostic accuracy of radiologists as they lighten the burden of increased workload and
reduce cancer missed due to fatigue [20]. CAD process is based in machine learning and
pattern recognition techniques for learning and recognizing brain diseases. To create CAD
systems several image processing techniques under the spectrum of texture analysis are

necessary.

3.2 Texture Analysis in CAD Process

After applying images from MRI sequence it is necessary to process these images
with several image processing techniques that are suitable for automated diagnosis. The

figure below shows the basic structure of a CAD process that is composed of:

1. apreprocessing module
2. region of interest (ROI) segmentation

3. feature extraction



4. dimensionality reduction

5. classification and evaluation

Diagnosis is always based on the opinion of an expert radiologist or a neurologist or

a neurosurgeon doctor.
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Figure 2: Block diagramm of a typical methodology of CAD process

3.3 Pre-processing Stage of CAD Process

In the pre-processing stage we use methods in order to reduce the noise and improve
resolution contrast of the image. It is supposed that MRI images are affected by Gaussian
noise. For de-noising these images there is a variety of proposed methods such as linear
and non-linear filters, anisotropic diffusion algorithm and wavelet analysis. Although these
methods exhibit similarities in the quality of de-noising, the computational time and the

preservation of edges.

In linear filters output values are linear combinations of the original’s image pixels.
With this process linear filters reduce noise but influence negatively on the edges and the

details of the image and lead to blur images. To avoid this phenomenon non-linear filters
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are used which update the value of a pixel based on the transformation applied. The new
value would be based on the pixel values that are nearer to the local neighborhood and a
centralized window on that pixel [21]. Median filter is a common method for de-noising
by smoothing the image and improve its quality. It preserves the edges of the processed
image. The main idea of median filter is to run through the image pixel by pixel, replacing
each value with the median value of neighbouring pixels. The pattern of neighbours is

called the “window”.

Intensity normalization of pixels is an important method of pre-processing an MRI
image when we use classification algorithms and image segmentation techniques and it is
based on histogram equalization methods. To improve contrast resolution, techniques for
sharpening features like edges and textures are used. Un-sharp masking is a technique
where the fraction of a high-pass filtered image is added to the original image. With this
method we enhance the local difference between intensity values by subtracting the
smoothed image from the original image. Another well-known method for contrast

enhancing is Contrast Enhanced Adaptive Histogram Equalization [22].

3.4 Image Segmentation of CAD Process

Image segmentation refers to the process of partitioning a digital image into multiple
regions which have different features between them such as intensity, colour, texture or
other statistical properties. Every region is a set of pixels with similar features.
Segmentation methods is used for locate and identify objects and boundaries in an image.
The union of all the segments — regions results in the whole image. There is many

segmentation techniques, however there is no standard segmentation technique that works
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well for all images. Segmentation techniques can differ by detecting discontinuities like
edge detection or detecting similarities like thresholding, region growing, region splitting
and merging [23]. Image segmentation algorithms are categorised in three basic categories

below:

e Thresholding algorithms
e Region based algorithms

e Clustering and classification algorithms
3.4.1 Thresholding segmentation method

As mentioned in [10], is a simple and effective region segmentation method in which
the objects of the image are classified by comparing their intensities with one or more
thresholds. If we make the assumption that the objects and the background of the image
have a bimodal distribution then the objects can be separated from the background by a
single threshold called global thresholding. However, if the image contains multiple
regions corresponding to different objects then it is better to use local thresholding.
Thresholding segmentation creates a binary image from a gray-level one. Global
thresholding turns all pixels below the threshold to zero and all pixels above that threshold

in one, so if g(x, y) is a thresholded version of f(x,y) at some global threshold T then,

_(Liffx,y) =T
9(xy) = { 0, otherwise

(Eq.1)

in which pixels with the value of 1 corresponds to the region of interest (ROI) and the

values of 0 to the background. The major problem of thresholding segmentation is that only
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the intensity is considered, not any relationship between the pixels. This may lead to pixels
that are not in the desired region to be included and pixels within the desired region to be

excluded. This effect is relevant to the noise.

3.4.2 Region-based segmentation methods

Region-based segmentation methods examine pixels in an image and form regions
by merging neighbourhood pixels with homogeneity properties based on a predefined
similarity criterion. The region growing and the watershed segmentation methods are the

most commonly region-based methods used for brain tumour segmentation.

Region growing starts with at least one seed that belongs to the structure of interest
[7]. Seeds can be chosen manually or with an automated seed-finding procedure.
Neighbours of the seed are checked and those who satisfy the similarity criteria are added
to the region. The similarity criteria is based on intensity values or other features and the
whole procedure stops when no more neighbour pixels can be added to the region. The
main disadvantage of region growing method is the partial volume effect which blurs the
intensity distinction between regions at the border of two regions, because the voxel may

represent more than one kind of tissue types, in brain segmentation.

Watershed segmentation method [7] can be explained by a metaphor based on the
behaviour of water in landscape. When it rains, drops of water falling in different regions
will follow the landscape downhill. The water will end up at the bottom of valleys. Each
valley is associated with a catchments basin. At points where water coming from different
basins meets, dams will be built. When the water level has reached the highest peak in the

landscape, the process ends. As a result, the landscape is partitioned into region separated
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by damns, called watershed lines or watersheds. It produces a complete contour of the

images.

3.4.3 Classification methods

Image Segmentation based on classification methods in brain tumour segmentation
are used to determine the regions of an image. Classification methods are pattern
recognition methods with labelled data, where based on several features we can separate
regions. The main drawback of this method is that training data are required and acquiring
such medical data is a difficult task. Artificial Neural Networks (ANN) are commonly used

for this classification approach.

3.4.4 Clustering algorithms

Image Segmentation based on clustering algorithms are similar with classification
algorithms however clustering techniques are unsupervised. This means that there is no
labelled data and a training phase. Clustering is the process of grouping objects with similar
characteristics in one cluster, while other objects with different similarities in other
clusters. The similarity criterion is based on a distance measure such as Euclidean distance.
Each cluster is formed around a centroid iteratively based on their distance from this
centroid and when a cost function is been optimised the algorithm stops and the clusters
take their final form. Such unsupervised algorithms are K-means and Fuzzy C-means

(FCM).

At the stage of the CAD post-processing process, one of the proposed

methodologies of the present thesis is the clustering algorithm named Mean-Shift [8].
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Mean-Shift is a non-parametric iterative algorithm that can be used for finding modes,
clustering, etc. The main idea of this algorithm is that Mean-shift considers feature space
as an empirical probability density function (pdf). If dense regions, clusters, are present in
the feature space, then they correspond to the mode which is considered the local maxima
of the probability density function. Mean-Shift associates each data point with the nearest
peak of the pdf. For each data point the algorithm defines a window around it and computes
the mean for this defined dataset. Then it shifts the centre of the window to this mean and
repeats the algorithm till it converges. The goal of this iterative procedure is that after each

iteration the algorithm shifts to more dense regions.

So if we present the algorithm in steps, these should be like:

1. Define a window around each data point
2. Compute the mean of data belonging to this window

3. Shift the window to the mean and repeat until it converges

3.5 Morphological Operations of the CAD Process

Morphological operations are a collection of non-linear operations related to the
shape or morphology of features in an image. Morphological operators probe an image
with a small shape or template called a structuring element. The structuring element is
positioned at all possible locations in the image and it is compared with the corresponding
neighborhood of pixels. The basic operations of morphological processing are opening,

closing, erosion and dilation.
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With erosion, pixels on the boundaries of the objects are removed and this
corresponds to the deletion of small objects. The number of pixels removed from the image
depends on the size and shape of the structuring element used to erode the image. The
process of erosion can be translated as the logical operator AND between the structuring

element and the pixels of the binary image.

Opening by reconstruction can be thought of conceptually as repeated dilations of an
image, called the marker image, until the contour of the marker image fits under a second
image, called the mask image. It differs with dilation because this process is based on the

connectivity of pixels rather than a structuring element and is based on two images.

3.6 Feature Extraction and Dimensionality Reduction of CAD Process

Feature extraction is the transformation of an image into a set of useful for
classification features which have been extracted from this image. Feature extraction and
selection are important stages for classification and detection of brain tumours. An
optimum feature set should have features that sustain the information and reduce the

dimensionality of the primitive feature space. Feature extraction methods are divided in:

1. statistical methods
2. model-based methods

3. transform methods

Co-occurrence matrix and local binary patterns (LBP) are examples of statistical methods,
fractal models are a common model-based technique and wavelet transform methods are

used as transform methods algorithms.
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Many CAD systems perform discrete wavelet transform (DWT) decomposition to
obtain wavelet coefficients at different levels. It is a common technique to use a Principal
components analysis (PCA), independent components analysis (ICA) and linear
discriminant analysis (LDA) after DWT for dimensionality reduction of data and feature

selection.

3.6.1 Feature Extraction using Grey Level Co-Occurrence Matrix (GLCM)

For the collection of higher-level information of an image such as shape, texture and
contrast, the Grey Level Co-occurrence Matrix (GLCM) was used. GLCM is one of the
most widely used image analysis applications introduced by Haralick et al. [28]. The co-
occurrence matrix allows extraction of statistical information regarding the distribution of
the pixels pairs. The technique follows two steps, first it computes the GLCM matrix and
then the texture features based on the GLCM are calculated. Pairs of pixels are separated
by a predefined distance based on certain directions in the image and the resulting values
are allocated in the co-occurrence matrix. The count is based on the number of pairs of
pixels that have the same distribution of grey level values as shown in Figure 3. For 2D
images, co-occurrence matrices are computed in the following directions: horizontal,

vertical, 45°, 135°.
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Gray-level Image Numeric Gray-levels Co-occurrence Matrix
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Figure 3: Example of computation of co-occurrence matrix for a given 4 X 4 pixel
image (a) with three grey levels (b). In this example, the matrix is computed in
horizontal direction with one pixel separation. The number o transitions of grey-

3.6.2

levels is counted and allocated in the co-occurrence matrix (c).

Statistics features formulas

Textural findings and analysis could improve the diagnosis, tumor staging and therapy

response assessment. The statistics features formula for the useful features are listed below.

1.

2.

Mean (M). The mean of an image is calculated by adding all the pixel values of an
image divided by the total number of pixels in an image.

M= () 0 258 f(x) (Eq.2)

mxn

Variance (V) is a measure of variation. A small value of variance means that the
data points tend to be very close to the mean while high variance means that data

point are spread out from the mean and hence from each other.
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V= () TH0 Sy (F( ) — M) (Eq.3)

mxn

. Standard Deviation (SD) is the second central moment describing probability
distribution of an observed population and can serve as a measure of
inhomogeneity. A higher value indicates better intensity level and high contrast of

edges in an image.

sD=|(-2) Eit B y) — M2 (Eq.4)

mxn

. Entropy (E) is calculated to characterize the randomness of the textural image and

is defined as

E=-Y30 Xy-o f(x,y) log.f (x,y) (Eq.5)

. Skewness (S}) is a measure of symmetry or the lack of symmetry.

x,9)— 3
Sk(X)=( 1 )Z(f( »-M) (Eq.6)

mxn sD3

. Kurtosis (K,;,+) describes the shape of a random variable’s probability distribution.

1 : _ 4
)Z(f(x y)—M) (Eq.7)

Kure = (m Xn SD*
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7. Energy (E,) can be defined as the quantifiable amount of the extent of pixel pair

repetitions. Energy is a parameter to measure the similarity of an image.

m-1n-1

E,= 2 Efz(x.y) (Eq.8)

x=0 y=0

8. Contrast (C,,) is a measure of intensity of a pixel and its neighbor over the image,

and is defined as

-1

(x = y)*f(x,y) (Eq.9)
0
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9. Inverse Difference Moment (IDM) or Homogeneity is a measure of local
homogeneity of an image. IDM may have a single or a range of values so as to

determine whether the image is textured or not.

— -1vyn-1_f&xy)
H=2""0 2)=0T,(ey (Eq.10)
10. Correlation (C,,-) describes the spatial dependencies between the pixels and it is
defined as

I IS ey f(y) —M M
Corr= £t z (Eq11)

050y

11. Smoothness (S,,,)

20



Sm=1- ( ! )
B 1+E E520 F () (Eq.12)

12. Root Mean Square (RMS)

1
RMS = NZ?’:1 Xrms (Eq.13)

with M, and o, are the mean and standard deviation in the horizontal spatial domain,

M, and o, are the mean and the standard deviation in the vertical domain and Xrws

1
= /NZ?':ﬂan-

3.6.3 Future Extraction based on Discrete Wavelet Transform (DWT)

Discrete wavelet transform has become the method of choice for many image
analysis and classification problems because it gives information about the signal, both in
frequency and in time domains. DWT performs the function of transforming images from
the spatial domain into the frequency domain. By applying DWT, we are able to
decompose an image into the corresponding sub-bands with their relative DWT
coefficients [26]. The DWT is implemented by using cascaded filter banks in which a low
and the high pass filter satisfy certain criteria. As a result of this decomposition there are
four sub-band (LL, LH, HH, HL) images at each scale. The LL sub-band can be regarded
as the approximation component of the image, while the other three sub-bands can be
regarded as the detailed components of the image. For every step of the decomposition

only the LL sub-band is used for producing the next level. The fundamentals of DWT can
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be described as follows [27]. Suppose x(t) is a square integrable function, then the

continuous wavelet transform of x(t) relative to a given ¥ (t) is defined as

W, (a,b) = f (O apOdt (Eq.14)

where

1 t—
Yap(t) = %d) (Ta) (Eq.15)

Here, the wavelet ¥, , (t) is calculated from the mother wavelet 1(t) by the translation
and dilation factors: a is the dilation factor and b the translation parameter (both real
positive numbers). Eq.14 can be discretized by restraining a and b to a discrete lattice

(a = 2P and a > 0) to give the DWT, which can be expressed as follows.

caju(m) = DS| ) x(m)g; (n— 210 (Eq.16)

L n

cd;u(m) = DS| )" x(m)h; (n— 210 (Eq.17)
L n _

where ca; ) and cd; ) refer to the coefficients of the approximation components and the
detail components, respectively. The low-pass and the high-pass filter are denoted by g(n)
and h(n). The wavelet scale and the translation factor are denoted by j and k, while DS
operator means the down sampling. Eq.16 and Eq.17 are the fundamental equations for

wavelet decomposition. They decompose x(n) into two signals, the approximation
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coefficients ca(n) and the detail components cd(n). This procedure is called one level
decompose. The above decomposition process can be iterated with successive
approximations being decomposed in turn, so that the one signal is broken down into
various levels of resolution. The whole process is called wavelet decomposition tree, show

in Figure 4.

Oy

+ '

CA1 CD1

CAg CDz

-+

] fens]

Figure 4: Block diagram of a 3-level wavelet decomposition tree

In case of 2D images, the DWT is applied to each dimension separately. As a result there
are four sub-bands as they described before and Figure 5 demonstrates their schematic

diagram.
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Figure 5: Schematic diagram of 3-level 2D DWT

3.6.4 Dimensionality Reduction using PCA

Excessive features increase the computation time and memory storage and make
classification more complicated. This is called the curse of dimensionality. It is required to
reduce the number of features for the classification process. The principal components
analysis (PCA) is a well-known technique of identifying the most meaningful basis to re-
express a data set. In other words, the goal of PCA analysis is to transform the existing
input features of a data set consisting of a large number of interrelated variables into a new
lower-dimension feature space while retaining most of the variation. The input feature

space is transformed into a lower feature space using the largest eigenvectors and forms a
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new set of ordered variables according to their variances or the importance. This technique
has three effects: first, it orthogonalizes the components of the input vectors so that
uncorrelated with each other, then it orders the resulting orthogonal components so that
those with the largest variations come first, and finally it eliminates those components
which contributes least to the variation in the data set. The purpose of PCA is to reduce the
dimensionality of the wavelet coefficients which results in a more efficient and accurate

classifier.

original data space

component space

PCA

PC2
- |
f
:

i
#

:LT
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Figure 6: Example of PCA transformation of 3-dimensional data to 2-dimensional
data
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3.7 Brain Regions Classification based on Texture Analysis using Artificial

Intelligence (Al)

The main goal of texture analysis is the classification of different tissues of the brain
in several regions. Following the feature selection step there are many algorithms that aim
in highest discrimination by using a combination of the extracted features. As in the present
thesis we use ANN and ANFIS, we briefly describe these two classifiers for MRI texture
analysis applications, artificial neural networks (ANN) and adaptive neuro fuzzy inference

system (ANFIS).
3.7.1 Artificial Neural Networks

Artificial neural networks are networks that consist of a number of artificial neurons

which are connected and act as a computational machine.

Synapses

(x1o—ED) \
\ Activation
x., b . Function
N o

Bias

b;

Input < | 2‘ /.1 o(-) Outeul
Signals : - J -‘/
: - Additive
Junction
r"'(‘
Synaptic
Weights

Figure 7: Model of artificial neuron
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An artificial neuron as in figure above receive some input signals x;. Every x; of
the neuron is mapped with a weight w; which amplifies or reduces the input signal. The
modified by the weight inputs become inputs of the neuron where they are been added by
a sum unit to produce the net input u;, which stimulate an activation function for the

production of the final output of the neuron, y = f(net), where

n
net = x;w; + x,wy, + ... + x,w, + b = ijwj + b (Eq.18)
1

The factor b is called bias and acts just like a weight factor w; and its activation function

is always 1. Bias is used for signal amplification and improved convergence.

hidden layers

5‘3”3 CIN
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Figure 8: Model of neural network
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The structure of artificial neural networks is made up by layers. Input layer has
inputs that are signals from the outside environment. The outputs of this layer become
inputs for hidden layer and after this stage, at the end there is the output layer where the
final output is shaped. The knowledge that has been acquired from the network, is
translated into the values of the weights. This configuration of weights is done during the
training phase. In this stage, the output of the neural network is compared with the desired
output and an error is computed. The error is fed back as input to the artificial neural
network which adjust the parameters for minimizing this error function. This procedure is
called training phase and it ends when an acceptable error value is calculated or when the

network cannot resolve the problem.

3.7.2 Adaptive Neuro — Fuzzy Inference System (ANFIS)

ANFIS network [5] is a fuzzy Takagi Sugeno model and consists of five layers. For
describing ANFIS architecture we consider two fuzzy IF/THEN rules of a first order

Sugeno system:

Rule 1: IF (x is A;) AND (y is B;) THEN ( f; = p1 X+ quy + 1)
(Eq.19)
Rule 2: IF (x is A;) AND (y is B,) THEN ( f; = poX + gy + 13)

where x and y are inputs, A; and B; are the fuzzy sets and f; are the outputs. The outputs
f; are defined by the inputs and the parameters of the system, p;, gq;,xot r; which are

calculated in the learning phase.
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Figure 9: ANFIS Architecture

o 1% ]ayer:

All the nodes in this layer are adaptive nodes. The outputs of this layer are the fuzzy

membership grade of each input in a fuzzy set, which are given by:

01 = py,(x), fori=1,2
(Eq.20)
03 = ug,_,(x), fori=3,4

where 1,4, (x) can adopt any membership function. For example, if the Bell shaped

membership function is employed wu,, (x) is given by:

W=
HalX) = _ ~.12b
1+

X (Eq.21)
a;
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where aj, bj and ci are the parameters of the Bell shaped membership function.

Parameters in this layer will be referred to as premise parameters.

o 2" ayer:
In this layer the nodes are fixed. The outputs give the product of the inputs and

represents the firing strengths of a rule. The outputs are given by:

0? =W, = s, (%) g, (%), fori=1,2 (Eq.22)

o 3"layer:
In this layer the nodes are also fixed. The outputs of this layer play a normalization
role to the firing strength of the previous layer. The normalized firing strengths are

represented by:

witwy’ fori=1,2 (Eq.23)

o 4" layer:
In this layer the nodes are adaptive. Each node of this layer gives an output that can

be described by:

Of =wifi=w(pix + q;y + 1) (Eq.24)
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which calculates the product of the normalized firing strengths and a first order
polynomial (for a first order Sugeno model). Parameters in this layer will be
referred to as consequent parameters.

e 5"layer:
In this layer there is only one fixed node which gives the overall output of the

system:

y = ZWlfi = Ziwiﬁ (Eq.25)

After discussing the architecture of ANFIS we now describe the learning algorithm
of the system. The main goal of the learning phase of ANFIS is to tune all the modifiable
parameters, namely premise parameters {a;, b;, ¢;} and consequent parameters {p;, q;, r;} to
fit the training data. When the premise parameters {a;, b;, c;} are fixed, then the output of

ANFIS model is calculated by Eq.25,

41 w»

wy +w, wy + w,

where according to Eq.23 we can write the above relation as,

f=wifi +Wwaf; (Eq.27)

Substituting the fuzzy if-then rules into Eq.27, it becomes,
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f=wi(pix + q1y + 1) + W(p2x + q2y +172) (Eq.28)

e f= (wWxp + Wy)q + Wr + Wx)p, + Wey)g, + (W), (Eq.29)

which is a linear combination of consequence parameters. When the premise parameters
are not fixed, then the search space becomes larger and the convergence of the space
slower. For solving this problem a hybrid algorithm which combines the least square
method and the gradient descent is adopted. This hybrid algorithm is composed of a
forward and a backward pass. In the forward pass, the least squares method is used to
optimize the consequence parameters, with the premise parameters fixed. When the
optimal parameters are found, the backward pass starts. Now, the gradient descent method
is used to adjust optimally the premise parameters, based on an output error and the forward
pass starts again. It has been proven that this hybrid algorithm is very efficient in training

the ANFIS [9].
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Parameters Forward pass Backward pass
Premise parameters

fixed Gradient descent

{a;, by, ¢;}
Consequent parameters
Least squares fixed
{pi qi,7i}
Signals Node outputs Error signals

Table 1: Hybrid algorithm procedure which combines the least square method

and the gradient descent

3.8 Literature Review

In recent years, researchers have proposed several approaches for automated and
accurate classification methods in MRI images. This section will present some approaches

that have been developed and used in brain MRI images.

R. C. Patil et al, 2012, [10], present a brain tumor extraction method based on two
stages. Image enhancement is performed using high-pass and median filter in the image
and then a segmentation algorithm based on watershed segmentation and morphological

operations is used for the extraction of the tumorous area.

E. ElI-Dahsahan, T. Hosny and A. Salem, 2014, [11] proposed a hybrid technique

which uses a 3-level DWT to extract the coefficients and a PCA algorithm for
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dimensionality reduction. Then two classifiers, feed forward backpropagation artificial

neural network (FP-ANN) and K-nearest (KNN), have been developed.

Y. Zhang and L. Wu, 2012, [12] used also DWT transform for the extraction of the
details and the approximations and PCA algorithm for the selection. This approach
proposed a kernel support vector machine (KSVM) for classification and a K-fold cross
validation algorithm for generalization of KSVM. For this method four kernels were used,
linear kernel (LIN), homogeneous polynomial (HPOL), inhomogeneous polynomial
(IPOL) and Gaussian radial basis (GRB) which provides the most accurate classification

results.

N. Bahadure et al, 2017, [13] proposed an approach based on Berkeley wavelet
transform (BWT) and SVM classification. For the classification, the study uses the features
that have been extracted by the Grey Level Co-Occurrence matrix (GLCM) after a skull

stripping process.

X. Zhou et al, 2016, [14] presents a computer-assisted diagnosis method based on
wavelet entropy (WE) of the feature space approach and a feed-forward neural network
(FNN) classification method. The decomposition of the image is made by the use of DWT
and for every coefficient matrix that has been created an entropy feature is computed. This
study uses a cross validation algorithm for generalization and claims that with two features

provides a 100% accuracy.
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Sensitivity Specificity Accuracy
Method

(%) (%) (%)

PCNN+DWT+PCA+BPNN [11] 100 92.3 99

DWT+PCA+k-NN [11] 96 97 98

DWT+PCA+KSVM (LIN) [12] 96.4 85 95
DWT+PCA+KSVM (HPOL) [12] 97.1 95 96.88
DWT+PCA+KSVM (IPOL) [12] 99.2 90 98.12
DWT+PCA+KSVM (GRB) [12] 99.2 100 99.38
BWT+GLCM+ANFIS [13] 96.72 79.74 90.04
BWT+GLCM+ANN [13] 97.5 76.54 85.57
BWT+GLCM+SVM [13] 97.72 94.2 96.51
BWT+GLCM+k-NN [13] 93.33 77.77 87.06

Table 2: Classification results of related studies. [11] and [12] results are referred

to a combination of training and testing dataset, while in [13] the results are

referred to testing dataset only
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CHAPTER 4. PROPOSED METHODS, MATERIALS AND

IMPLEMENTATION WITH MATLAB

4.1 An Overview of the proposed Methods

In this chapter, we present and describe the finally four new consistent
methodologies for CAD process that materialized after careful examination, optimization
and combination of the existing tools, in order to compare them with the existing in the
literature CAD process for MRI classification and detection of brain tumors. Our proposed

four methods are based on the stages of:

1. preprocessing the images, including skull stripping of the original MRI and
filtering
2. post-processing for detecting the region of interest (ROI)

3. feature extraction, feature selection and classification

In every stage, several scenarios and different techniques are implemented for better

results. The flow stages of the proposed methods are presented in figure 10.
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Figure 10: Thesis Flowchart of CAD process proposed Methods

In all four methods the preprocessing part maintain the same. In other words, in
every method the images that have to be post-processed are prepared properly and are skull
stripped so that they do not include any unnecessary information. Our proposed methods
differ in image segmentation and feature extraction techniques. The methods that are

implemented in this study can be concluded in Table 3 below.

37



Thesis Proposed
Flow Stages of the proposed method
CAD Process
Preprocessing — Otsu thresholding — Morphological Operators
Method 1
— GLCM — ANN/ ANFIS
Preprocessing — Otsu thresholding — Morphological Operators
Method 2
— DWT — PCA — ANN/ ANFIS
Preprocessing — Otsu thresholding — Morphological Operators
Method 3
— DWT — PCA — GLCM — ANN/ANFIS
Preprocessing — Mean-Shift segmentation — Otsu thresholding
Method 4 — Morphological Operators — DWT — PCA — GLCM —
ANN / ANFIS

Table 3: Thesis four Proposed CAD Process Methods

4.2 Thesis Database Selection

In this thesis all the MRI images that are used are referred to T2 MRI images of the
axial plane. As mentioned before, the acquisition of a proper dataset is a challenging task.

We managed to gather data from

1. “MICCAI BraTS 2015” database,
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2. “The Whole Brain Atlas” from Harvard database

3. General Hospital “St. George” of Chania.

The database of MRI brain images that are used is referred to male and female adult
persons and it consists of 24 non tumorous cases and 202 cases that was diagnosed with
brain tumor. Because of their unpredictable appearance and shape, segmenting brain
tumors from multi-modal imaging data is one of the most challenging tasks in medical
image analysis. Although many different segmentation strategies have been proposed in
the literature, it is hard to compare existing methods because the validation datasets that
are used differ widely in terms of input data (structural MR contrasts; perfusion or diffusion
data; ...), the type of lesion (primary or secondary tumors; solid or infiltrative growing),

and the state of the disease (pre- or post-treatment).

4.3 Thesis Database Implementation: Pre-processing stage

4.3.1 Preparation of data used

Because of the different sources of the collected data it was necessary to become a
certain preparation of them. The data from the BraTS database are in “mha” file format,
which is referred to three dimensional images, while images from Harvard database and
from the hospital are in “gif” file format. All our data are modified in two dimensional
images in “jpeg” file format. The new images consist of 240*240 pixels in grayscale type

with 8-bit grey level rate.

4.3.2  Skull Stripping algorithm used

39



Skull stripping is an important process in magnetic resonance imaging analysis and
it is required for the effective examination of brain tumour. With this process all non-brain
tissues like skull, fat and skin can be separated from the brain region. There are several

techniques available for skull stripping using image contours, thresholding and histogram

analysis.

Input image

Compute histogram of image to determine a suitable threshold value

Convert grayscale image into binary image by thresholding

!

Use of imfill to determine the region of brain better

Image erosion to remove skull

match the eroded region to the initial grayscale image

Figure 11: Thesis steps used for skull stripping algorithm based on thresholding
segmentation and morphological operations
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In this thesis, skull stripping process is implemented by an algorithm based on
thresholding segmentation and morphological operations. The steps of this algorithm are

presented in Figure 11 above as follows.

1. After the image is read, the histogram of the input image is computed to
determine a proper threshold value for segmentation. This threshold value
is applied on the image and is binarized.

2. In addition, imfill function is used to fill the holes of brain region that were
developed and describe the brain region better.

3. After the image is eroded by a disk structuring element and the region of
skull was removed. Then, the binarized image is matched with the initial

grayscale image and the region of interest is finally determined.
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(a) (b)

Figure 12: .Thesis results. Example of the application of skull stripping algorithm
used. (a) initial MRI image, (b) MRI image after the application of skull stripping
algorithm
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4.3.3 Sharpening using high pass filter

After having extracting the skull pixels of the image, a high pass Gaussian filter is
applied in order to sharpen the edges of the original MRI image. An image is sharpened
when contrast is enhanced between neighbourhood regions with variation in darkness or
brightness. For applying a high pass Gaussian filter first we computed the low pass filter

with kernel function,

2
x2+y

e 207 (Eq.30)

g(xy) =5

Then, by subtracting the kernel function we compute the high pass filter. In figure below

we show the images of the application of the high pass Gaussian filter.
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(a) (b)

(c) (d)

Figure 13: Thesis results. Example of the application of sharpening filter. (a) high-
pass filter, (b) original MRI image, (c) enhanced details of original image, (d)
sharpened MRI image

4.3.4 Reducing noise using Median filter

The high pass Gaussian filter sharpened all final details of image including the noise. For

reducing the noise a median filter has been used. Median filter is a non-linear method used
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to remove noise while preserving the edges. For our implementation a 3 x 3 window

around the corresponding pixel is used.

(b)

Figure 14: Thesis results. Example of the application of median filter. (a) image
after high pass filter, (b) image after median filter

4.4 Thesis Database Implementation: Post-processing stage

The post-processing stage in this thesis aims:

i) to detect the region of tumour from the images

i) to extract features for textural analysis of the images

iii)  toreduce the dimensionality of the extracted features

Several techniques and different scenarios implemented for better results. In the
following paragraphs we describe the post processing stage of our proposed

methods.
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4.4.1 Thesis proposed CAD Process Method 1: Otsu’s Thresholding, Morphological

Operators, GLCM

In this method, after the filtering of the images we implement global thresholding
segmentation. Global thresholding segmentation is used in order to achieve a binirized
image with gray level one (1), representing the tumor in the tumorous images and the brain
ventricles in the non-tumorous images, and gray level zero (0) to represent the background.
The binarization is based in a threshold value T that is calculated with Otsu’s thresholding
method. Otsu’s method assumes that the image contains two classes of pixels, foreground
and background, following bi-modal histogram and then chooses the threshold to minimize
the infraclass variance of the black and white pixels [24]. The binarized image can be

described by Eq.1.
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(a) (b)

(c) (d)

Figure 15: Thesis results. Examples of MRI images segmented by Otsu’s
Thresholding. (a) Median filtered image with tumor, (b) segmented image with
tumor, (c) Median filtered image without tumor, (d) segmented image without

tumor
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After the Otsu’s Thresholding segmentation of the images, morphological operations
are used for the purpose of isolating the tumor in an image and removing small objects that
are not included in the region of interest. Erosion and opening by reconstruction are
applied. In our method 1, for the erosion operation a disk structuring element with radius
equal to 4 pixels is chosen and the erosion is implemented by Matlab® functions shown

by these expressions:

strel ('disk', 4);
imerode (I, se);

se
Ie

where se is the structuring element, le is the eroded image and I is the original image.

For implementing the opening by reconstruction operation the Matlab® function below is

used:

Iobr = imreconstruct (Ie, I);

where lobr is the reconstructed image, le is the marker and | is the mask. The results of

these operations are shown below in Figure 16.
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(a) (b)

Figure 16: Thesis results. Examples of application of erosion and opening by
reconstruction morphological operations. (a) is a segmented MRI image, (b) is the
MRI image after morphological operations

In this method the feature extraction stage is implemented in two steps.

) First the GLCM matrix is calculated for the horizontal orientation
and then,
i) the statistical features that describe the texture of the images are

calculated.

The 13 statistical features as mentioned in the previous chapter are mean, variance,
standard deviation, entropy, skewness, kurtosis, energy, contrast, homogeneity,

correlation, smoothness and rms. In Table 4 a small set of features is presented.
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“” is used for decimal values

No. Contrast | Correlation | Energy Kurtosis Mean | Diagnosis
1 0,354532 0,146769 0,896522 42,28021 0,003009 1
2 0,334064 0,180214 0,868543 24,76191 0,004019 1
3 0,364035 0,181498 0,879327 31,69369 0,00586 1

10 0,288377 0,237865 0,880061 28,58626 0,003297 0

11 0,32383 0,155316 0,853933 24,97971 0,003976 0

12 0,328582 0,127542 0,842785 23,18412 0,004225 0

Table 4: Thesis results for case Method 1. Texture features of the used database

images

In our proposed CAD process Method 1, a matrix of 226 rows and 15 columns is been

created. The rows of that matrix represent the patients while the first column describes the

number of the patient, the next 13 columns describe the textural features and the last

column describes the diagnosis of an expert for every patient. This matrix is going to be

the input for our classification method.

images and the results will be discussed in the next chapter.
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4.4.2 Thesis proposed CAD Process Method 2: Otsu’s thresholding, Morphological
Operators, DWT, PCA (3-level 2D decomposition via Daubechies 4 and SVD

decomposition)

Our proposed Method 2 for CAD process, the stages of preprocessing, image
segmentation and morphological operations have been maintained the same as that of our
Thesis Method 1. The difference of this method is shown in the feature extraction process
where DWT is used for transforming the image into a new domain. A 3-level 2D
decomposition via Daubechies 4 wavelet is utilized to extract features. After the
decomposition with approximation and detail operators, describing by Eq.16 and Eq.17, an
image can be characterized by its wavelet coefficients. Despite this, feature reduction is
made as the number of extracted features that describing an image are now reduced from
57600 to 1296, which resulting from 36 x 36, the size of approximation coefficient of the
3-level decomposition. However this number should be further reduced by the application
of a PCA algorithm. As mentioned in the previous chapter, excessive features increase the
computation time and memory storage. In our Thesis Method 2, PCA algorithm is
implemented using SVD (singular-value decomposition). The curve of cumulative sum of
variance versus the number of principal components is shown in Figurel7. It shows that
the first 5 principal components of 1296 in total, which is 0.39% of the original features,

could preserve 96% of total variance.
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Figure17: Thesis result of Method 2. Variances against No. of principle components

Thesis Method 2 is also implemented without pre-processing of the original images
and the results will be discussed in the next chapter.
4.4.3 Thesis proposed CAD Process Method 3: Otsu’s thresholding, Morphological
Operators, DWT, PCA, GLCM

Method 3 of our CAD process proposed methods combines Method 1 and Method
2. As in Methods 1 and 2, after the pre-processing stage, global thresholding with Otsu’s
threshold is implemented and the morphological operators of erosion and opening by

reconstruction are used. With this process the ROI of every image is isolated. Then, discrete
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wavelet transform is implemented for feature extraction and reduction. As in Method 2, the
approximation coefficients are given by the top left sub-band LL of the 3-level
decomposition. The Daubechies 4 and Haar wavelets are tested and the Daubechies 4
wavelet is chosen. After this step the PCA algorithm is applied for further feature reduction,
and as in Method 2, the first 5 principal components could preserve 96% of the information.
Based on these features, for each image the 13 statistical values of GLCM matrix are
calculated. As a result a matrix is formed with each row representing an image. The first
column of this matrix is the number of the image, the next 13 column represents the
statistical values of every image and the last column contains the diagnosis for each case.

This matrix is used as input in our classification algorithm.

4.4.4 Thesis proposed CAD Process Method 4: Mean-Shift segmentation, Otsu

thresholding, Morphological Operators, DWT, PCA, GLCM

The proposed Method 4 is based in the concept of the previous one following the
same procedures for feature extraction and dimensionality reduction, as well as the image
pre-processing. The main difference of Method 4 is observed in the segmentation stage,
where the algorithm of Mean-Shift is implemented for better clustering results. Although
the main idea is not to segment the image in several different clusters like [15], we apply
Mean-Shift algorithm for smoothing the image, further reduce the noise and improve
contrast between the segmented regions with different intensity values. The
implementation of the Mean-Shift algorithm is made based on a flat kernel function for
estimating the p.d.f and a bandwidth window equal to 0.1. In Figure 18, the effect of Mean-

Shift algorithm in the pre-processing image is presented.
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Figure 18: Thesis results of Method 4. Example of application of Mean-Shift
algorithm on the pre-processing image, (a) pre-processed image, (b) image after
Mean-Shift algorithm

After the Mean-Shift application we segment the image with global thresholding
via Otsu’s threshold as we do in previous Methods. Then just like Method 3, morphological
operators are implemented and feature extraction and dimensionality reduction is applied
via DWT and PCA algorithms. The last step of Method 4 is the feature extraction with the

GLCM matrix.
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CHAPTER 5. EXPERIMENTAL CLASSIFICATION RESULTS

USING ANN AND ANFIS

5.1 Classification

5.1.1 Artificial Neural Network

The features extracted from each case of our proposed Methods are classified
separately using feed-forward backpropagation neural network. The patternnet function
of Matlab® is used for creating the network. The patternnet function is called with input
the hidden layers. Below we present an example with two hidden layers with the first layer

including ten neurons and the second layer including five.

Hiddenlayers = [10 5]
net = patternnet (hiddenlayers);

After the creation of the network the train process follows.

For training the network we use the train function of Matlab® setting our training
parameters. We set the maximum number of iterations, the error tolerance and the learning
rate. For training algorithm the Scaled Conjugate Gradient algorithm in some cases and
the Levenberg-Marquardt algorithm in others are used, and for the performance function
we use the Mean Squared Error. Below we present an example of setting the specified

parameters of the neural network.

net.trainParam.lr = 0.05;
net.trainParam.epochs = 100;
net.trainParam.goal = le-6;
net.trainFcn = 'trainscg';
net.performFcn="mse';

netl = train(net, input, target);
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In a feed-forward backpropagation neural network the weights and the biases contain the
information of how “significant” is every input, while it travels through the network. The

weights and biases of the network are updated automatically by the training function.

5.1.2 ANFIS

For the features extracted from Methods 1, 3 and 4, as well as for the scenarios
without pre-processing the images, we implemented classification using ANFIS classifier
for improving our results. In all cases the inference system is generated with grid partition
and 3 layers with 5 membership functions on each layer. The membership function that is
chosen is the Gaussian Combination membership function for the inputs and the Linear
membership function for the outputs, to better describe the model. The error tolerance is
set equal to 10™* and the number of epochs is set to 100. For all our ANFIS models the

number of rules is 125.

In the next section we present the results of our proposed Methods in detail. Because
of the limited number of our healthy cases we implement our Methods not only using the
whole Thesis dataset, but also using a subset of the database which contains less number
of non-healthy cases. In every proposed Method we present at first the classification results
using the features extracted from the smaller dataset and then the results using the features

extracted from the whole dataset.
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5.2 Classification results of Method 1
5.2.1 Results of ANN

First we test the network using a subset of the thesis dataset containing only some
of the patients with ratio 30% healthy cases and 70% non-healthy cases. This network
contains two hidden layers with 8 neurons each and has 4 inputs and one output. The inputs

are the features of energy, homogeneity, skewness and kurtosis.

Neural Network
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Algorithms
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Training: Scaled Conjugate Gradient (trainscg)
Performance: Mean Squared Error  (mse)
Calculations:  MEX
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Figure 19: Thesis results. Architecture of Backpropagation Neural Network
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Figure 20: Thesis results of training ANN on Method 1 using a subset of the
database. Confusion matrix of training data with inputs the features of energy,
homogeneity, skewness and kurtosis based on Method 1(Otsu’s Thresholding,

Morphological Operators, GLCM)
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Best Validation Performance is 0.14004 at epoch 16
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Figure 21: Thesis results of ANN on Method 1 using a subset of the database. Plot
performance with inputs the features of energy, homogeneity, skewness and
kurtosis based on Method 1(Otsu’s Thresholding, Morphological Operators, GLCM)

From the performance plot we can see that the training of the neural network stops
at the epoch 22 due to the early stopping method that feedforwardnet function uses. This
method is used for improving generalization and prevent the problem of overfitting. When

the validation error starts to increase it indicates that the network starts to overfit the data.

In our network the default number of validation checks is used, so

net.trainParam.max fail = 6
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When the validation error increases for 6 iterations the training is stopped, and the weights

and biases at the minimum of the validation error are returned.
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Figure 22: Thesis results of testing of ANN on Method 1 case of subset data.
Confusion matrix of testing data with inputs the features of energy, homogeneity,
skewness and kurtosis based on Method 1(Otsu’s Thresholding, Morphological
Operators, GLCM)
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The implementation of the same network using the total number of patients gives

the following results:

Confusion Matrix
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Target Class

Figure 23: Thesis results of training ANN on Method 1 using the whole dataset.
Confusion matrix of training data with inputs the features of energy, homogeneity,
skewness and kurtosis based on Method 1(Otsu’s Thresholding, Morphological
Operators, GLCM)
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Best Validation Performance is 0.073178 atepoch 9
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Figure 24: Thesis results of ANN on Method 1 using the whole dataset. Plot
performance with inputs the features of energy, homogeneity, skewness and
kurtosis based on Method 1(Otsu’s Thresholding, Morphological Operators, GLCM)

From this performance plot we see that the validation error is better than the
previous case using a subset of the database, although the training is stopped also before

the desired validation goal.
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Figure 25: Thesis results of testing ANN on Method 1 using the whole dataset.
Confusion matrix of testing data with inputs the features of energy, homogeneity,
skewness and kurtosis based on Method 1(Otsu’s Thresholding, Morphological
Operators, GLCM)
We can observe that in Method 1 for the whole dataset the network is not

generalized as we want it to be and struggles to classify properly the non-tumorous cases.
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5.2.2 Results of ANFIS

After the implementation of the neural network on the features we extracted
with Method 1 a different approach is examined. The use of ANFIS is considered

for examining the improvement of our classification results.

Training data: o FIS output : * — ANFISInfo.
1.5
#ofinputs: 3
1 m # of outputs: 1
- # of input mfs:
=3
= 555
5 0.5
O
0
05 . . . . . ] Structure
0 20 40 60 80 100 120 Clear Plot
Index
Load data [ Generate FIS — | [ TrainFI5 [ TestFIs ]
Type: From: Optim. Method:
O Training ":" Load from file hybrid v F'_lﬂ'[ against;
—~ , () file () Load from worksp. Error Tolerance: () Training data
|_! Testing - 103 ~
. . (®) Grid partiti _ ) Testing dat
(® Checking '® worksp. _ rie partEen Epochs: ) &5 " aﬂ
) Demo I Sub. clustering 100
Load Data... Clear Data Generate FIS ... | Train Now | Test Now |
Average testing error: 0.1257 | Help | | Close |

Figure 26: Thesis results of training ANFIS on Method 1 using a subset of the
database. Training plot of ANFIS for Method 1(Otsu’s Thresholding, Morphological
Operators, GLCM) with inputs the features of energy, homogeneity, kurtosis and
skewness
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Figure 27: Thesis results of testing ANFIS on Method 1 using a subset of the
database. Testing plot of ANFIS for Method 1(Otsu’s Thresholding, Morphological
Operators, GLCM) with inputs the features of energy, homogeneity, kurtosis and
skewness
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Figure 28: Thesis results of testing ANFIS on Method 1 using a subset of the
database. Confusion matrix of testing data with ANFIS for Method 1(Otsu’s
Thresholding, Morphological Operators, GLCM) with inputs the features of energy,
homogeneity, kurtosis and skewness
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Subset of database Whole database Whole database

Evaluation
parameters with ANN with ANN with ANFIS
True positive 20 82 77
False positive 3 6 3
True negative 5 2 5
False negative 0 0 5
Sensitivity (%) 100 100 93.9
Specificity (%) 62.5 25 62.5
Accuracy (%) 89.3 93.3 91.1

Table 5: Thesis results. Comparison of different classification results for Method

1 using different amount of database cases

We can clearly come to the conclusion that for Method 1 the best classification
technique is the use of ANFIS which has worse accuracy value but far better specificity of

the neural network that is used for the whole dataset of MRI.
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5.3 Classification results of Method 2
5.3.1 Results of ANN

First we design a network for a dataset containing only some of the patients with
ratio 40% healthy cases and 60% non-healthy cases. This network contains two hidden

layers with 5 neurons each and has 179 inputs and one output.

INEuUral INelwork
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Time: | 0:00:00
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I Error Histogram I (ploterrhist)
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Figure 29: Thesis results of Method 2. Architecture of Backpropagation Neural
Network
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Figure 30: Thesis results of training ANN on Method 2 using a subset of the
database. Confusion matrix of training data with inputs the features extracted from
the most significant principal components based on Method 2 (Otsu’s Thresholding,

Morphological Operators, DWT, PCA)
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. Best Validation Performance is 3.1868e-07 at epoch 31
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Figure 31: Thesis results of testing ANN on Method 2 using a subset of the database.
Plot performance with inputs the features extracted from the most significant
principal components based on Method 2 (Otsu’s Thresholding, Morphological
Operators, DWT, PCA)

The performance plot here indicates that the neural network is trained properly and
the training process is stopped when the network reaches the specified acceptable
validation error. The testing error does not have the same decreasing character which

predisposes that the network is not perfect generalized.
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Figure 32: Thesis results of testing ANN on Method 2 using a subset of the database.
Confusion matrix of testing data with inputs the features extracted from the most
significant principal components based on Method 2 (Otsu’s Thresholding,
Morphological Operators, DWT, PCA)
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Then, for classifying all cases from the whole dataset a new neural network is
designed with Levenberg-Marquardt backpropagation function and two hidden layers with

25 and 30 neurons respectively. The network has 179 inputs and one output.

Neural Network

Hidden 1 Midden 2 Output

‘179 I. I 1
25 30 1

Algorithms

Data Division: Random (dividerand)

Training: Levenberg-Marquardt (trainim)
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Figure 33: Thesis results of Method 2. Architecture of backpropagation neural
network
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Figure 34: Thesis results of training ANN on Method 2 using the whole dataset.
Confusion matrix of training data with inputs the features extracted from the most
significant principal components based on Method 2 (Otsu’s Thresholding,
Morphological Operators, DWT, PCA)
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. Best Validation Performance is 0.042697 at epoch 6
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Figure 35: Thesis results of testing ANN on Method 2 using the whole dataset. Plot
performance with inputs the features extracted from the most significant principal
components based on Method 2 (Otsu’s Thresholding, Morphological Operators,
DWT, PCA)

The training error is decreasing significantly although the validation and testing
error do not follow this decrease. This is expected as we increased the non-healthy cases.

Here, the early stopping method is applied also for preventing overfitting and the training

process stops at epoch 11.
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Figure 36: Thesis results of testing ANN on Method 2 using the whole dataset.
Confusion matrix of testing data with inputs the features extracted from the most
significant principal components based on Method 2 (Otsu’ s Thresholding,
Morphological Operators, DWT, PCA)
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Evaluation parameters Subset of database Whole database

True positive 18 81
False positive 3 3
True negative 5 5
False negative 2 1
Sensitivity (%) 90 98.8
Specificity (%) 62.5 62.5
Accuracy (%) 82.1 95.6

Table 6: Thesis results. Comparison of different classification for Method 2 for

different number of database cases
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5.4 Classification results of Method 3
5.4.1 Results of ANN

First we designed a network for a dataset containing only some of the patients with
ratio 30% healthy cases and 70% non-healthy cases. This network has 3 inputs and one
output. It contains two hidden layers with 30 and 20 neurons respectively and uses the

Levenberg-Marquardt backpropagation function.
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Figure 37: Thesis results for Method 3. Architecture of backpropagation neural
network
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Figure 38: Thesis results of training ANN on Method 3 using a subset of the
database. Confusion matrix of training data with inputs the features of energy,
homogeneity and kurtosis based on Method 3 (Otsu’s Thresholding, Morphological
Operators, DWT, PCA, GLCM)
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Best Validation Performance is 0.048623 at epoch 16
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Figure 39: Thesis results of testing ANN on Method 3 using a subset of the database.
Plot performance with inputs the features of energy, homogeneity and kurtosis
based on Method 3 (Otsu’s Thresholding, Morphological Operators, DWT, PCA,

GLCM)

The training error is decreasing hesitantly while the validation error follows and the
testing error remains steady. The training process stops at epoch 22 preventing the neural
network to overfit the data and returns the best validation performance observed at epoch

16.
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Figure 40: Thesis results of testing ANN on Method 3 using a subset of the database.
Confusion matrix of testing data with inputs the features of energy, homogeneity
and kurtosis based on Method 3 (Otsu’s Thresholding, Morphological Operators,

DWT, PCA, GLCM)
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Then, for classifying all cases from the whole dataset a new neural network is
designed with Scaled Conjugate Gradient backpropagation function and two hidden layers

with 20 neurons each. The network has 4 inputs and one output.
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Figure 41: Thesis results for Method 3. Architecture of backpropagation neural
network
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Figure 42: Thesis results of training ANN on Method 3 using the whole dataset.
Confusion matrix of training data with inputs the features of energy, homogeneity,
kurtosis and skewness based on Method 3 (Otsu’s Thresholding, Morphological
Operators, DWT, PCA, GLCM)
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Best Validation Performance is 0.091125 at epoch 21
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Figure 43: Thesis results of testing ANN on Method 3 using the whole dataset. Plot
performance with inputs the features of energy, homogeneity, kurtosis and
skewness based on Method 3 (Otsu’s Thresholding, Morphological Operators, DWT,
PCA, GLCM)
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Figure 44: Thesis results of testing ANN on Method 3 using the whole dataset.
Confusion matrix of testing data with inputs the features of energy, homogeneity,
kurtosis and skewness based on Method 3 (Otsus Thresholding, Morphological
Operators, DWT, PCA, GLCM)

84



5.4.2 Results of ANFIS

Figure 45: Thesis training results of ANFIS on Method 3 using the whole dataset.
Training plot of ANFIS for Method 3(Otsu’s Thresholding, Morphological Operators,
DWT, PCA, GLCM) with inputs the features of energy, homogeneity, kurtosis and
skewness
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Figure 46: Thesis results of testing ANFIS on Method 3 using the whole dataset.
Testing plot of ANFIS for Method 3(Otsu’s Thresholding, Morphological Operators,
DWT, PCA, GLCM) with inputs the features of energy, homogeneity, kurtosis and
skewness
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Figure 47: Thesis results of testing ANFIS on Method 3 using the whole dataset.

Confusion matrix of testing data with ANFIS for Method 3(Otsu’s Thresholding,

Morphological Operators, DWT, PCA, GLCM) with inputs the features of energy,
homogeneity, kurtosis and skewness
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Subset of database

Whole database

Whole database

Evaluation
parameters with ANN with ANN with ANFIS
True positive 19 82 73
False positive 5 8 6
True negative 3 0 2
False negative 1 0 9
Sensitivity (%) 95 100 89
Specificity (%) 37.5 0 25
Accuracy (%) 78.6 91.1 83.3

Table 7: Thesis results. Comparison of different classification results for Method

3 for different number of database cases
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5.5 Classification results of Method 4
5.5.1 Results of ANN

First we designed a network for a dataset containing only some of the patients with
ratio 30% healthy cases and 70% non-healthy cases. This network has 3 inputs and one
output. It contains two hidden layers with 15 and 10 neurons respectively and uses the

Scaled Conjugate Gradient backpropagation function.
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Figure 48: Thesis results of Method 4. Architecture of backpropagation neural
network
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Figure 49: Thesis results of training ANN on Method 4 using a subset of the
database. Confusion matrix of training data with inputs the features of energy,
homogeneity and kurtosis based on Method 4 (Mean-Shift segmentation, Otsu’ s
Thresholding, Morphological Operators, DWT, PCA, GLCM)
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Best Validation Performance is 0.0979 at epoch 22
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Figure 50: Thesis results of testing ANN on Method 4 using a subset of the database.
Plot performance with inputs the features of energy, homogeneity and kurtosis
based on Method 4 (Mean-Shift segmentation, Otsu’s Thresholding, Morphological
Operators, DWT, PCA, GLCM)
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Figure 51: Thesis results of testing ANN on Method 4 using a subset of the database.
Confusion matrix of testing data with inputs the features of energy, homogeneity
and kurtosis based on Method 4 (Mean-Shift segmentation, Otsu’ s Thresholding,
Morphological Operators, DWT, PCA, GLCM)
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Then, for classifying all cases from the whole dataset a new neural network is
designed with Scaled Conjugate Gradient backpropagation function and two hidden layers

with 30 and 20 neurons respectively. The network has 4 inputs and one output.

Neural Network
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Figure 52: Thesis rsults for Method 4. Architecture of backpropagation neural
network
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Figure 53: Thesis results of training ANN on Method 4 using the whole dataset.
Confusion matrix of training data with inputs the features of energy, homogeneity,
kurtosis and skewness based on Method 4 (Mean-Shift segmentation, Otsu’ s
Thresholding, Morphological Operators, DWT, PCA, GLCM)
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Best Validation Performance is 0.080665 at epoch 4
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Figure 54: Thesis results of testing ANN on Method 4 using the whole dataset. Plot
performance with inputs the features of energy, homogeneity, kurtosis and
skewness based on Method 4 (Mean-Shift segmentation, Otsu’s Thresholding,
Morphological Operators, DWT, PCA, GLCM)
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Figure 55: Thesis results of testing ANN on Method 4 using the whole dataset.
Confusion matrix of testing data with inputs the features of energy, homogeneity,
kurtosis and skewnessbased on Method 4 (Mean-Shift segmentation, Otsu’s
Thresholding, Morphological Operators, DWT, PCA, GLCM)
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5.5.2 Results of ANFIS

Figure 56: Thesis results of training ANFIS on Method 4 using the whole dataset.
Training plot of ANFIS for Method 4 (Mean-Shift segmentation, Otsu’s
Thresholding, Morphological Operators, DWT, PCA, GLCM)with inputs the features
of energy, homogeneity and kurtosis
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Figure 57: Thesis results of testing ANFIS on Method 4 using the whole dataset.
Testing plot of ANFIS for Method 4 (Mean-Shift segmentation, Otsu’s Thresholding,
Morphological Operators, DWT, PCA, GLCM) with inputs the features of energy,
homogeneity and kurtosis
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Figure 58: Thesis results of testing ANFIS on Method 4 using the whole dataset.
Confusion matrix of testing data with ANFIS for Method 4 (Mean-Shift
segmentation, Otsu’s Thresholding, Morphological Operators, DWT, PCA, GLCM)
with inputs the features of energy, homogeneity and kurtosis

99



Whole database

Evaluation Subset of database = Whole database

parameters with ANN with ANN with ANFIS
True positive 18 82 70
False positive 5 8 5
True negative 3 0 3
False negative 2 0 12
Sensitivity (%) 90 100 85.4
Specificity (%) 37.5 0 37.5
Accuracy (%) 75 91.1 81.1

Table 8: Thesis results. Comparison of classification results for Method 4 using

different number of database cases
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5.6 Classification results without pre-processing and ROl segmentation

For better evaluation of the pre-processing algorithms that are used we implemented
neural network and ANFIS classification on the MRI without pre-processing and image
enhancement. Of course the preparation stage of the original MRI is used, as well as the
skull stripping algorithm, and after this the feature extraction is made by GLCM in the first
case and DWT, PCA in the other. The results of these classification methods are presented

below.

5.6.1 Results based on GLCM
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Figure 59: Thesis results based on GLCM. Architecture of backpropagation neural
network

101



Confusion Matrix

Output Class

0 1
Target Class

Figure 60: Thesis results of ANN based on GLCM using a subset of the database.
Confusion matrix of training data with inputs the features of energy, homogeneity,
skewness and kurtosis that have been extracted from the images without pre-
processing and ROI segmentation, with GLCM
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Best Validation Performance is 0.01889 at epoch 24
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Figure 61: Thesis results of ANN based on GLCM using a subset of the database. Plot
performance of neural network with inputs the features of energy, homogeneity,
skewness and kurtosis that have been extracted from the images without pre-
processing and ROI segmentation, with GLCM

The training error is decreasing while the validation and the testing error follow.
After epoch 19 the testing error is starting to increase temporary while the training process
stops at epoch 30, using the early stopping method and preventing the neural network to

overfit the data.
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Figure 62: Thesis results of ANN based on GLCM using a subset of the database.
Confusion matrix of testing data with inputs the features of energy, homogeneity,
skewness and kurtosis that have been extracted from the images without pre-
processing and ROI segmentation, with GLCM
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Then, for classifying using the whole dataset a new neural network is designed with
Levenberg-Marquardt backpropagation function and two hidden layers with 20 and 15

neurons respectively. The network has 3 inputs and one output

Meural Network
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Figure 63: Thesis results of ANN based on GLCM using the whole dataset.
Architecture of backpropagation neural network
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Figure 64: Thesis results of ANN based on GLCM using a subset of the database.
Confusion matrix of training data with inputs the features of energy, homogeneity
and kurtosis that have been extracted from the images without pre-processing and
ROI segmentation, with GLCM
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Best Validation Performance is 0.0032662 at epoch 25
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Figure 65: Thesis results of ANN based on GLCM using a subset of the database. Plot
performance of neural network with inputs the features of energy, homogeneity
and kurtosis that have been extracted from the images without pre-processing and
ROI segmentation, with GLCM

Based on this performance plot we observe that the training error is decreasing
while the validation follows. The testing error is stabilized while the training process
continues. The training process stops at epoch 31, using the early stopping method and
preventing the neural network to overfit the data. The best validation results are observed

at epoch 25.
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Figure 66: Thesis results of ANN based on GLCM using the whole dataset. Confusion
matrix of testing data with inputs the features of energy, homogeneity and kurtosis
that have been extracted from the images without pre-processing and ROI
segmentation, with GLCM
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Classification with ANFIS classifier is examined also for the case of GLCM

extracted features of energy, homogeneity and kurtosis from MRI without pre-processing

stage.
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Figure 67: Thesis results of ANFIS based on GLCM using the whole dataset. Training
plot of ANFIS with inputs the features of energy, homogeneity and kurtosis that
were extracted with GLCM matrix from MRI without pre-processing and ROI
segmentation
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Figure 68: Thesis results of ANFIS based on GLCM using the whole dataset. Testing
plot of ANFIS with inputs the features of energy, homogeneity and kurtosis that
were extracted with GLCM matrix from MRI without pre-processing and ROI
segmentation
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Figure 69: Thesis results of ANFIS based on GLCM using the whole dataset.
Confusion matrix of testing data with ANFIS, with inputs the features of energy,
homogeneity and kurtosis that have been extracted from the images without pre-
processing and ROI segmentation, with GLCM
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Subset of database

Whole database

Whole database

Evaluation
parameters with ANN with ANN with ANFIS
True positive 25 77 72
False positive 2 5 5
True negative 7 4 4
False negative 0 3 8
Sensitivity (%) 100 96.3 90
Specificity (%) 77.8 44.4 44.4
Accuracy (%) 94.3 91 85.4

Table 9: Thesis results. Comparison of classification results from GLCM feature

extraction without pre-processing and ROI segmentation
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5.6.2 Results based on DWT and PCA

Neural Network

Algorithms
Data Division: Random (dividerand)
Training: Scaled Conjugate Gradient (trainscg)

Performance: Mean Squared Error (mse)
Calculations: MEX

Progress

Epoch: o[ 37 iterations | 1000
Time: | 0:00:00 |
Peformance: 0432 [EIIATE0I | 0.00
Gradient: 221 | 9.87e-07 ] 1.00e-06
Validation Checks: 0 - 1 | 6
Plots

| Performance i (plotperform)

| Training State | (plottrainstate)

| Error Histogram I (ploterrhist)

| Confusion | (plotconfusion)

| Receiver Operating Characteristic | (plotroc)

Plot Interval: U * 1epochs

I Minimum gradient reached.

™ 11
| . Ston Training . Cancel

Figure 70: Theis rsults. Architecture of backpropagation neural network
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Figure 71: Thesis results of ANN based on PCA using a subset of the database.
Confusion matrix of training data with inputs the features extracted from the most
significant principal components that have been extracted from the images without

pre-processing and ROI segmentation
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. Best Validation Performance is 4.0239e-06 at epoch 36
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Figure 72: Thesis results of ANN based on PCA using a subset of the dataset. Plot
performance of neural network with inputs the features extracted from the most
significant principal components that have been extracted from the images without
pre-processing and ROI segmentation
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Figure 73: Thesis results of ANN based on PCA using a subset of the database.
Confusion matrix of testing data with inputs the features extracted from the most
significant principal components that have been extracted from the images without
pre-processing and ROI segmentation
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Then, for classifying all cases from the whole dataset we designed a new neural network

which is presented below.

Jeural Network

Hidden 1 Hidden 2 Output

Input

Algorithms

Data Division: Random (dividerand)

Training: Scaled Conjugate Gradient (trainscg)
Performance: Mean Squared Error (mse)
Calculations: MEX

’rogress
Epoch: 0 29 iterations | 1000
Time: | 0:00:00

Peformance: 00124 [ENNI0BE-07NNN | 0.00
Gradient: 0.0905 |—Z.Blsﬂ—lﬂ 1.00e-0¢
! 1 | 6

Validation Checks: 0

lots
‘ Performance | (plotperform)
‘ Training State | (plottrainstate)
‘ Error Histogram | (ploterrhist)
‘ Confusion | (plotconfusion)
’ Receiver Operating Characteristic | (plotroc)
Plot Interval: U * 1epochs
, Opening Performance Plot
® Stop Training | ® Cancel

Figure 74: Thesis results. Architecture of backpropagation neural network
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Figure 75: Thesis results of ANN based on PCA using the whole dataset. Confusion
matrix of training data with inputs the features extracted from the most significant
principal components that have been extracted from the images without pre-
processing and ROI segmentation
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Best Validation Performance is 0.00021559 at epoch 28
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Figure 76: Thesis results of ANN based on PCA using the whole dataset. Plot
performance of neural network with inputs the features extracted from the most
significant principal components that have been extracted from the images without
pre-processing and ROI segmentation
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Figure 77: Thesis results of ANN based on PCA using the whole dataset. Confusion
matrix of testing data with inputs the features extracted from the most significant
principal components that have been extracted from the images without pre-
processing and ROI segmentation
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Evaluation parameters Subset of database Whole database

True positive 24 78
False positive 3 6
True negative 6 3
False negative 2 2
Sensitivity (%) 92.3 97.5
Specificity (%) 66.7 33.3
Accuracy (%) 85.7 91

Table 10: Thesis results. Comparison of ANN classification results from DWT and

PCA feature extraction without pre-processing and ROI segmentation
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CHAPTER 6. CONCLUSION, DISCUSSION AND

RECOMMENDATIONS

6.1 Conclusions

This thesis aims to classify healthy from non-healthy patients based on MRI
weighted T2 modality taken from axial plane. For this purpose several algorithms and
methods are examined and implemented for pre-processing and post-processing stages.
Furthermore, for the classification stage we examined two basic classifiers and presented

our results in detail.

In the Table 11 below we conclude the best classification results for each proposed
CAD process Method we presented, for the dataset containing the whole amount of MRI
from our database. The proposed algorithm based on our results is the one which combined
pre-processing, the Method’s 2 post-processing algorithms and the feed-forward
backpropagation artificial neural network classification. This proposed algorithm uses
high-pass and median filter for image enhancement and noise removal, Otsu’s thresholding
and morphological operators for ROl segmentation, DWT and PCA algorithms for feature
extraction and dimensionality reduction and for classification, a feed-forward
backpropagation artificial neural network. Finally, our proposed algorithm has been
successfully tested and achieved the best results with accuracy 95.6%, specificity 62.5%

and accuracy 95.6%.
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Sensitivity  Specificity = Accuracy
Thesis proposed Methods

(%) (%) (%)
Method 1 (GLCM+ANFIS) 93.9 62.5 91.1
Method 2 (DWT+PCA+ANN) 98.8 62.5 95.6
Method 3 (DWT+PCA+GLCM+ANFIS) 89 25 83.3
Method 4(MeanShift+Method3+ANFIS) 85.4 37.5 81.1
GLCM+ANN (without pre-processing
96.3 44.4 91
and ROI segmentation)
DWT+PCA+ANN (without pre-
97.5 33.3 91

processing and ROI segmentation)

Table 11: Comparison of different classification results from the presented

proposed Methods using the whole dataset
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For the purpose of completeness, for our proposed algorithm we present below in Figure

78 the ROC curve of testing data for this algorithm.

ROC

089 r

07 r

0.5 [

True Positive Rate

0.3

0.2 1

D 1 1 | 1 | 1 | 1 1 |
0 01 02 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

False Positive Rate

Figure 78: Thesis results. ROC curve of testing data of the proposed algorithm for
classification of human brain MRI images using ANN clasifier
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In Table 12 below we compare our proposed algorithm with the algorithms designed in

[13].

Sensitivity Specificity Accuracy

Methods
(%) (%) (%)
Method 2 98.8 62.5 95.6
BWT+GLCM+ANFIS 96.72 79.74 90.04%
BWT+GLCM+ANN 97.5 76.54 85.57%
BWT+GLCM+SVM 97.72 94.2 96.51%
BWT+GLCM+k-NN 93.33 7.7 87.06%

Table 12: Comparison of our proposed algorithm and the algorithms presented in

[13].

6.2 Recommendations

There is no end to research and the same is applicable to this study also. The proposed
algorithm of this study is designed to classify human brain MRI images and separate them

to healthy and tumorous class.

The following recommendations are suggested:
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First of all the proposed algorithm should be trained in a larger dataset containing
more healthy MRI images and uses further methods such as cross-validation to
deal with overfitting problems

Furthermore, the proposed methods could be developed to classify benign from
malignant tumors, or recognizing and classifying the grade of malignant tumors.

. The proposed algorithm could be implemented in a dataset containing other
modalities also, like T1 weighted or FLAIR.

. The proposed algorithm could be extended to different parts of body like lung

cancer, stomach etc.
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