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Extetopevn nepliindn ota EAAnvixa |
Extensive abstract in Greek

O oUTOUATIONOC TWV OYNUETLY EYEL CNUELDOEL TEPACTIA TPOODO TIC TEAEUTHUES OEXUETIEC oL 1|
Topela Tpog TNV TAYEN autopatooinon gulvetar avardgeuxtr. Evo apyixd otddlo autopaTiopo
TOU OYAUATOS Elval TO GUOTNUA EAEYYOU Tary OTNTAS TOL BlaTNEEl TNV Ty HTNTA TOU OYHUATOS GTNV
emduunTy Tin Yo vo Bondfioel tov 0onyo. Ereito avamtiytnxoy Sldgopec XoauvoTOUES XaTd TI
omoleg 1 Tory UTNTaL E€UPTATOL AT TNV ATOCTAGT) TOU OYUUTOS UTO TO TPOTOREVOUEVO 1| TO ETOUEVO
OyMuo. Axdun, Tedcpateg EpEUVES £YOUY AVUDEIZEL TOL TAEOVEXTHUOTO TNG YPNONS CUVOEDSEUEVKVY
OYNUSTLY 6oL Tal AVTOXIVTAL £YOLY TNV BUVATOTNTO VAL ETUXOWVKOVOLY UETOEY TOUS UELOVOVTAS TNV
XUXNOQOPLIXT| CUUPOENOT XAl ALEEVOVTAS TUREAANAGL TNV YOENTIXOTNTA TKV OROUMY.

OL epIocdTERPES €% TWV VEWY AUTMV UEV0BOAOYIOY UTOVETOLY OTL To OYAATA OPELAOLY Vo EVOE-
poviCovton Ye TNy 0ptlOVTLa GHUNVOT GTOUS BpOHoUS OGOV apopd Tic Awpeideg. H odloyr Awpeldag
OUWS ATOTEAEL GUUPOVAL UE UEAETES il eTxivOuVT Sladixacia otny omtola amodideTon Evor oNUUVTING
TOGOGTO TV ATUYNUATOV OTIC MEPES UOC.

Hapdha owtd, tar teheuvtadar yeodvia, LTHREAY oxOUn THO XAUVOTOUES €peuve ol omoleg Puciotn-
%oy O€ BpOUOUS amahhaypévoug amd hwpeldec. ¢ ex ToUTou, Tar OYNUATH O QUTHY TNV TERITTOON
0EV 0QelAOUV Vol UTIOXOUVE GE XOUVEVA TIEQLOPLOUS GO0V aopd TIG AwpIDEC EMEXTEIVOVTAS €TOL TIC
duvatotnTe Toug. ‘Ouwg, ol Tpoavagepieioeg épeuveg, dev eCacpaiilouy 1) ATOPUYT| CLYXEOVCE-
0V PETOED TOV OYNUATOY 1) UE TO 6pL0 TOU BEOHOU, 2) 6TL oL ToUTNTES TUPUUEVOLY TdvTaL VeTIneS
xou 3) OTL oL Ty OTNTES TUEUUEVOUY GTA TAXEOLOL TOV ETULTEETOUEVWY opiwv. TIépa dume and tnv un
Omopgn Awpldwy, Wio axoun xovotoula 1 onola Utopel Vo aUEACEL TNV XUXAOPORLOXT] POY| XL TNV
xuxhogopla 6Toug dpdpoug efvar auth TNg “eixovixrc dUnong” xatd TV onola Tor Oy AT EYOUV
TNV BLVATOTNTOL VO AOXOVY [LaL ELXOVIXT) DUV TIEOS Tl UTOAOLTIOL.

Ye auth T OtmhwpaTixd| epyacio pEAeTHUNXE Evar GO TNUA EAEYYOU ToUTNTOC Yo UTOVOUA O-
YUOTOL OE BEOUOUC AMAAAAYUEVOUS OO AwEIBES LIOYETMOVTAUC TOREAANAL TNV 0Py 1) TNG EXOVIXAC
odnorng.

Apyixd, ota mpoxatopxTxd oto Kegdhouo 2 yivetar avapopd 610 cuveyéc ToSNAATIXG LOVTEAD Xou
OmOBEYVUETOL O TEOTOC UE TOV 0Ttolo eE8YOVTaL OL U1 YROUUXES Blapopéc EELOWOELC OL OTOLEC TO
Teooblopilouy, 6Tay houfdveTtar k¢ OMUED avapopds To Tew UEEOS Tou oy fuatoc. Axdua yiveto
AVOPOEd., HECL EVOC YEVIXOD TORUOELYUTOS, GTOV TPOTO PETUTEOTHC EVOC GUVEYOUS WOVTEAOU OF
OloxELTO, e TNV Yeromn deryuatorndlac.

Y10 Kegdhowo 3 yiveton avamapdcTtaocy Tou ouVEYOUS TOONAATIXOU UOVTEAOU Xl TwV eEloGoE-
®V Tou 1o Teptypdgpouy. Tautdypova, elcdyovion onuavTixd oTolyelor TEOXEWEVOU Vo 0ptoTEL TO
TEOPBANUOL BLoxEtTO) YEOVOU, OTIWE O TEOTOS UTOAOYLOHOV TWV OMOC TUCEWY UETUEY TV OYNUATOY,
Ol TEPLOPIOUOL TTOL UTIEEYOUY Xl TO GUYOAD OAWY TWV BUVITMY XATUCTUCEWY TOU GUC TAUATOG.



Emniéov, napouctdlovTon T YupoxTNELo TIXA TwY CUVARTHOEWY Ol OTOIEC GUVORPAUOUY GTO (Pal-
VOPEVO NS Exovixc KInomne To onolo haufBdvel ydpa YETOED TeV AUTOXIVATWY VTGOV Xxad’ UtV
OAAG ot HETAEY TOV QUTOXIVATOVY PE TO GUVORO Tou dpdpou. Erniorng avaibovton o yopaxtnelotixd
n¢ ouvdptnong N omolo xadopllet TNy Poplnta TOoL Vo EYEL 6GTO GUGTNUA 1) TEOCUETENOT TNE TO-
YOTNTAC TWV YEITOVXGY auToXv|Tov. Luveyilovtag, oto Kegdhowo 3 tapoustdleton 1 cuvdptnon
1 onola TPocBlopilel TNV EVERPYELX TOU GUOTHUATOS amd TNV ontola EEAYOVTAL Ol EAEYHTEC GUUPOVA
ue v epyaoia [9]. H evépyeio tou cuothiuatog npocdlopilel tdéoo xovid Peloxeton to clotnua
oe cUyxMoT. g ex TOUTOU, UEYAAES TWES TIC APYIXNC EVERYELIG EXTIPOOWTOLY HEyIXES GUVITIXES
UE ONUAUVTIXESG DLpORES amd TIC TWES CUYXAIONG TOU CGUCTAUATOS, EVE OTAY TUEAUTNEOVVTUL |UE-
TPLIOPEVES ATOXAICELS amd TIC TYWES UYXAOTC, TOTE To GUOTNUA TEOCOEILETOL and UXEEC TYIES
apywric evépyetag. Ot eAeyxTéc elvon GYEDIAOUEVOL £TOL WOTE OL TWES TNG CUVAETNONG EVERYELC
vo. TAnoldlouy To undév 600 extelelte 1 exdoToTe Tpocouolwor. Anotéleopa Todtou, elvar 7
oLVaETNOT eVEpYELaC Vo amoTeAel pla yynolng @dtvouca cuvdptnon. Télog, oto Kegpdhoo 3 mo-
pouctdlovTal 1 xoTdoTaoT Tou TeoBAaTo xat To Ocwenua 1 yéoo and to onolo emBefoumveTon
1 Umapén Aong 670 TEOBANUA XATe ATd CUYXEXPUIEVES GUVITXES.

Y10 Kegdhowo 4 mporypotonot{Inxe 1 UETATEOTH TOU WOVTEAOU GUYEYOUG YPOVOU OF £Vo GUC TNUX
OLXELTON YPOVOU UE TO ETUTAEOV YOQUXTNEOTIXG OTL Ol TYWEG TWV ONUATWY EGOBOL Elvon BLo-
xpttonotnuéves péow derypotolndlag. Iho cuyxexpiuéva xatd Ty @don Tng oAoxhienong Tou
ouveyolC povtéhou oe éva avdalpetd emtheyuévo didotnuo [0,T], viodethinxe n opyr 6T o eico-
oot Tou cuoTHdaTog eivon otodepée. To amoteréopota auTrhc TNE duxpttomolnong tapouctdlovto
otg oyéoelg (4.2) xou (4.3), eved 0 T1péT0C pe Tov onolo EAPBE Y e TapOUCIElETOL OTO TAUPEETAUOL.
270 B0 Kegpdhowo @aivovton GuYXEXQUUEVA ATOTEAEGUATA TEOCOUOWWOEWY OOV AVADEIXVUETAL 1)
ONUAVTIXOTNTA TNS EMAOYAS TG TEELOBOL Betypatohndlog (n ool cuuBohileton Ue T) xou T
oUTY| uTOpPEL Var ETNEEACEL To GUOTNUA 0BT YWOVIUS TO OE GUYXEOUOT).

Y Seltepn dom YENOWOTOUVTAL ATOXEVTRWUEVOL EAEYXTEC amd TNV epyacio [9] Tpomonotnuévol
UE TETOLO TEOTO WOTE VoL EYOLY TNV BUVATOTNTA VO TROCUETEOVY TNV TAYUTNTA TV YELTOVIXOVY
ooy, Eyovtag TAEov To Gloxpitd LOVTENO XL TOU EAEYXTEC, ElpacTe o8 VEOT) Vol EXTEAEGOUNE
TPOGOUOLWOELS VOVETOVTOC XUTIAANAES CUVILTNOELS OL OTIO{EC YPNOULOTOLOUVTOL YL TNV AELTOUE-
Yio Tou @ouvouévou ewovixic winone, Bréne (5.1), (5.2), (5.3), (5.4). Ilépa and Tic cuvapThoELS
aUTEC, TaPOUCLALoVToL OAEC EXEIVEC Ol TUPAUETEOL Xal Ol UETABANTEC Ol OTOlEC EMAEY TNV TTEO-
xeWévou vo e€aytolv anoTEAEGUOTA AT TIC TPOCOUOUMOELS.

‘Evo onuovtind yapaxtneloTixd 0ung To omolo e€uptdtal GUECH amd TIC EXACTOTE apyiXég CUV-
UAXES %o xUT’ EMEXTUCT) OO TNV AEYLIXY| EVEQYELN TOU GUOTAUATOS Vol 1) XATIAANAT ETLAOYT TNG
meptodou oerypatondioc T. Yto Kegpdhowo 5, epeuvdton n uéylotn emtpenty) yeovixy nepiodog
T avd apynr| evépyeta, TEoxeWévou o yeoTng va elvon oc Véon va emaélel ye acpdhieio 1o T
avdroya pe Tic apywés cuvinxe. To amoteréopata galvovton 6To Yedpnua 5.1 xau tapatneeiton
OTL Oty 1 oy x| evépyela ebvan peyolbtepn and 40, to T avoryxdleton vo Tpel TéC e€oupeTIXd
XOVTY OTO UNOEV.

‘Eyovtag tor 5eD0MEVA TOU AVWTER DLy RAUUATOC ElacTE o VEoT Var EXTEAOUUE TEOGOUOLOCELG
otohéyovtag xoatdhhnha xan ye ao@dheta to T. Iapdha autd, eva otadepd T xowvd yia dho Tor o-
HEELoL XoTd TNV OLEEXELN TG EXAO TOTE TPOCOUOIWOTG, AMOTEAEL EVal 1) PEAMO TIXG YARUXTNELO TIXO
xodog o oyfuota Voo TEENEL vor O€yovtal aAANAETOpaoT amd Toug EAEYXTEC TauTOypova. Emi-
mpocveta, éva otadepd T avoryxdlel ToV UTOAOYLOTY| VoL XATUVAAWGEL {0(¢ TpAndve YedVo GTNV
TEOCTAVEL TOU VoL OAOXANEMGEL TNV Teocopoiwor. Autd ot To xatdAinho T clugpwva ye to
Yedpnua 5.1, emAéyeTton GUUPVA UE TNV aEytxY| EVERYELX TOU GLOTHUATOS. ‘OUmC TIC TEPLOCOTERES
popEg UTdEYOLY audEla TOU BEV GUUBAAOLY GE UEYEAO TOCOGTO OTNY TN TNG AEYtXAS EVEQYELIC.



‘Apar, avorhDOVTOC AUTE T O UATO BELOVOUEVA, (0WE UTOpoUcaY Vol LIOUETHCOLY GE TRMOTO YEOVO
éva uxpotepo T.

[o Tov Aéyo autd oto Kegpdhato 6, mopoucidlovton ovée cuvIAxES TETOIEC WOTE TO EXUGTO-
Te opdEL var umopel vor utohoyiler autdvopa o T, clugpwva Ye TNV XaATdoTAOT TOU GUC THUATOC
exetvn v yeovix| otiypr. Iho cuyxexpyéva, to Afupa 6.1 mapéyel Tic cuvIfxES *dTw amd TIC
omoieg éva audaipeTo OyMua i UTOREL VoL TEAYUOTOTOMCEL TOV TpoavapepUévTa uToloylopo. Ilo-
edhAnha, to Afupo 6.2 e€nyel 6Tt 0 utohoyiopde Tou T unopel vo egopuoctel Ye Ty Bordelo Tou
Afupo 6.1, étol wote o xdie derypotorndio va emiéyeton T avdhoyo ue TNV xaTtdoTo0T TOU GU-
otAuatog. I mopdderyua oe wa audaipetn Sevypotohndla, ov Gha o oyruata €xouy To (Blo T xou
T TOY POV LxavoTotouvTaL ol Teolnovécels Tou Aruuo 6.1 yior Gho Tor OY AUAT Yol TO CUYXEXPL-
uévo T, tote, uéypt TNV enouevn derypatoAndio 1o cUG TN BeV TEdXELTOL VoL £YEL xoiot GUYXEOUO).

Hatpvovtog we dedopéva Tor 6Vo TponyoLUeva Afuuata, eluocTte o Y€on va oyedldooude 3 Eeyw-
el Td oevdpLa dlaopeTixol uTtohoytopol tou T, ta omola napovoidlovtan oto Kegdhao 7. To
Te®OTO oevdplo utovEtel 0Tt To T elvan apetdBAnTo xod)’ OAn TNV didpxela TN Tpocouoiwong. To
0EVTEPO OEVAPIO AVTITPOCWTEVEL TNV TEpiTTwon 6mou to T ahhdlel un meptodd adld etvon (Bo
Yoo 6har Tor oy ruata o xdde derypoatorndia clugpwva pe to Auua 6.2. Télog, to oevdpio 3 o-
VOTOELOTa TNV TERIMTWoT 0Tou xdle Oynua uToloy(lel autévoua ot EeywploTd To 0xd Tou T
aVIAOYA UE TNV EXAC TOTE XATAG TUOT) TOL cLUCTHUTOS. Ta amoteréouato and TIC TEOCOUOLWOELS,
umédelay OTL oL oevdpla 2 xou 3 Pornicoay onuavTxd oty Uelwon Tou yedvou eEXTEAEONC TOV
TPOGOUOLWOEWY GE oUYXELOT UE TO oevdplo 1. Ilo cuyxexpuéva 6To GEVARLO 2 TUPOUCLAC TNXE
HIXQEOTEROC YPOVOSC EXTEAECTIC TWV TPOCOUOLCENY UE UXEY) OLapopd antd to cevdplo 3. Tlapdtl T0
avopevouevo Yo ftay To oevdplo 3 vo TeocdlopllETon amd UXPOTEPOUC YPOVOUC EXTENECTC, AUTO
0ev oLVERN xadig To xde apdil 6@ethe vor UTOAOYILEL TIC TEOOWEIVES ATOCTAGELS TKV UTONOITGV
QAUTOXWVA TGV TOL OTIOLL BEV DLUXELTOTOLOUVTOL TUUTOYLEOVA 0TS GTO GEVARLO 2, TPOOUETOVTOG o1
HOVTXO UTOAOYLOTIXG %60T0¢ 6Tov enelepacty|. H mopamdvey mapathenon gaiveton meplocdTepo
o&loomnuelwTn avoroylouevol oTL To Yéco T oT1o cevdplo 3 Topouciace oNUAVTIXG YUUNAOTERT) TIUN
am6 To péco T 670 cevdplo 2, dtav dhol oL utdroineg TopdueTeol fTay xowol, BAéne Ilivaxeg 8.1,
8.2.

Emnpéoieta, xotd Ty BidexElo TwV TEONYOUUEVOY TEOCOUOIWCEWY EEETAG TNXE 1) TERITTWOT XoTd
™0V omolo Tor oy AT AUBEVoUY UTOPLY TIG Ty UTNTES TWV YEITOVIXMY AUTOXWVATOVY. ME AUTHY TNV
neploTacT mapatnenxe 1 avoOTNTA DITARNONG TOVY ETUTAYUVOEWY OF XEOTERA ETUTEDN XATL TO
orofo xplvetar onuovTnd, xadong Behtiwver evilappuvtind tny eunelplo 0drfynong. Iho cuyxexpl-
uéva 6To Yedgnua 7.12a tapovotdleTon €va Topdderypa 6Tou cuyxpivovTon ol 800 teptntwoelg. H
TEWTT 0POEd TNV TERITTWOT) OTAY TOL OYNUAUTA TEOCUETEAVE TIC TOYUTNTES TWV YELTOVIXMY oLV
xou %o 1) 0e0TeERn 6Ty Tig aryvoolyv. Pafveton Eexdapa 6Tl To GOoTNUA TEIVEL VO ATOPEOPAEL TNV
HEYSAT alENOoT TOV TGV TNG EMTEYLVONEC OTAY OL TAYUTNTES TWV YELTOVIXOV AUTOXIVATWY Ao-
Bdvovtow unddr. Emniéov moapatneriinxe yenyopdtepn cUYXAIST TV OYNUETWY OTIC EmIUUNTES
TIEC.

Yta mporyolueva Kegdhona @dvnxe, ot dtav 1 apyixn evépyela houBdver Tyeg ueyahlitepeg and
70 80, Tor oot TEbVOLY Var amoxToOY T ond OTOIEGOATOTE GUVIAXES, ONUOVTIXG UEYAAES
eMToYLVOELC Tou oYV xpivovtar un peadiotixéc. o Tov Aéyo autd dewprinxe anopaitnTn 7
uto¥€Tnom oplwv Tou avtamoxplvovton 6e QuUOLXd GpLa GOV apopd Tig emttayUvoels. Xto Kegpdioto
8 TaPoLCLALOVTOL TPOCOUOUMGCELS YPNOHIOTOLWVTAS Ve oL XATwW PEAYHATA OTIC ETULTUY OVOELS ol
emPpadlvoelc avtioTolya, To omola BEV aPHVOUY Ta OY LT VO XIVOUVTOL UE OTOTOUES WUY) PEO-
Mo TES YeTABoAEC ToyOTNTAC. XE TRPOTY QAo To ATOTEAEGUOTA QUVOVTUL WS EVIUpEUVTIXS
xS 1 CLEEIXVWOT TWY ETLTAYVUVOEWY GTA BoGUEVA TAaloLa eV 0B1yNnoe ot xapia cUYXEoUoT).



Hoapdhar awtd, Omeg elvor avapevVOUEVO, OTay 1) Blapopd avdueca otny dovelca and Toug EAEYXTES
EMUTAYLYOT %Al GTO LIWOUETNUEVO OpLo ETLTAYLVONG elvon apXeTd UEYAAN, uTtdpyel TiovoTnTo GU-
YXEOVOEWV.

Opuwpuevol amd Ny mpoavagepleica tepiotacy, mpoxeyévou va amo@evy el n meplntwon xatd
NV omola oL apyixéc cuVITXEC 0BNYOUV GE GUECT) GUYXPOUCT) XATY TIC TPWTES GTLYUES TWV TEO-
COUOLOEWY (Bn)\o@r’] 1 AEYIXT) EVEQYELX XUTEYEL TOAD UEYUAES TUIEC OONYWVTUS TOUG EAEYXTES VAL
ToEAYOUY U1 pEMOTIXES ETITOY UVOELS), BnioveyHinxe évac alydprduog o onolog Hag Teopodo-
Tel ye peahloTixég apywxeg ouvirxeg. Iho cuyxexpeva, o ev AoyYw aAYOplUog amoTEETEL TNV
Onutovpyio apy iy cuVINXOY xdtw ond Tic omole 1) tor oyuata €youy emxivouvn topeio TpoOg
T0 6plo TOU JPOUOL xou 2) Tor oyfuaTta TelVouy Vo GuYxpous oy Yetod touc. O alyopriuog
ropovotdleton oto Kegdhoto 9.

Télog, oT0 TOEdETNUY, EXTOC amd TNV OladLXaciol HETATEOTHC TOU GUVEYOUSC UOVTEAOU GE OLo-
%116, TapouctdleTal €vo TUPddELYUo TO O0Tolo LUTOBELXVIEL TOV TEOTO UE ToV 0Tolo AEtToupYEl TO
oevdplo 3, To omoio avapépinxe vopltepa.



Abstract

Vehicle automation has made tremendous advances in recent decades and the path to full
automation of vehicles seems inevitable. In this dissertation, cruise control systems for au-
tonomous vehicles on lane-free roads will be studied. The model depicting the motion of such
vehicles is described by a large number of nonlinear continuous-time differential equations. The
application of such models in real systems requires conversion of the continuous-time system
into a discrete-time system with the additional feature that the values of the input signals are
sampled. The modeling and conversion of the continuous-time system into a sampled-data con-
trol system will be studied first in this diploma thesis. Next, appropriate design of controllers
with discrete sampling will be considered. The design of controllers for discrete sampling sys-
tems is performed using the simulation approach in which we first design a controller in the
continuous-time domain and then discretize the controller and apply it digitally. Since the
digital controller approach can only be successful if the sampling period is sufficiently short,
the selection of the sampling period that guarantees the stability of the system to the proposed
controllers by discrete sampling will be studied through simulations. At the same time, us-
ing appropriate proven Lemmas, it will be examined the occasion when the sampling period
changes non- periodically. Then a study will be made through simulations of the discrete-time
model when there are saturation effects on the input of the system. Finally, an algorithm will
be presented that creates realistic initial positions in order to avoid high initial energies which
can lead to a collision course.
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Chapter 1

Introduction

In the past few years, vehicle automation has been introduced into our lives, and it’s easily
observed that the way to full automation in the following decades seems possible. Firstly, the
companies related to vehicle automation dealt with developing systems like the cruise control
system, which maintains the vehicle speed to a standard point, assisting the driver. Following
that process, the industry techniques mentioned above were improved, so that vehicles could
take into account the distance from a front vehicle to maintain the desired speed (Adaptive
Cruise Control (ACC) systems). Further to this, recent research has indicated the advantages
of Cooperative ACC systems (CACC) where communication technologies have been established
lest vehicles are wirelessly connected and can communicate, maintaining shorter inter-vehicle
distances and increasing the capacity of the roads. Consequently, the safety has increased
while the accidents and the congestion have reduced, improving the traffic low on highways,
([4],][12],]18]). Both ACC and CACC systems have been extensively studied in the literature
(see for instance [12], [8], [10], [16], [20], [22]).

A significant segment of research deals with vehicles that abide to a lane discipline, increas-
ing safety since manual driving is simplified. Notably, the control strategies mentioned earlier
(ACC, CACC) are developed based on information from the vehicle directly in front or behind
(only for CACC). In addition, it should be underlined that drivers in lane-based traffic models
must be accustomed to lane-changing, which is a riskier manoeuvre since the driver has to
estimate other vehicles’” speeds to find a gap to complete the lane-changing process. Modelling
lane changes and two-dimensional movement on lane-based roads is a complicated problem, and
various approaches have been considered, since lane changing is known to affect both capacity
and safety (see for instance [3],[15],[23]).

However, new research material has emerged in the last years that concerns vehicles which
operate on lane-free roads ([14],[1]). Thus, vehicles don’t have to obey to any restrictions re-
lated to lane changing as in conventional traffic since the road has no lanes and the vehicles
connect wirelessly or via sensors. Thus, connected and automated vehicles are suitable and
more efficient in a lane-free environment where they can use their capabilities to their full
extent. These approaches are based on linear systems theory and traditional longitudinal car-
following models, which, however, do not guarantee: (i) collision avoidance with other vehicles
or with the boundary of the road, (ii) positivity of speeds, and (iii) speeds within road speed
limits. Apart from the lane-free concept, the capacity and the traffic flow could increase via
the “nudging” effect. The term “nudging” describes a virtual force that can exert a vehicle to
another one, and it’s proved that nudging effect could increase the flow on a ring road and have
a strong stabilizing effect; see [11] and references therein.

10



Considering identical autonomous vehicles described by the bicycle kinematic model and using
a family of decentralized controllers (see [9]) for the safe operation of the vehicles on lane-free
roads, we obtain the following features:

1. The proposed controllers are fully decentralized, and each vehicle only has access to the
distance from the boundaries of the road and the relative distances and relative speeds
from adjacent cars.

The vehicles may also use relative speeds from adjacent vehicles
The vehicles do not collide with each other or with the boundary of the road;

The speeds of all vehicles are always positive and remain below a given speed limit;

AN S

All vehicle speeds converge to a given longitudinal speed set-point;

6. The accelerations, lateral speeds, and orientations of all vehicles tend to zero.

The bicycle kinematic model is selected because it can capture the non-holonomic constraints
of the actual vehicle (see [16]).

When calculating the distance between two vehicles, elliptic metrics are adopted, which ef-
fectively approach the actual dimensions of the vehicles. Consequently, in comparison to the
Euclidean distance, the capacity on the road can increase even more since the elliptic distance
assists in the determination of the minimum safety distance between vehicles to avoid collisions.
It is vital we select an appropriate “elliptical” distance as we can regulate both the safety dis-
tance and the number of vehicles that can be placed laterally on the road. Finally, potential
functions have been employed to avoid collisions between vehicles and the road boundary. Po-
tential functions have also been used in certain lane-changing and lane-keeping problems in
traffic control (, [7],[21]).

Simulation-wise, several issues emerge when trying to simulate a continuous-time system of
ordinary differential equations. Typical methods to approximate the solution of such systems
follow from numerical analysis and are known as Range-Kutta methods (see [2]). While for
numerical simulations, the solution of a control system can be approximated by the aforemen-
tioned methods, in practical applications, a control system acts as a hybrid system, where the
model is in continuous-time and the control inputs are discretized and applied in periodic in-
stances (sampled-data systems).

In this diploma thesis, firstly, we discretized the continuous-time bicycle model, which is de-
scribed in Chapter 3, using sampled-data inputs. This process is necessary since it allows us
to develop a code in a programming environment to run numerical simulations using piece-
wise constant inputs. Following that, we investigate the Maximum Allowable Sampling Period
(MASP) under various conditions of the system. Sampling period is specified as the time be-
tween two sampling instants and the higher it is, the less time each simulation take. It is
noteworthy, that when we discuss about MASP, we assume that the sampling period is con-
stant throughout the simulation. The usage of a constant sampling period for all the vehicles
during a simulation seems to be a bit unrealistic and cost prohibitive in terms of execution
time. For these reasons, considering appropriate proved conditions, we managed to find effi-
cient ways to calculate the sampling period non-periodically during the simulations in order to
reduce the CPU effort and consequently, the execution time. Particularly, we adopt two new
methods in which the sampling period can take higher values according to the positions of the
other vehicles and the distance from the road boundary. The first method indicates that the
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sampling period changes non-periodically, but it is the same for all the vehicles per sampling.
This approach is of substantial importance since it speeds-up the execution time considerably.
The second method allows the system to asynchronously calculate the sampling period of each
vehicle during the episode. In simple words, each vehicle can calculate its own sampling period
autonomously. The importance of the second method stems from the fact that in practice,
the internal clocks of vehicles are not synchronized and each vehicle updates its control input
independently from other vehicles. Execution time-wise the former methods has shown many
advantages and evidently they allow the system to increase the average sampling period. Simul-
taneously, we studied certain properties when the controller measures the speeds of the adjacent
vehicles. It was observed that from many perspectives, there exist substantial advantages when
the speed of the neighbouring vehicles is measured. Finally, an algorithm that generates ini-
tial positions with specific features is presented, which is used since we want to take realistic
initial positions when we run simulations. At every stage, simulations and results are displayed.

Notation

Throughout this thesis, we adopt the following notation.
* Ry :=[0,400) denotes the set of non-negative real numbers.

* By |z| we denote both the Euclidean norm of a vector € R" and the absolute value
of a scalar x € R. By 2’ we denote the transpose of a vector z € R". By |2]o =
max {|z;|,i = 1,...,n} we denote the infinity norm of a vector = (1, xo, ..., x,) € R".

* Let A C R" be an open set. By C%(A,Q), we denote the class of continuous functions
on A C R", which take values in  C R™. By C*(4;Q), where k > 1 is an integer, we
denote the class of functions on A C R" with continuous derivatives of order k, which
take values in Q2 C R™. When Q = R then we write C°(A) or C*(A). For a function

V € CY(A; R), the gradient of V at x € A C R", denoted by VV(x), is the row vector
[g—;(x) gx—‘i(x)} By V2V (z) we denote the Hessian matrix at z € A C R" of a

function V € C?(A; R).

12



Chapter 2

Preliminaries

2.1 Sampled-data systems

Most models of real-life control processes are described by differential equations in continuous-
time & = f(z,v). However, due to digitalization, the control input cannot be applied in
continuous-time and thus, a sampled version of the input is applied through a conversion

known as Zero-Order-Hold (see [5]).

The idea of sampling consists of defining an exact discrete-time system such that the val-
ues of this discrete time system and the continuous time system coincide at the sampling times,
el tyg <t; <ty <..<tpn.

Hereinafter, we use the symbol v for the control function in order to emphasize the differ-
ence between the continuous time control function v(e) and the discrete time control sequence
u(e). To illustrate the idea of sampled-data systems we consider the following simple continu-
ous time control system

&(t) = v(t) (2.1)
It is obvious that v(t) constitutes a continuous input function. Let us transform the continuous
relation above into an exact discrete-time model. By letting 2o = 2(0) denote the initial
condition, it is easily verified that the solutions of the system are given by

x(t) = xo —1—/0 v(T)dr (2.2)

By considering the interval [0, 7], we obtain:

x(T) = zo —|—/O u(T)dr (2.3)

If we restrict ourselves to constant control functions u(t) = u € R on the time interval [0, T
(for ease of notation we use the same symbol u for the function and for its constant value), we
get

2(T) =z + Tu (2.4)
This is the sampled-data model of the continues time system, where the input remains constant
between time intervals [kT, (k+ 1)T), k =0,1,2, ...

In the next pages we will see that we use sampled data feedback for the actual implemen-

tation of our controllers. The whole integration of our continuous time model is presented in
Appendix while the results are shown in the Chapter 4.
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2.2 Bicycle kinematic model

The bicycle kinematic model has long been used as a suitable control-oriented model for rep-
resenting vehicles because of its simplicity and adherence to the nonholonomic constraints of
a car. In the next sentences we describe how it has been developed. The bicycle model we
deal with is called as “the front wheel steering model” since the front wheel orientation can
be controlled relative to the heading of the vehicle. We assume that the vehicle operates on a
2D plane denoted by the inertial frame FI. The front wheel represents the front right and left
wheels of the car and the rear wheel represents the rear right and left wheels of the car.

To analyze the kinematics of the bicycle model, we have to select a reference point X,Y on
the vehicle which can be placed at the center of the rear axle (see Figure 2.1), the center of
the front axle, or at the center of gravity (cg). The selection of the reference point changes
the kinematic equations that result, which in turn change the controller designs we use. In
this diploma thesis we assume that the reference point is placed at the center of the rear axle.
Following we analyse this assumption.

When the desired point is at
the center of rear axle (X, ¥,-)

| \

y

>

Fi X

Figure 2.1: The reference point when considering the rear axle reference point model.

Rear axle reference point model

We denote the location of the rear axle reference point as X, Y, and the heading of the bicycle
as 6. We use o for the length of the bicycle, measured between the two-wheel axes. The former
features constitute our main model states. In addition, we denote the steering angle § which is
measured relative to the forward direction of the bicycle. Finally the velocity is denoted v and
points in the same direction as each wheel, see Figure 2.2. This is an assumption referred to as
the no slip condition, which requires that our wheel cannot move laterally or slip longitudinally
either.
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I

Figure 2.2: Analysis of the bicycle kinematic model.

Because of the no slip condition, we have that w (e.g. the rotation rate of the bicycle 9), is
equal to the velocity over the instantaneous center of rotation radius R. More specifically,

ézwzﬁ (2.5)

From the similar triangles formed by L and R and v and § we get,

tan(d) = % (2.6)

Finally considering (2.5) and (2.6) we get that,

fwe Y Z) :vtan(é) 2.7)
R tan(d) o
In simple words, '
0 = vtan(8)o* (2.8)

We can know form the complete kinematic bicycle model for the rear axle reference point. Based
on this model configuration, the velocity components of the reference point in the X and Y di-
rection are equal to the forward velocity v cos(d) and v sin(#), respectively. These two relations
are combined with the equation for rotation rate to form the rear axle bicycle model where,

& = wvcos(f)
y = vsin(0) (2.9)
0; = o~ v tan(d)

Here, the speed can be considered as a continues time signal. It is also possible to consider a
differential equation for the evolution of speed © = F' where F' is the acceleration.
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Chapter 3

Continuous-time model

Consider n vehicles on a lane-free road of width 2a > 0, where the bicycle kinematic model
describes the movement of each vehicle

&; = v; cos(6;)

U; = v; sin(6;)

éi = 0'711}1' tan(&)
v; = I

fori = 1, ..., n, where 0 > 0 is the length of each vehicle. Where,

(3.1)

1. (x,y:) € R x (—a,a) is the reference point of the 4y, vehicle in an inertial frame with
Cartesian coordinates (X,Y),withi € {1,...,n} and is placed at the midpoint of the rear
axle of the vehicle.

2. with x; € R being the longitudinal position and y € (—a,a) being the lateral position of
the vehicle.

v; is the speed of the iy, vehicle at the point (z;, y;).
0; € (—g, 5) is the angular orientation of the 7;, vehicle.

2

0; is the steering angle of the front wheels relative to the orientation 6; of the 7;;, vehicle.

o ot W

F; is the acceleration of the 4, vehicle.

2a Yi

m =

Figure 3.1: Lane-free road of width 2a >a (left). Each vehicle is modelled by the bicycle kinematic model
(right).
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To simplify the subsequent analysis, we use the preliminary feedback:
u; = o tyitan(s;), i=1,..,n (3.2)
Thus, the model (3.1) can be written in the form:

t; = v; cos(6;)
i = v sin(6;)

b —u, (3.3)

v; = F
Let v* € (0, vmax) be given (i.e. the speed set-point) and define the set:

S =R"x (=a,a)" X (=¢,¢)" X (0, Vmax)" (3.4)
where ¢ € (0, %) is an angle that satisfies,
v*
cos(yp) > (3.5)
/Umax

The set S describes all possible states of the system of n vehicles. More specifically, each vehicle
should stay within the road, i.e., (x;,y;) € RX (—a,«) for i = 1, ..., n, the vehicles should not
be able to turn perpendicular to the road, i.e., 8; € (—%, g) , fori=1,....,n and the speeds of
all vehicles should always be positive, i.e., no vehicle moves backwards; and respect the road
speed limits. The constant ¢ is a safety constraint, to restrict the movement of a vehicle, in

terms of orientation.

In what follows, we assume that the distance between vehicles is defined by

dij:= \/(a:l —x;)2+p(yi —y;)? fori,j=1,..,n (3.6)

where p > 0 is a weighting factor. Note that for p = 1 we obtain the standard Euclidean
distance, while for larger values of p > 1, we have an “elliptical” metric which will allow to
approximate more accurately the dimensions of a vehicle.

Let the following notation:
W= (1, ey Tryy Y1y s Yny 0150y Oy V1, ...,vn)/ e R (3.7)
Due to the various constraints that were explained above, the state space of the model is
Q={weS:d;>L i,j=1,...n, j#i} (3.8)
where L is the minimum acceptable inter-vehicle distance.

As mentioned above, a virtual force called “nudging” is exerted from vehicles to other vehicles to
avoid collisions. We consider the potential functions V' : (L, 4+00) — Ry and U : (—a,a) — Ry
that are both C? functions and satisfy the following properties:
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z— L+ (3.9)

V(d) =0, foralld > X (3.10)

I (U() = +o0, Tim (U(y) = +o0 (3.11)
U)=0 (3.12)

where ) is a constant that indicates the distance when two vehicles are not influenced by
nudging. The potential function V is designed to exert a repulsive force when two vehicles have
distance d € (L, \), and this repulsive force increases as the distance between vehicle decreases.
The potential function U deals with the repulsive force when a vehicle approaches the boundary
of the road. Also, a function x will be used, to assist the derived controllers to take into account
the speed from the adjacent vehicles. The function has the following property:

k(d) =0, foralld> X (3.13)

which implies that when the distance between 2 vehicles is higher than A, the function (d)
does not exert any influence on the vehicles.

3.1 Problem statement

For n vehicles operating on a lane free road of width 2a, a Lyapunov function methodology is
applied to design decentralized feedback for u; and F; which ensure the following properties:

P1 For w(0) € €, then w(t) € Q for all ¢ > 0. This implies that throughout a simulation all
the values x;, y;, v;, 0; Vi are a part of the state space of the model. Consequently, there are
not any collisions among the vehicles or with the boundary of the road and simultaneously
all the speeds remain positive and below the given speed limit. Finally, the orientation of
each vehicle is bounded by the given value ¢ € (0, 7).

P2 The orientation of each vehicle will converge to zero and the speed of each vehicle will
converge to the given speed set point.

P3 The accelerations, angular speeds and lateral speed of all vehicles tend to zero.

More specifically,

1.dij(t) > L fort>04,5=1,...,n, j#i 2. y;(t) € (—a,a) fort>0

3. v;(t) € (0, vmax) forallt>0 4.0,(t) € (—p,p) fort>0,

5. lim (6,(6) =0, i=1,..n 6. lim (vi(t) = v, i=1,...n (3.14)
7. tlggo(ﬂ(t)) =0,i=1,..,n 8. tlgglo(yz(t)) =0, i=1,..,n
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We define the Control Lyapunov Function where the feedback laws are appropriately selected
to render the derivative of a Lyapunov function negative semi-definite, for all w € €2,

n n

H(w) ::%Z(U’i cos(6;) —v*)2+%Zv sin? +ZU i) %ZZV((ZH)

i=1 i=1 i=1 i#j

1
A _
* Z (cos —cos(p) 1 —cos <p)

where A > 0 is a parameter of the controller and the Lyapunov function and v* € (0, vpax) 18
a given longitudinal speed set-point.

(3.15)

The function H indicates the total energy of the system of n vehicles and allows to be ex-
ploited certain properties of the state space 2. The first two terms (%(2?21(% cos(6;) — v*)? +
3 LS vZsin®(6;)) project the kinetic energy of the system penalizing the deviation of the lon-
gitudinal and lateral speed from their desired values v* and zero, respectively. The terms
(i Uyi) + 5 20y 2oz V(di ) constitute the potential energy of the system which is pro-

duced from the functions V and U. Finally, the term (A Yoy ( 1 - 1 )) is a

cos(0;)—cos(p) 1—cos(p)
penalty term that blows up when 6; — £¢.

3.2 Controllers

The feedback laws for each vehicle ¢ = 1,...,n can be designed using the H function in terms of
their own speed and orientation and the gradient of the potential functions V' and Umentioned
earlier.

- (1w ( Yi ~ A)—sin ) Fi v - )
us = (GK DVl WFZ) (v + @y @)

7 1 (3.16)
F;, = o0 (ki(w)(v; cos(6;) — v*) + A (w)) (3.17)
where,
Gi(w) = —pyv; sin(6;) + Z )(v; sin(6;) — v; sin(6;)) (3.18)
J#i
and | |
Ai(w) = v’(di,j)%%” — ) k(di ) (vi cos(6;) — v; cos(6;)) (3.19)
J#i I J#i
and
Ai(w) Umax €0s(6;)
/{Z(w) = U2 + o + ’U*(’Umax COS(@i) — U*)f(—AZ(w)) (320)
where,

f € C*(R) is any function that satisfies :

max(0,z) < f(z) forallz € R (3.21)
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The term k;(w) in the acceleration Fj(t) given by (3.17), is a state-dependent controller gain
which guarantees that the speed of each vehicle will remain positive and less than the speed
limit. The first term in A;(w) given by (3.19), is the summation of the repulsive forces from
vehicles that are withing the nudging area of vehicle ¢ and the second term constitutes the
summation of relative longitudinal speeds from vehicles that are in close proximity to vehicle i.
If Vin (3.9), (3.10) is decreasing, then, the first term of (3.19) is negative if vehicle j is behind
vehicle i, i.e., (z; — ;) > 0. Indeed, in this case, we have that —V'(d;;)(z; — ;)d;} >0, and
this term represents the effect of nudging, since vehicles that are close and behind vehicle ¢ will
also exert a “pushing” force towards it that will increase its acceleration.

Remark 1:

1. Properties (3.9) and (3.13) guarantee that the feedback laws (3.16) and (3.17) depend
only on information from adjacent vehicles, namely from vehicles that are located at a
distance less than A > 0. Notice also that the control inputs (3.16), (3.17), (3.20) only
require the distance and the relative speeds from neighbouring vehicles and not additional
information, such as relative orientations (6; — 6;) i,7 =1,...,n, i # j.

2. Any function f € C'(R) that satisfies (3.21) can be used in (3.20). For instance, the
function f(z) = £ 4+ £ for every € > 0 satisfies (3.21), since max(z,0) < |z| < £ + £a?
for all € . Another function that satisfies (3.21) is the function

1 0 afx < —e
flx) = % (x+e)* Jif —e<x=<0 (3.22)
< 24+ 2x Lifx>0

for every € > 0.

This generic design for all the function f will allow to regulate the longitudinal acceleration as
desired. For instance, in the first example above, f exhibits quadratic growth while in (3.22)
only linear growth for x > 0.

3.3 Theorem 1

Suppose that there exist constants a > 0, A > L > 0, p > 1 and C? functions V : (L, +o00) —
Ry, U : (—a,a) — Ry, that satisfy (3.9), (3.10) and (3.11), (3.12), respectively. Moreover,
for given constants vy > 0, v* € (0, Unay), and ¢ € (07 %) that satisfies (3.5), define function
H : Q — R, by means of (3.15) where €2 is given by (3.8). Then, for every w, € ) there exists
a unique solution w(t) € Q of the initial-value problem (3.3), (3.16), (3.17), (3.20) with initial
condition w(0) = wy. The solution w(t) € Q is defined for all ¢ > 0 and satisfies for i = 1,...,n

Jim (w(0) = 0", Jim () =0 i (u() =0, Jm(F(1) =0 (323)
In addition, there exists a non-decreasing function @ : R, — Ry(k = 1,2) such that

|Fi(t)] < Qi(H(w(0))), |ui(t)] < Q20H(w(0))), forallt > 0, i=1,...,n and for every so-
lution w(t) € Q of (3.3), (3.16) and (3.17).
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Remark 2:

1. The results of Theorem 1 hold true globally, i.e., for any initial condition wg € Q.

2. It is important to notice that due to technical constraints, an inequality of the form
|F;(t)] < K must be satisfied for all £ > 0, where K > 0 is a constant that depends on the
technical characteristics of the vehicles and the road. Inequality |F;(t)] < Q1(H(w(0)))
allows us to determine the set of initial conditions wy € Q2 for which the inequality |F;(t)| <
K holds: it includes the set of all wy € Q with Q1(H (wp))vmax < K.

3. Although we cannot predict the “ultimate” arrangement of the vehicles on the road
(and we cannot even show that a final configuration of the vehicles on the road is at-
tained; see remark below), the limits (3.23) and definitions (3.17) allow us to predict that

lim (5, V(s (1) ®G752) = tim (U((0) +p X0 V(A () 2G752) = 0

t—+o0

for i = 1,...,n. Consequently, the “ultimate” arrangement of the vehicles in the road (if

such a thing exists) must satisfy the following equation ), V" (dm)(md_—m]) = U'(y;) +
5]

POz V’(di,j)(y’;—l_/j) =0 fori=1,...,n as well as the constraints |y;| < a and d; ; > L for
5]

1,7 =1,...,n, j # i. Despite the fact that the constrained system of 2n equations has infi-

nite solutions, not every arrangement of vehicles satisfies the aforementioned constrained

system.

4. The proof of the Theorem 1 is presented in [9].
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Chapter 4

Sampled-data model

For the actual implementation of the controllers, we used sampled-data feedback. Initially, we
designed the continuous-time controller that satisfies certain closed-loop control specifications
and then we transformed it into a digital controller. This technique is called “emulation” and
it has been widely used in the literature, see [13]. More specifically, the control inputs F; and d;
are digitalized and produce a sequence of control values Fj(ty), J;(t;) using the sampled version
of the system’s state w(t) at each sampling instant ¢, +1=t,+7, k=0, 1, 2,....T > 0, to
being the initial time.

Figure 4.1 shows how we have to consider the values of the input Fi when we integrate the
continuous model. As mentioned before, the input Fi is digitalized and therefore maintains its
value between two sampling time. As a result, when doing the relative integration, we assume
that the input is a constant.

F 1) ()

5

4 —

B —

, R —

1 f—
T T T T

to 1 t2 ts ta tx

Figure 4.1: The way we consider the values of the input Fi when integrating the continuous model.

4.1 Exact discrete model

For brevity and conciseness, let

w; =0 Ttan(8;), fori=1, ..., n (4.1)
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The exact discrete model of (3.3) under constant inputs F; and u; is given by

If w,=20
zi(t + s) = x;(t) + v;(t) cos(6;(t))s + F cos(@i(t))j;
yi(t +s) = yi(t) +vi(t) sin(0;(t))s + F;sin(0;(t)) 5 (4.2)
0i(t +s) = 0,(t)
vi(t+s) = vi(t) + sk
for all s € [0,7]; and if w; # 0
zi(t 4+ s) = z;(t) + = (sin (6;(t) + w; (vi(t) + 5sF;) s) — sin(6;(t)))
yi(t +5) = y;(t) + wi (cos(8;(¢)) — cos (0;(t) + w; (v;(t) + 35F;) s)) (4.3)
Oi(t+ s) = 0;(t) + w; (Ui(t) + %SFZ) s '
(t)

for all s € [0, 7.

In Appendix, there exists the whole procedure of integration with which we get the exact
discrete model mentioned above.

4.2 Influence of sampling period

The exact discrete model will be used in the numerical simulations of the following Chapters.
While the parameters and gains (e.g., A, p, ul, p2, etc.) greatly influence the behaviour of
our system (such as convergence rate and the magnitude of the acceleration) a decisive factor
is the sampling period T. As depicted in the following pages, the sampling period constitutes
the most significant value from the perspective of the simulation time. However, an arbitrarily
high value of the sampling period will lead to collisions since the vehicles will not have time
to renew their control input according to the feedback laws. This feature illustrated in the
following examples. The first example illustrates a case where a crash was avoided thanks to
the small sampling period whereas in the second example the car collided with the boundary
of the road, due to the high sampling period.

As we can see in Figure 4.2, there exists a small enough sampling period (T=0.1), and therefore
at the 3"? sampling, the vehicle starts to turn as the feedback laws prevent a crash with the
boundary of the road. It should be underlined that the small value of the sampling period plays
a significant role here since the vehicle has enough time to renew its values.

In Figure 4.3, the sampling period was too high (T=0.5 sec), and consequently, the vehicle
had no time to re-evaluate its control input according to the feedback laws. Between the two
sampling times, the vehicle went towards the road boundary, and the subsequent sampling
did not take place as the vehicle crashed. It is easily realized that although high values of the
sampling period lead to faster simulation times, sampling period selection is vital since collisions
can occur. In the following pages, we will see different and alternative ways to calculate the
sampling period efficiently with the guarantee that there will not be any collisions.
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mplinj riod= 0.1 TIME=0 Sampling period= 0.1 se¢ =+ TIME=0.1 +—— 1% sampling

& -

Sampling period= 0.1 sec — TIME=0.2 «—— 2% sampling Sampling period= 0.1 se¢ —— TIME=0.3 «—— 3*' sampling

o) (o )

Sampling period= 0.1 se¢c —— TIME=0.4 «—— 4*' sampling Sampling period= 0.1 sec ——+ TIME=0.4 «—— 4% sampling

vehicle had time to prevent a crash with the

.\D The sampling period was small enough so the
boundary of the road!

Figure 4.2: An example where a crash is detected thanks to the small sampling period.

mplin riod= TIME=0 mplin; riod= 0. =~ TIME=0.5 «—— 1% sampling

>
-

Sampling period= 0.5 sec — TIME=1 sec +—— 2* sampling Sampling period= 0.5 sec —— TIME=1 sec «—— 2* sampling

vehicle had no time to prevent a crash with

.\a The sampling period was too high so the
the boundary of the road!

Figure 4.3: An example where a crash took place due to the high sampling period.
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4.3 Influence of initial energy

While the sampling period constitutes a decisive factor which can lead to collisions, the initial
energy of the system can influence it, accordingly. Initial energy is the energy produced by the
Lyapunov function H in (3.15) that obtains the system from the initial positions. High initial
energy means that the system is far away from convergence. Conversely, small initial energy
indicates that the system may converges faster. Next, we will study two examples in which the
sampling periods are the same and the only value that changes is the initial energy (e.g. the
initial positions, speed, and orientation).

In the snapshots in Figure 4.4 | where the initial energy H(0) = 18.32 and the sampling
period T'= 0.1 , there is not any collision neither among vehicles nor with the boundary of the
road.

5
20 40 60 80
5 [
t=8 sec
5
60 80 100 120
5 [
t=12 sec
5 [
20 140 160 180 200
5 1
t=20 sec
5
0 L . . L
[ 180 200 220 240 260
5 [ |
t=26 sec
’ |
o 220 240 260 280 ' ) 300
5 . |
t=30 sec
5
of .
500 520 H40 560 580
5 |
t=58 sec
° —
1100 1120 1140 1160 1180 1200
5 - |
t=118 sec

Figure 4.4: A real example with initial energy H(0)=18.32 and sampling period T=0.1.
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On the contrary, when observing the snapshots in Figure 4.5, where the initial energy increased
to 39.10, a collision between two vehicles is presented. It is noteworthy that although the
sampling period did not change, a crash took place.
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Figure 4.5: A real example with initial energy H(0)=39.10 and sampling period T=0.1.

We can realize that for specific potential functions, parameters, gains and constants, the only
factors that can lead to a collision, are the initial energy and the sampling period. In Figure
4.6, we will see the same example as in Figure 4.5 adopting a smaller sampling period 7" = 0.05.
We can observe that thanks to the smaller sampling period T, the orange vehicle managed to
avoid the red one, so any collision took place. All parameters, gains, constants and potential
function we used are presented in section 5.1.

26



sl | L
ol . ‘ . .
140 160 180 200 220
5[ [
- t=22 sec
|
5 [ |
|
ol . : ; L
200 220 240 260 280 300
-5
|
t=30 sec
5 - [ |
|
240 260 280 300 320
-5
|
t=32 sec
5 - — ||
260 280 300 320 340 360
-5
|
t=36 sec

Figure 4.6: A real example with initial energy H(0)=39.10 and sampling period T=0.05.
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Chapter 5

Numerical investigation of Maximum
Allowable Sampling Period (M ASP)

5.1 Selection of potential functions, parameters and gains

Taking the occasions above as an example, we can see in the following pages how the initial
energy of the system can influence the Maximum Allowable Sampling Period (MASP). Namely,
it is investigated the maximum 7" > 0 for which w(t) € Q, ¢t > 0 for all w(0) € Q. In all
simulations in this thesis, unless otherwise stated, the following functions will be used,

(—ay?
via = { §7 S 51
Uly) = (ﬁ_é)ZL —a<y<—a‘/\? or a\/\?<y<a
0 e R R (5.2)
r(d) = { 32“ —d7 dLif =2 (5.3)
1 0 r < —¢
flx) = % (x+e)?? —e<ax<0 (5.4)

e24+2x x>0

where ¢ > 1,¢ > 0 are design parameters.

Notice that V and U above, satisfy (3.9), (3.10) and (3.11), (3.12), respectively. Simulta-
neously, k and f satisfy (3.13) and (3.21), respectively. By appropriately selecting the constant
¢1, we can adjust the repulsion force of the potential V' in (3.9) and, consequently, the magni-
tude of the acceleration F;, see (3.17). In particular, for small values of ¢y, the values of V' (and
consequently the acceleration F;) will be smaller away from L, but will increase more sharply
as d approaches close to L. The constant ¢ > 1 affects the final configuration of the vehicles
relative to the boundary of the road. More specifically, for ¢ = 1 we have that U(y) = 0 if
y = 0, which will force the vehicles to form a single platoon in the middle of the road. For
¢ > 1, we have that U(y) = 0 in a neighborhood around y = 0, and the vehicles’ converged
lateral positions in this case will be within the strip —“—\/\;? <y< “—*/\;? More details can

be found in [9].
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In table 5.1, all the parameters and gains that we use in the simulations are presented.

n 10 vehicles
o om

Vmax 35m/s
« 7.2m

v* 30m/s
@ 0.25 rad
p 5.11

L 5.59m

€ 0.2

M1 0.5

135 0.1

aq1 3- 10_3
A 25m

A 1

C 1.5

Table 5.1: The parameters and gains for all the simulations

The selection of these values was based on [9], which also includes a general description on the
selection of appropriate gains.

5.2 MASP per initial energy

To study the MASP of the model numerically, we consider initial conditions w(0) € © which
satisfy H(w(0)) = [ € R for specific values of [ > 0, where H is defined in (3.15). Finally, it
is investigated both the case where the vehicles only measure the distance from neighbouring
vehicles (g = 0) and the case where the vehicles take into account the relative speeds of adjacent
vehicles (g2 # 0). When the parameter g, # 0, the function x(d) contributes to our system and
consequently, the vehicles measure the neighbouring speeds apart from the distances.

0.05 | ;
m
2 0.04 § .
—_—-

'_ 2
5 - - q=003
8003 q=0.1
[0]
Q.
2002 .
=
£
S 0.01 1

0 ‘ :

0 50 100 150  H(w(0)) 200

Figure 5.1: The sampling times T for increasing values of H, for different values of go.

Observing Figure 5.1, we realize that while the initial energy increases, the maximum allowable
sampling period tends to have minimal values. However, it is noteworthy that as the parameter
qo takes greater values, the MASP is higher in comparison to smaller values of ¢;. More
specifically, it is presented that for small values of the initial energy, the MASP is approximately
0.01 higher when ¢, = 0.1. This feature seems to be a substantial advantage on the controller
since we can run simulations in less time. Finally, it should be noted that the approximation
of the MASP above corresponds to the specific selection of the potential functions V, U, and
the various constants associated with them. For a different selection, it is possible to obtain
higher values for the MASP.
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Chapter 6

State-dependent sampling period

In the previous Chapters, we considered that all the vehicles shared the same sampling period
which is constant during the whole simulation. So, at each simulation we had to select a
sampling period accordingly. Safety wise, the only guarantee we had when we selected the
sampling period was the results of the Figure 5.1 that indicates the MASP per initial energy.
Therefore, before the selection of the sampling period, we ought to find the initial energy related
to the initial positions as a way to exploit the former results in terms of safety. However, while
a constant sampling period for all the vehicles does not seem realistic, the computer needs more
effort to complete the simulations. For these reasons, we are interested in alternative ways of
sampling period calculation. The subsequent lemmas allow every vehicle to obtain its own
sampling period according to:

- Its distance from the other vehicles.
- Its distance from the boundary of the road.

- Its orientation.

6.1 Lemma 1

Let T > 0 and consider model (4.2), (4.3) with F;(t) = F;, w;i(t) = w; forall, t € [0,T], k =
1,...,n. Letw(0) € Q be given, where € is defined by means of (3.8). Let also an arbi-
trary index ¢ € {1,...,n} be given and suppose that for each j = 1,...,n j # i it holds that
v;(T) € (0,vmax) and 6;(T) € (—p, ¢). Moreover, assume that the following inequalities hold

min {d; ;(0) — L}
. a— |y:(0) i ’]
T < min oo sin ()’ 5 (6.1)
’UZ(O) VUmax — Uz(O)
— o < F(0) < (6.2)
— =00 _ gy <« 2 =0il0) (6.3)

vi(0)T + S FiT? vi(0)T + S FiT?

where 0 = V2unax/1 + (2p — 1)sin®(p). Then, v;(t) € (0,vmax), 0:(t) € (=, ), v,(t) €
(—a,a) and d; j(t) > L, forallt € [0,T], j =1,..,n j #i. So, it is confirmed that when all
the conditions mentioned above hold, then for the vehicle ¢, there is not any crash neither with
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other vehicles nor with the boundaries of the road. This holds only until the very next
sampling. Lemma 1 provides an upper bound on the sampling period for a vehicle ¢ to satisfy
property P1. In practice, each vehicle has its own internal clock and may also have its own
sampling period, even in the case of identical vehicles. So, lemma 1 can be exploited for each
vehicle autonomously. In simple words, each vehicle will be able to choose its own sampling
period based on the distance of the other vehicles and the road boundaries. In the next pages,
simulations will be projected according to this method.

6.2 Lemma 2

Let w(0) € €2 be given, where 2 is defined by means of (3.8) and consider model (4.2), (4.3)
with F;(t) = F;, wi(t) = w; € R, i = 1,...,n being constant for all ¢ € [0,7] . Suppose also
that (6.1), (6.2) and (6.3) hold for all i = 1,...,n. Then w(t) € Q for all t € [0, T.

Lemma 2 suggests that if T is the same for all vehicles and satisfies (6.1), (6.2) and (6.3) for
all ¢ = 1,...,n then the following implication holds: w(0) € Q@ = w(t) € Q forallt € [0,T].
So, the lemma 2 can be exploited for non-periodic sampling with all vehicles having the same
sampling period T. More specifically, at each sampling every vehicle calculates its own sampling
period. After this calculation all the vehicles adopt the smallest sampling period so the lemma
2 can be applied.

The proofs of the Lemma 1 and Lemma 2 are presented in [17].

Remark 3: Classical sampled-data control is based on performing sensing and actuation
periodically rather than when the system needs attention, see Chapter 2.1 . Self-triggered
control, on the other hand, is proactive and computes the next sampling or actuation instance
ahead of time. The term self-triggered control was coined by [19] in the context of real-time
systems. A self-triggered implementation of the feedback control laws (3.16), (3.17) has for ob-
jective the computation of the actuator values as well as the computation of the next instant of
time at which the control law should be recomputed. The state-dependent bounds of Lemma
1, essentially imply that the considered approach is based on self-triggered control. This is
illustrated on Chapter 7.
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Chapter 7

Applications of state-dependent
sampling-period

From now on, we can exploit the lemmas of the previous Chapter to create alternative methods
to calculate the sampling period(s) during the simulations. More specifically, these lemmas
allow non-periodic and state-dependent sampling periods to be calculated, reducing the simu-
lation time significantly. In the following pages, we investigate three scenarios to calculate the
sampling period, observing the simulation time contextually. In addition, we examine some
noteworthy features in both cases when ¢, = 0 and ¢, # 0.

7.1 Scenario 1

In this scenario, the sampling period T does not change during the simulation. This implies
that all the vehicles have the same constant T. Particularly, in Figure 7.1 we can see a flow
chart which describes in short how the algorithm operates in Scenario 1. As we can see, the
sampling period T is constant until the end of the simulation. The episode ends when a crash
occurs or when the simulation time is complete.

We run simulations with the same design parameters, constants, gains and potential functions
as in Chapter 5 adopting the initial positions which are presented in table 7.1:

| vehicles |1 | 2 | 3 | 4 | 5 | 6 [ 7 | 8 | 9o [ 10

— 17.8254  39.7647 55.2647 32.0363 70.9238 57.1023 100.0467 0.4 12.7664  87.7138

-0.6695 -3.3109 0.5742 5.8221 4.3965 -6.8737 2.4528 -4.2688 -6.1721 6.9079
-0.0069 -0.0084 0.0252 -0.0017 -0.0292 -0.0391 0.015 0.0356 -0.0244 -0.0255

24.0623  34.7188 34.211 28.1151 33.5243 22.7974 32.2472 25.0238 31.8568 30.4904

Table 7.1: Initial positions for Scenarios 1, 2 and 3.
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lateral position

command 1: give initial positions
command 2: initialize all parameters, constants and gains
command 3: t = desired simulation time; T = sampling period

command 4: k = counter of instants; n = given vehicles

!

fork=1to (/T) |=

v

fori=1ton

\

\

command 1: F; and u; according to (3.16), (3.17)
command 2: calculate feedback x(k+1), y(k+1), 6(k+1) and
° v(k+1) as in (4.2), (4.3)

End Yes*

0 200 400 600 800 1000 1200
longitudinal position

Figure 7.2: Vehicles’ trajectories for go=0 and T=0.01.
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Figure 7.2 shows the trajectories of the vehicles when ¢, = 0 and T = 0.01. It is verified that
the vehicles remain within the boundaries of the road. Notice that the intersection of the
trajectories does not imply collision between vehicle, since the minimum inter-vehicle distance
is greater than L, see Figure 7.3. Properties like the nudging effect and the lane free principle
are easily observed. For clarity, the trajectories of 2 vehicles are not shown in the Figure.

22 T T T
20
18
E 16
o
©
=
< 14
g
= ) . . .
e 12r ——minimum inter-vehicle distance B
p=3
£ .. .
§ 10 F = = collision distance s
8 il
6 L o o e e e e e e e e Y o -
4 | 1 1 | | | 1
0 5 10 15 20 25 30 35 40

Figure 7.3: Minimum inter-vehicle distance for ¢=0 and T=0.01.

The orientaton of the
vehicle 6 exceeds the
safety parameter '¢".

lateral position
o
T

0 1.2 24 3.8 5 6.2
t(s)

Figure 7.4: Vehicles’ trajectories for go=0 and T=0.03.

Figure 7.4 shows the occasion when ¢z = 0 and T = 0.03. We can see that the 6 vehicle was
forced to turn dangerously, taking a perpendicular orientation higher than the safety limit.
This condition can more than likely lead to a crash either on other vehicles or on the road
boundary. On this occasion, a collision with the road boundary occurred after some seconds.
We can realize that the high sampling period 7" = 0.03 was the main reason this occurred since
the 6 vehicle was late to do its subsequent sampling, and consequently, it was forced to obtain
high values in terms of orientation while approaching the road. The same effect is mentioned
in the example in Chapter 4.
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In Figure 7.5, we can see how the orientation # changes in both cases when 7" = 0.1 and T = 0.03.
When T = 0.1 the blue line is smoother because more samplings take place per second. When
T = 0.3 the line changes more abruptly because the sampling period lasts more. As we dis-
cussed before, this is the reason why the orientation took extremely high values, leading the
vehicle to crash.

o
o
T

When T=0.01 the vehicle 6 has done
more samplings approaching the road
avoiding any crash. This is observed

since the blue line raises smoother
than the red one.

8 of the Gm vehicle
o

b N

T T

05 |
1 1 | 1 | 1 | 1
0 0.5 1 1.5 2 25 3 35
t(s)
Figure 7.5: Orientation of the 6, vehicle for go=0.
Let us investigate the occasion when qs # 0 assuming q; = 0.001. In Figure 7.6, where

T = 0.044, we can realize that there is not any collision with the road boundary. Moreover,
there is not any crash nor among the vehicles, too. Consequently we realize that while go
became higher, the sampling period T' (for the same conditions as the previous example for
q2 = 0) had margin to be higher, as well. In addition, the vehicles’ trajectories are smoother
compared to Figure 7.2. This feature illustrates a substantial advantage when the controller
measures the speed of the adjacent vehicles. Apart from the sampling period, in the next pages
we will see that when qs # 0 we take more efficient results in terms of vehicles’ acceleration.

lateral position

8 ! 1 ! ! ! !
0 200 400 600 800 1000 1200 1400

longitudinal position

Figure 7.6: Vehicles’ trajectories for ¢go=0.001 and T=0.044.
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In Figure 7.7, when ¢o = 0.001 and T = 0.048, it is projected the same issue as in Figure
7.4. The sampling period was too high, so the 6 vehicle was forced to obtain a dangerous
orientation, more extensive than the safety limit. In this case, a crash on the road boundary
occurred some seconds later, like before.

8 T T

6 i

The orientaton of the
vehicle 6 exceeds the
safety parameter '¢".

lateral position
(=]
T

Figure 7.7: Vehicles’ trajectories for go=0.001 and T=0.048.

To understand better the properties and the differences when ¢ = 0 and g # 0 we run a
simulation where the sampling period is the same, letting only the parameter ¢, to do the
difference. Assume T = 0.01. As we can see in Figure 7.8a, the existence of the value g
efficiently helps the systems to maintain small accelerations. Although the initial maximum
acceleration is larger when ¢,=0.001, by taking into account the speeds of neighboring vehicles,
the system can maintain its maximum acceleration at lower values, in general. This feature
seems extremely important since it improves the driving experience. Evidently, the former
feature would influence the value of the u;.In Figure 7.8b it is presented that the values of u;
take much lower values when ¢ # 0. Particularly, when ¢, # 0, the maximum wu; = 1.3144,
whereas when ¢ = 0, the maximum wu;= 3.7539. This means that the orientation of each
vehicle converges to the desired value smoother when the system measures the speeds of the
adjacent vehicles. that the values of u; take much lower values when ¢y # 0. Particularly, when
g2 # 0, the maximum u; = 1.3144, whereas when ¢, = 0, the maximum w;= 3.7539. This means
that the orientation of each vehicle converges to the desired value smoother when the system
measures the speeds of the adjacent vehicles.
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(a) Vehicles’ max |Fi| for T=0.01. (b) Vehicles’ max |u;| for T=0.01.

Figure 7.8: Max |F;| and |u;| for T=0.01.
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7.2 Scenario 2

In this Scenario, the sampling period T in not constant as in Scenario 1 but is dynamically
calculated on the basis of Lemma 2. Lemma 2 illustrates that if all the vehicles have the same
sampling period T, and (6.1), (6.2), (6.3) are applied for all the vehicles, then until the very next
sampling there is not any collision to take place neither among vehicles nor with the boundary
of the road. More specifically, T is calculated according to the formula:

_ o a =yt wn {du;(0) — L}
T, = max { a, 5 min - ,
=1, | Upax Sin(p) o

where tyy1 =t + Tg, k= 0,1,..., a« > 0, B € (0,1). The constant o > 0 provides a lower
bound on the sampling period, and § adjusts the sampling period in order for (6.1) to hold.
We set o as a value which is slightly smaller than the relative MASP and 5 = 0.9. We use
the constant « since we want to avoid computational errors. Let’s describe an e>{<an(1p%e };ow
a-lyilti)]  Saatda )L

Umax sin(yp) ’ 5 )

the algorithm works. Initially, the formula calculates, the value min {

for each vehicle, per sampling. Then, it keeps the lowest of all values among the vehicles and
multiplies it with the parameter 5. Finally, compares this product with the constant o and
adopt the highest of these two values. Then, the algorithm has found the sampling period until
the next sampling. In the next sampling the same process will take place. In the following
snapshots the former procedure is presented.

S1 We assume 4 vehicles with random initial positions.

Umax sin(p)? 5

min{d;.; (ty)—L}
S2 We consider the value m(i) = min{ a—lystti)l A } fori=1,..n.

S3 We multiply the smallest value of vector m with the parameter b and we get the sampling
period T for all the vehicles.

S4 We go to the next sampling.

TIME=0 SNAPSHOT 1 TIME=0 SNAPSHOT 2

m(1)=0.2 m(1)=0.1

(ED

, ) m(1)=0.2 p —
Gl =

TIME =0 SNAPSHOT 3
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T(1) =0.09
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Figure 7.9: Sampling period calculation in Scenario 2.
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Flow chart in Figure 7.10 describes how Scenario 2 works in general. It should be under-
lined that the algorithm terminates with a different method in comparison to Scenario 1 since
the system is not aware of how many loops are needed. Now, using the same system features
as in Scenario 1 and the same initial positions, we are in position to present the following results.

Observing Figure 7.11, we can realize how the sampling period changes throughout the simula-
tion. Initially, we see the that the dotted lines concern the occasion when the sampling period
is calculated periodically. The red dotted line describes the case where we do not measure the
speed of the neighbouring vehicles (¢ = 0), whereas the blue one indicates the case where we
take into account the speeds of the adjacent vehicles (g2 # 0). Conversely, the continuous lines
depict the occasion when the sampling period changes non-periodically. The red line concerns
the case where ¢ = 0 and the blue line the occasion where ¢, # 0. In the first 40 seconds, we
observe that when ¢y # 0, the sampling period tends to note intense fluctuations. This occurs
since the energy of the system obtains its highest values at the beginning of the simulation.
While the episode is taking place, the energy approaches minimal values and the system tends
to convergence. So, the distances among the vehicles and from the road boundary do not have
substantial changes. So according to (6.1), we expected this phenomenon as the sampling pe-
riod in Scenario 2 is influenced by these distances. Besides that, a quite noteworthy feature is
that in both cases when ¢, # 0 and ¢ = 0 the sampling periods exceed the relative values of
Scenario 1. Moreover, when ¢, # 0 the sampling periods tend to higher values.

command 1: give initial positions

command 2: initialize all parameters, constants and gains

command 3: S_TIME = desired simulation time; T = sampling period
command 4: k = 1 % counter of instants; n = number of vehicles
command 5: t(k) =0 % live time during simulation loops

e es T Yes_.

No

> fori=1ton I

command 1: F; and u; according to (3.16), (3.17)
command 2: find sampling period T

command 3: calculate feedback x(k+1), y(k+1), 6(k+1) and
v(k+1) asin (4.2), (4.3)

yes_’

command 1: k = k+1 ]

No

v

command 2: t(k) = t(k-1)+T

J

Figure 7.10: Description of scenario 2 calculation method.
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Figure 7.11: The sampling periods during simulations in both scenarios 1 and 2 when ¢, = 0 and ¢ = 0.001.

Table 7.2, shows that for the time-interval [0, 300s], the execution’s runtime for Scenario 2
was 47s for o = 0 and 41s for go # 0. Particularly, as execution time, we mean the real
time that the computer needs to run an episode, whereas simulation time is a variable which
indicates how long the simulation is, in the programming enviroment. It is evident that for
higher simulation times, we obtain higher execution times when all the system features are the
same. We used a machine powered by Intel Core i5-6200, 2.30 Ghz, with Matlab. For Scenario
1, the execution runtime was 204s for ¢; = 0 and 80s for ¢y # 0. These results depict how the
non-periodic sampling assisted the computer to run simulations in much less time. However,
note that the computation of T}, calls for data from all vehicles, hence this handling of sample
time may be valuable to speed up the simulation, but it is not for use by real vehicles. In
Scenario 3, we consider state-dependent sample times, which are different for each vehicle and
can be computed based on decentralized data.

Scenario 1 204s 80s
Scenario 2 47s 41s

Table 7.2: Execution times when the simulation time equals to 300s.

Figure 7.12a shows that the existence of ¢» can assist the system to maintain lower and more
realistic accelerations. We observed the same feature in the Figure 7.8a in Scenario 1. More
specifically, when ¢ = 0, the maximum acceleration tends to obtain values close to 6 m/s?
whereas when ¢y # 0, the maximum acceleration marginally exceeds 4 m/s?. In addition, it is
observed that the system converges faster when ¢ # 0. It should be mentioned that this char-
acteristic sometimes can be considered as a disadvantage since the vehicles will probably have
sharper movements in order to reach a faster convergence. At the same time, faster convergence
of the system in terms of velocity is presented when measuring the speed of the neighbouring
vehicles, see Figure 7.12b. Particularly, when ¢y # 0, we can see that the absolute values of the
quantity |v;(t) — v*| tend to zero more quickly, during the episode.
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(a) Max |F;| when g2 # 0 and g2 = 0. (b) Max |v;(t) —v*| when g2 # 0 and ¢2 = 0.

Figure 7.12: Max |F; | and |v;(t) — v*| when ¢2 # 0 and g2 = 0.

7.3 Scenario 3

In this scenario, we assume that each vehicle has its own sampling period 7; which changes
dynamically at each sampling instant. Specifically, each sampling period is computed according
to Lemma 1 and depends only on the distance from the neighbouring vehicles and the distance
from the boundary of the road. We can see the formula how each sampling period is calculated

below: & (3 I
i\ min{d; ;(t)) —
AT

Umax SIN(p) )

T} = max { «, S min

where, . , ;
;€+1 :t;€+TIz7k:07177a>0’B€ <071)

The parameters o and ( exist for the same reasons as in scenario 2. Since the sampling period
of each vehicle depends on the distance from adjacent vehicles, it is evident that each vehicle has
to estimate the position of the other vehicles. However, the vehicles have separate sampling
periods and consequently different sum of samplings. In the former scenarios, the sampling
period of all the vehicles was calculated simultaneously and it was easy for each vehicle to
compute the other vehicles’ position. Now, when a vehicle calculates its sampling period, the
other vehicles don’t probably calculate their own ones. As a result, each vehicle has to do extra
calculations to compute the positions of the other vehicles. Flow chart in Figure 7.13 presents
the method how this estimation takes place in short. Besides, an specific example how this
procedure takes place is presented in Appendix.

Following the this algorithm, we run simulations with the same features as in the previous
scenarios in both cases when ¢ # 0 and ¢o = 0. Initially, in Figures 7.14 and 7.18, we can
observe the trajectory of each vehicle and the inter-vehicle minimum distance, respectively. As
it is obvious any collision takes place with neither with the boundary of the road nor among
the vehciles. Figures 7.15a and 7.15b show that when the vehicles take into account the speeds
of the adjacent vehicles, the maximum acceleration reduces and the convergence of the system
succeeds faster, as well. When realizing that we noticed exactly the same feature in the previ-
ous scenarios, we are in position to say that the method of sampling period calculation cannot
change the properties of the existence of ¢o, in terms of acceleration and convergence time.
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command 1: give initial positions

command 2: initialize all parameters, constants and gains
command 3: d_time = desired simulation time; T = sampling period
command 4: TIME =0 % live time in each loop

l

fori=1ton

l

command 1: find T¥ according to initial positions
command 2: t;=TkK
o | command 3: calculate feedback for vehicle i

End |<No Yex»{ fori=1ton fe————

l

command 1: find states of adjacent vehicles to i at time ti.;
command 2: t;= Tk (sampling time)

command 3: calculate feedback for vehicle i No
command 4: tj=ti.q +TX

Yes [

i==n

Figure 7.13: Description of scenario 3 calculation method.
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Figure 7.14: Vehicles’ trajectories when g,=0.001.
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(b) Max |v;(t) — v*| when g2 # 0 and g2 = 0.

— v*| when ¢y # 0 and g2 = 0.
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Figures 7.16 and 7.17 depict the sampling period of 4 vehicles during the simulation when
g2 = 0 and ¢o # 0, respectively. In these Figures, we can see that each vehicle autonomously
and separately calculates its sampling period. It is noteworthy to focus on the sampling periods
of the 10" vehicle. As we can see, the sampling periods do not exceed 0.05 since the vehicle
is forced to be near to the road boundary since an other vehicle is moving closely to it. As we
observed in (6.1) the sampling period of each vehicle is exclusively influenced from its distance
from the other vehicles and from the boundary of the road, see Figure 7.14.

0.5 | l l ] R
B | e
- 04r
3
E 0.3
Q 3
g) 0.2 vehicle 5
= vehicle 7
g' vehicle 8
0.1 )
@ vehicle 10
n

1

0 1
0 10 20

30

40
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Figure 7.16: The sampling periods of 4 of the vehicles during the episode for ¢, = 0.
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Figure 7.17: The sampling periods of 4 of the vehicles during the episode for ¢go = 0.001.
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Figure 7.18: The minimum inter-vehicle distance when ¢ # 0 and ¢ = 0.

Finally in tables 7.3 and 7.4 we can compare the execution times and the average sampling
periods for all the scenarios when the simulation time was 300s. We can observe that the
Toverage for the 2" scenario increased from 0.051 when ¢» = 0 to 0.054 when ¢, # 0. This is
the reason why the execution time is lower when ¢o # 0, as we observed in the 2" scenario.
The most remarkable feature is that despite the 3"¢ Scenario obtains the highest Toverage bY
far, the execution time is not the shortest. This phenomenon occurs because in Scenario 3, in
each sampling, the computer must calculate the temporary position of the other vehicles. This
procedure forces the computer to spend more time to complete the episode. Consequently, al-
though the 3" scenario seems the most realistic, it obtains lower execution times in comparison

to the scenario 2.

Scenario 1 204s 80s
Scenario 2 47s 41s
Scenario 3 69s 60s

Table 7.3: Execution times when the simulation time equals to 300s.

Scenario 1 fixed fixed
Scenario 2 0.051 0.054
Scenario 3 0.149 0.159

Table 7.4: Average sampling periods when the simulation time=300s.
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Chapter 8

Saturated control input

Saturation effects occur when any part of a feedback control system reaches a natural limit
since every physical actuator is subject to saturation, see [6]. In such cases, the performance
of the closed-loop system designed without considering actuator saturation may deteriorate
or even lose its stability properties. In control systems, every physical actuator or sensor
is subject to saturation owing to its maximum and minimum limits. A saturation function
sat : R — [a,b] C R can be symmetrical or asymmetric as below

b x>0
sat(x) =< x x € (a,b) (8.1)
a a<czx

where a,b € R.

As already discussed in the previous Chapters, the initial energy of the system H(w(0)) plays
a crucial role in the values of the acceleration (see Remark 2) and also in the sampling period
T. High initial energy implies that the initial speed of the vehicles are away from the desired
speed set-point, or that the distances between vehicles or between vehicles and the boundary
of the road is very small. In such cases, the acceleration F; may take high values for vehicles to
avoid collision and remain within the road. In practical applications however, there are physical
limitations. We study below the performance of the system due to saturations on the control
inputs of the system.

In the following examples, we examine two occasions. The first example illustrates a case
in which the system adopts saturations and the initial energy of the system equals to 81.6431.
Conversely, in the second occasion we changed the initial positions and the initial energy in-
creased to 89.7691. The initial positions are shown in tables 8.1 and 8.2 respectively:

veges | 1| 2 1 3 | o | 5 | 6 1 7 | 8 | o | 10

- 17.8254  33.7647  55.2647  32.0363 70.9238 57.1023  100.0467 04 12.7664 87.7138
-0.6695 -0.109 0.5742 5.8221 4.3965 -6.8737 2.4528 -4.2688 -6.1721 6.9079
n -0.0069  -0.0084 0.0252 -0.0017 -0.0292 -0.0391 0.015 0.0356 0.0244 -0.0255
- 33.0623 25.7188  34.211 28.1151 33.5243 22.7974 32,2472  25.0238  31.8568 30.4904

Table 8.1: Initial positions with initial energy H(0)=81.6431.
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veges |1 | 2 1 3 | a4 | s | 6 | 7 | s | o | 10

17.8254  33.7647 55.2647  32.0363 70.9238 57.1023  100.0467 04 12.7664 87.7138
-0.6695 -0.109 0.5742 5.8221 4.3965 -6.8737 2.4528 -4.2688 -6.1721 6.9079

-0.0069  -0.0084 0.0252 -0.0017 -0.0292 -0.0391 0.015 0.0356 0.0244 -0.0255
35.0623 25.7188  34.211 28.1151 33.5243 22.7974 32.2472  25.0238  31.8568 30.4904

Table 8.2: Initial positions with initial energy H(0)=89.7691.

To run the following simulations, we used periodic sampling with ¢o = 0 and T = 0.01. We used
g2 = 0 since higher accelerations can take place and the effects of saturation usage can be shown
easier. However we can use saturations either when the sampling is periodic or non-periodic.
Hereinafter, we use the saturation function sat : ® — [—6,3.5] C R:

3.5 x2>3.5
sat(r) =< = x € (=6, 3.5) (8.2)
—6 < -6

We will see that when the acceleration takes values that exceed 3.5 m/sZ, then the relative
vehicle will maintain its acceleration to 3.5 m/ s>, On the other hand, when the acceleration
will be lower than —6 m/ s*, the relative vehicle will keep this value.

In Figure 8.1 is shown that when H(w(0)) = 81.6431 the vehicles obey the boundaries re-
lated to acceleration as mentioned before. Especially two vehicles tend to reach the saturation
limits but the system does not allow them to exceed the relative values, as discussed before.

T T T T

4 N —
saturation = 3.5

- = ] — e = mm mm Em mm mm mm mm Emm mm mm mm mm mm mm mm mm mm mm mm =

saturation = -6

1 | | 1 | | |
0 1 2 3 4 5 6 7 8
t(s)

Figure 8.1: Accelerations adopting saturations when initial energy H(0)=81.6431.
At the same time, in Figures 8.2 and 8.3, we can see that no collision took place either with

boundary of the road or among the vehicles, respectively. In Figure 8.4 we can see that there
no issues occurred from the perspective of orientation, too.
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Figure 8.2: Trajectories with initial energy H(0)=81.6431.
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0 2 4 6 8 10 12 14 16 18
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Figure 8.3: Minimum inter-vehicle distance with initial energy H(0)=81.6431.

However, in the next example, where the initial positions has changed and simultaneously the
initial energy has increased, we can observe a crash. This phenomenon was expected since the
system needed even higher acceleration values. In Figure 8.5 is observed that the controllers,
obviously do not allow the vehicles to obtain accelerations higher or lower than the saturation
limits. In this occasion collision avoidance did not succeed. In Figure 8.6 we can see that a
crash between two vehicles took place in the 4" second.
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Figure 8.4: Max orientation |fi|with initial energy H(0)=81.6431.
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Figure 8.5: Accelerations adopting saturations when initial energy H(0)=89.7691.

This example makes more understandable that the existence of saturations sometimes can lead
to collisions. Especially when the initial energy obtains high values. This means that vehicles
are initialized in a collision course, with very small distances between them or with the boundary
of the road. In practice, since the controllers already guarantee that such case will not occur,
it is expected that there would be no collisions. It should be noticed that in the next Chapter
we have included an algorithm that allow us to obtain realistic initial conditions, which is not
the case in this example. In Figures 8.7a and 8.7b, we can see the behaviour of our vehicles
in terms of acceleration without saturations when initial energy equals to 81.6431 and 89.7691,
respectively. In the second case the vehicles developed twice the values of acceleration, so
it was evident that the systems had more possibilities for a crash when the saturations were
adopted. The dotted lines show the saturations we used earlier in order to be realized better
the differences in both cases.
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(a) Accelerations without saturations when initial energy (b) Accelerations without saturations when initial energy
H(0)=81.6431. H(0)=89.7691.

Figure 8.7: Accelerations without saturations.

More specifically, if we examine the 8.1 and 8.2, we will understand that in both cases the
initial positions of the vehicles did not change in terms of x,y and . Only the speed of the
15¢ vehicle increased from 33.0623 m/s to 35.0623 m/s. Meanwhile, the 2"¢ vehicle was only
15.93 m in front of the 1% vehicle with speed 25.7188 m/s. Consequently, the change in the 1%
car in terms of speed played a significant role in the initial energy. This is the reason why the
two vehicles obtained high accelerations that exceeded 10 m/ s*. In simple words, the initial
positions in the second occasion were unrealistic since the vehicles were forced to crash in the
very next second.
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Chapter 9

Initial positions generator

The initial conditions (position, speed, orientation) heavily influence the transient behavior of
the system. As it has been observed in the previous Chapters, through the initial conditions
we obtain the initial energy of the system which directly affects the acceleration of the vehicles,
the MASP as well as the sampling period T. Besides that, we observed in the latter Chapter
that sometimes the initial positions can be unrealistic, as vehicles may be initialized in a colli-
sion course which however will not happen in practice since the proposed controllers guarantee
safety. For these reasons in this Chapter an algorithm is presented that generates initial posi-
tions with several features that are presented below. Initially the system generates arbitrary
initial positions and next checks whether these features are satisfied. To simplify exposition,
we divide the algorithm into three parts.

9.1 Examination if each vehicle is moving dangerously towards the
boundary of the road.

In the event of a vehicle is moving towards the boundary of the road, the algorithm calculates
the distance between the vehicle and the boundary. If this distance is smaller than d, m (e.g.
dy = 2.5m), the algorithm computes the lateral speed of the vehicle. If the lateral speed of
the vehicle (v;sin(6;)) is higher than I, m/s? (e.g. Iy = 1 m/s?), then the initial positions are
rejected. This implies that the vehicle has direction towards the boundary of the road, with
high lateral speed. The constants d, and [ are chosen from the operator. The flow chart in
Figure 9.1 that describes the method.
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Y

command 1: dp = distance limit with the boundary of the road
command 2: Is = lateral speed limit

A

fori=1ton '« No

l

No

Yes Yes

y
v
The initial positions are
accepted
v;sin(6) >Is and 6;y;>0
\J
Yes End

Y

The initial positions are
rejected

End

Figure 9.1: Examination if each vehicle is moving dangerously towards the boundary of the road.

9.2 Examination if each vehicle has in front of it or behind it, an-
other vehicle at a dangerously close distance.

Consider two vehicles, one behind the other, and let the constants S > 0 and T}, > 0. The
constant S indicates a safe distance when the vehicles are stationary, whereas the constant
T}, constitutes the time-headway that concerns the time when the two vehicles cross the same
point on the road. In addition, we assume V' is the speed of the rear vehicle. When the distance
between these two vehicles is smaller than the value S+ V T}, the initial positions are rejected.

We can determine how safe the system is by appropriately choosing the constants S and T},
values. It must be mentioned that the method above should apply even when two vehicles are
not exactly the one behind the other. Notably, a wider tolerance margin could offer a better
drive experience since high accelerations or crashes will be avoided. To make it more under-
standable, we can observe Figure 9.2.
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Figure 9.2: : The two vehicles are in close proximity and at the same time they are not one behind the other.

The distance between the vehicles is small enough and at the same time the two vehicles are
not one behind the other. However, a possible overtaking due to nudging forces could lead to
negative results since the vehicles will obtain extremely high accelerations. To avoid that, we
adopt a constant width that demonstrates a lateral margin.

Finally, when observing Figure 9.3, it is easily understandable that each vehicle according to its
speed, obtains a virtual safety parallelogram (taking into account the margin width) in which
no other vehicle must be included.

S+VT},

o < >

| : )
C —
! )
\—/

=

Figure 9.3: The safety parallelogram according to the value S+VTj,.

As we can see, the vehicle 1 has a virtual space that is designed according to its speed at each
moment. Vehicles 2 and 4 are rejected since they are included in this space. The flow chart in
Figure 9.4 describes the method of this algorithm.
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‘ Start ,

command 1: S = safety distance when two vehicles are stationary

command 2: Ty = time span when two vehicles cross the same point on the road
command 3: V = the speed of the rear vehicle

command 4: width = a lateral margin when considering two vehicles one behind the other

Y

fori=1ton

:

A
z
=]

Vehicle i has another vehicle j in front or behind of it,
in distance smaller than S+VT, (in terms of x)

Yes

A/
/ The initial positions are /
No accepted
iyl < width J
Y
Yes End

v

The initial positions are
accepted

End

Figure 9.4: Examination whether each vehicle has in front of it or behind it, another vehicle at a dangerously
close distance.

9.3 Examination if a vehicle has an adjacent vehicle with opposite
orientation.

Sometimes, although all the conditions mentioned above are satisfied, the orientation of two
vehicles can lead to negative effects. Let’s observe Figure 9.5:

Figure 9.5: Two nearby vehicles with opposite orientation.
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The vehicles neither approach the boundary of the road nor are included in any safety paral-
lelogram. However, it seems that in the next seconds extremely high accelerations or crash are
going to take place. To avoid that, we use the following methodology:

1. For each vehicle, it is checked if there is any adjacent vehicle. To characterize two vehicles
“adjacent” we use the area bounded by the largest ellipse which indicates the area where
the nudging effect occurs.

2. To inspect if a vehicle ¢ is within the area bounded by the ellipse of a vehicle j we check
if their distance is smaller than A :

Then the algorithm checks whether two vehicles are adjacent. If they are, it is calculated:

1. The multiplication of the angles (in terms of 6) of the two vehicles. If this value is negative
(especially, smaller than a parameter [my,e,), then we assume that the two vehicles have
dangerously opposite orientation.

2. The lateral speeds of the two vehicles. If the relative speed of the two vehicles (absolute
value of the sum of each lateral speed) is higher than a constant lm,,, then we assume that
each vehicle dangerously approaches the other one.

If the values of the former calculations exceed the given limits then the initial positions of
the vehicles are rejected. Let’s see Figure 9.6 to realize better how the ellipses work if the
orientation and the lateral speeds exceed the limits.

Figure 9.6: Two vehicles which are concerned adjacent according to their big ellipses.

We observe that one vehicle is within the area bounded from the ellipse of the other vehicle. So
the vehicles are adjacent. Since the vehicles have the same length, it is obvious that each vehicle
will be inside the other’s vehicle ellipse. Finally, it should be mentioned, that this specific
condition is checked only if the first two conditions do not hold. For example, two vehicles
may be the one behind the other (and simultaneously they may be adjacent). However, this
condition has been checked earlier, so the algorithm will never check if the vehicles are adjacent.
Following, we can see in Figure 9.7 a flow chart that describes the method.
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command 1: Immeea = orientation product (6; « ) limit
command 2: Im, = relative lateral speed limit
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No.
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;
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End

Figure 9.7: Examination whether a vehicle has an adjacent vehicle with opposite orientation.

As discussed before the initial positions generator must satisfy all the aforementioned conditions
in order to create appropriate data. A flow chart which contains all the three parts was avoided
since the comprehension of the information would be quite difficult and confusing.
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Chapter 10

Conclusions

In this diploma thesis, we examined several issues from the perspectives of sampling-data
controllers, sampling period, saturated inputs, and initial positions. Initially, we analyzed the
continuous model provided by the bicycle kinematic model which we transformed into a discrete
one using sampling data. We considered that the inputs were fixed between two sampling times
during this transformation. Following this process, we found actual results for the Maximum
Allowable Sampling Period per initial energy to select appropriate constant and periodical
sampling periods. More specifically, we observed that while the initial energy related to the
contextual initial positions increases and exceeds 40, the MASP has to take values that tend to
zero. Since a constant sampling period throughout the simulations does not seem realistic, we
found alternative ways to calculate the sampling period during the simulations; non-periodically
and state-dependently according to the distance of each vehicle from the other vehicles and the
boundary of the road. Firstly, we noticed that the execution time was significantly reduced by
adopting a non-periodical sampling period (same for all the vehicles per sampling). However,
when adopting a state-dependent sampling period, the execution time was reduced too but it
did not take smaller values compared to the non-periodical sampling period. As discussed, this
occurred because each vehicle has to calculate the temporary positions of the other vehicles
while calculating the relative state since the samplings do not take place synchronously. At
the same time, we examined the case in which the controllers take into account the speeds of
the adjacent vehicles. We saw that when the vehicles measure the speeds of the neighboring
vehicles, their trajectories seem smoother, and their maximum acceleration is retained in more
natural values. Besides that, a faster convergence was observed. After extracting these results,
we noticed that when the initial energy tends to obtain high values, the maximum acceleration of
the vehicles sometimes develops unrealistic values. For these reasons, saturations were adopted
in order to retain the accelerations in natural values. Evidently, if the difference between
the maximum acceleration produced from the controllers and the adopted saturation is high,
there exist possibilities for collisions. It should be mentioned that the former condition is
importantly influenced by the initial energy of the system. Finally, in order to avoid unrealistic
initial positions with extremely high values of acceleration, which probably lead the vehicles to
a collision course, we created an algorithm that creates initial positions. These initial positions
guarantee that the vehicles 1) will not go towards the road boundary dangerously, and 2) will
not have a collision with each other at the very first seconds.
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Appendix

Integration of continuous model (3.3)

We consider first the case w; =0 .

Using (3.1) and since the input F; is constant on the interval [0, 7], i.e., F;(t) = F;(0) = F;, we
get

Q)i:E:>/0T1)ids:/0TFids:>vi(T):vi(O)—l—TFi (A1)
Since w; = 0, it follows that 6; = 0, and therefore, 6;(t) = 6;(0) for t € [0,T7].
Using again (3.1) model and (A1) we get
T
0

Ti(s) = vi(s) cos(;(s)) :>/0 &;(s) dt = / v;(s) cos(;(s)) dt =

T T
/ Ti(s)ds = / (v;(0) + sF;) cos(0;(s)) ds
0 0
The latter implies that
T2
xi(T) = z;(0) + Tv;(0) cos(6;(0)) + 7FZ cos(6;(0))
With similar arguments, we finally get

T T
Ui = v;sin(6;) = / Ui ds = / v; sin(6;) ds =
0 0

2

/0 i ds — / (0(0) + 5F) sin(6,) ds = y(T) = yu(0) + Twi(0) sin(6,(0)) + - F,sin(6,(0)

We consider now the case w; # 0

ul(T) = 0,(0) + TF; by (A1)
Since w; # 0, it follows that 6; # 0,

In addition we assume that w; is constant on the time interval [0, 7] i.e., w;(t) = w;(0) = w;.
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Since w; = o~ !tan(d;), we get that §; is constant on the time interval [0, 7], too. Namely,

3;(t) = 0;(0) = 4.
Using (3.1) model and (A1) we get
0:(s) = o (vi(s) tan(s;)) =

/OT 0i(s) ds = /OT o (vi(s) tan(é;)) ds =
/OT 0,(s) ds = /OT o 1 ((vs(0) + sF;) tan(d;)) ds =

T
/ 0;(s) ds = 0'_1/ v;(0) tan(d;) + sF; tan(d;) ds =
0 0
The latter implies that
T2
0;(T) = 6;(0) + o (Tvi(()) tan(0;) + 7Fz tan(éi))

Using again (3.1) model and (A1) we get

T;(s) = vi(s) cos(0;(s)) =
/o Z;(s) ds = /0 v;(s) cos(b;(s)) ds =

/oT £ils) ds = /0T<Ui(0) + sFi) cos (9i(0) +o (8%(0) tan (5¢)+%2Fitan(5i)>) ds =

/OT ii(s) ds = o /OT tan(é;) (v;(0)+sF;) cos (Qi(O) +ot (svi(O) tan (67;)—1—8;}7} tan(éﬁ)) ds

tan(d;) o
Which implies that

Wi

1 T
Following the same process using (3.1) model and (A1), we get

yi(T) = y:(0) + = (COS(@(O)) — cos <9i(0) + Wi (vi(O) + %F) T))

Wy

This completes the integration procedure.

Scenario 3 | An example

Let us assume an arbitrary vehicle i. Using,
1. the ODEs of model (3.1),
2. the sampling time of the vehicle i,
3. the latter sampling times of the other vehicles

4. the values z,y, 0, vof the other vehicles at their latter sampling time,
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the vehicle 7 can estimate the temporary positions of the other vehicles in order to calculate its
sampling period.

Firstly, all the vehicles have to initialize their values related to sampling period. Let us assume:
1. T last(i)= the time when the last sampling of the vehicle i took place.
2. T(i)= the exact sampling period of the vehicle 1.
3. T next(i)= the time when the next sampling of the vehicle i takes place.

4. TIME= the time we are in each loop.

T_last(1)=0

T(1)=0.15
T next(1)=0.15

Z l--
@E T last(2)=0
— T(2)=0.25

T_next(2)=0.25

T last(3)=0
T(3)=0.1
T next(3)=0.1

Figure 1: Vehicles’ initial values related sampling period.

At the first loop in Figure 1, it is obvious that the variables T next and T are the same for all
the vehicles since the variable TIME=0. Only for the first loop applies that T_ next=T+TIME
for all the vehicles. Now, the system has to find the vehicle which is going to be sampled sooner.
Namely, it has to find the smallest value of the vector T_ next and the vehicle which possesses
this value. As we can see, it is the 3" vehicle with T_ next=0.1. At this time, observing Figure
2, the system changes the variable TIME to 0.1 and starts the sampling process of the 3"
vehicle. As the other vehicles have not been sampled yet, the estimation of their position will
take place via the following Euler’s formula:

Tiemporary(J) = T + v; cos(6;) (TIME — Tjqs)

Ytemporary (]) =UYj + (%] SlIl(@])(TIME - Tlast)
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Actually, this formula considering known the position of the other vehicle at its latter sampling,
estimates its temporary position using the ODEs of model (3.1). Particularly, it calculates the
difference between the variables TIME and T_last and multiplies this difference with the relative
ODE of model (3.1). The product of the multiplication is added to the last known position.
The previous process is done for j=1,...n, i#j.

T_last(1)=0
_ T(1)=0.15
~ T_next(1)=0.15

T_last(2)=0

(BB O T
- — be - — ( T_next(2)=0.25
Temporary positions i I -
order to calculate the R (@p Sk
sampling period of e

vehicle 3!

T last(3)=0.1
T(3)=0.25

W L ‘T_next(3]=0.35
has beendone! | N -
Nk (ED ¢

e —

Figure 2: Autonomous sampling.

NOTE! The vehicles 1 and 2 have not been sampled yet! Their temporary positions have been
estimated just to be calculated the sampling period of the 3" vehicle. Besides that, the vehicle
3 needed the positions of the other vehicles to compute the nudging forces that are exerted to
it. Now the system has to find again the vehicle which is going to be sampled sooner. It is the
1% vehicle with T_ next=0.15. The system will do the same process as before. One noteworthy
feature at the 2" loop is that the variable T_last is not equal to zero as the vehicle 3 has been
sampled.
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