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SUMMARY

Groundwater is an important freshwater natural resource. People used to believe that
natural filtering resulting from water working its way through the subsurface was enough to
provide sufficient protection from contamination to allow untreated water to be delivered for
domestic or agricultural uses. Then dramatic incidents in the 70s (e.g. Love Canal case) made
everybody realize that groundwater had been contaminated from hundreds of thousands of
leaking underground storage tanks, industrial waste pits, home septic systems, municipal and
industrial landfills, accidental chemical spills, careless use of solvents, illegal dumping, as
well as widespread use of agricultural chemicals. Groundwater contamination became the

environmental issue of the 80s.

Once contaminated, groundwater is difficult to restore. Restoration of groundwater
contaminated by releases of anthropogenic chemicals to a condition allowing for unrestricted
use and unlimited exposure remains a significant technical and institutional challenge.
Moreover, one dominant attribute on subsurface remediation efforts has been lengthy delays
between discovery of the problem and its solution. Some reasons for these extended
timeframes are ineffective subsurface investigations, difficulties in characterizing the nature
and extent of the problem in highly heterogeneous subsurface environments, remedial

technologies, and a variety of administrative, policy and political factors.

It is evident that, in order to control groundwater contamination by means of immediate
alert and minimize remediation cost, an alarm system is required to constantly monitor
subsoil water quality. A reliable and efficient monitoring system design is of great importance
to the overall design of a facility that may pose a groundwater pollution threat. In the case of
monitoring groundwater contamination pollution detection for sanitary landfills, EU
regulations commonly require one background (upstream) well and two downgradient wells.
The position, number (more than the minimum requirement) and depth of the monitoring
wells are proposed by the facility’s operator and/or by local authorities. In most cases, a

quarterly sampling is undertaken.
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Subsurface water pollution due to landfill leaks has become an important issue during
the last three decades. While sanitary landfills constitute the most widely used management
approach for the disposal of solid waste because of their simplicity and cost effectiveness,
historical records indicate that landfills exhibit a high failure rate in terms of groundwater
contamination. Subsurface heterogeneity and lack of information about the exact location and
duration of a leak render it extremely difficult to predict and detect subsurface water pollution
before it has already spread and become evident. Monitoring aquifer contamination via wells
is influenced by many uncertain factors, where the heterogeneity of the geologic environment,
the quantity and nature of the contaminants, the number and location of the monitoring wells,
and the frequency of sampling are factors affecting successful detection. However, there is no

recognition of uncertainty factors in regulations.

Successful detection of an underground pollutant transported into an aquifer is directly
dependent on the possibility of calculating the movement and dispersion of the pollutant in an
environment, about which very few things are actually known. This lack of information is
caused by the difficulties of experimentally measuring, at any of its points, the various
hydraulic properties of a geological field (hydraulic conductivity, hydraulic head, porosity
etc.) so as to predict, or even approximate, the way a plume can propagate into the aquifer.
Additional uncertainty factors of the problem are lack of information about the point from
which pollution originates in a landfill waste, the duration of the leak and the extent of the
plume, typically dependent on the nature of the polluting substance. Thus, it is impossible to
know with certainty how the pollutant concentrations in the subsoil change, which means that
we cannot directly predict the likelihood of successful detection of groundwater pollution into

heterogeneous aquifers from a specific arrangement of monitoring wells.

In the present thesis a stochastic two-dimensional numerical model was developed and
utilized to address the problem of evaluating the effectiveness of contaminant detection in
heterogeneous aquifers by linear arrangements of monitoring wells. Although it can be said
that the two-dimensional approach is not the most realistic description of the actual situation,
it actually simplifies the computational problem, losing only the vertical information about
the movement and the detection of plumes. Moreover, when the horizontal dimensions of an
aquifer are much greater than its thickness, which is our case, then the results of two
dimensions provide a good approximation of reality. In numerical experiments based on the
Monte Carlo framework, geological heterogeneity was simulated by the Spectral Turning
Bands method and groundwater pollution transportation and dispersion was simulated by the
Random Walk Tracking Particle method. Simulations were conducted to determine the
detection probabilities and areas of groundwater contamination assuming different levels of

geologic heterogeneity as well as pollutant dispersion, and to evaluate the effectiveness of
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various monitoring wells sampling frequencies. Two different cases were examined, as far as
duration of pollution is concerned, assuming instantaneous and precipitation triggered
pollution, where pollution diffuses into the aquifer proportionally to rain height during the

monitoring period of time.

This work introduces a new perspective for the correction of risk analysis.
Contemporary risk analysis considers the cost of alternative remediation procedures by
assuming that the contamination area to be remediated coincides with the area calculated at
the time of detection. However, there is always a considerable lag between the time that a
plume is detected and the time when remediation commences. This time lag constitutes a
random variable that depends on available resources and technologies, as well as efficiency of
administrative decision-making. A new risk analysis framework is proposed that corrects
estimated costs due to remediation delays.

Initially, the objective of this work was to numerically estimate in two dimensions the
probability of groundwater pollution detection, originating instantly from a point source
inside the physical boundaries of a landfill cell, achieved by a linear arrangement of varying
number monitoring wells. The monitoring installation was considered in different cases to be
located in various distances from the landfill facility and perpendicular to the flow field.
Sensitivity analysis was performed to define what is the minimum number of Monte Carlo
realizations where stochastically calculated detection probability is stabilized. Results were
compared with theoretical values that were analytically calculated in the case of a
homogeneous field. Having determined a high resolution simulation scheme, the distances of
monitoring wells from the landfill cell trailing edge were examined in order to define, for
every hydro-geological case simulated, the maximum detection probability a monitoring

setting may achieve.

Probabilities of detection and contaminated groundwater areas were calculated for
different arrangements of monitoring wells. It was shown that detection decreased as
heterogeneity increased. Monitoring with 20 wells provided high detection, while 3 wells
resulted in four out of five contamination cases remaining undetected. For fixed
heterogeneity, for each well arrangement, detection probability increased up to a certain
value, with increasing transverse dispersion coefficient, and then it decreased. The impact of
sampling frequency of wells on groundwater contamination detection was studied. The
frequency of sampling was a critical factor in heterogeneous aquifers. It appeared that a
minimum sampling should take place twice a year, with the monthly sampling being the
optimum choice, considering the effort involved and the improvement in detection. In
heterogeneous aquifers a large number of monitoring wells sampled infrequently did not

perform better in terms of detection than a lower number of wells sampled regularly. Finally,
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remediation action delay time was introduced as an expression that accounted for the delay
between detection and remedial action, in order to provide a correction to decision analysis
that evaluated the economic worth of well monitoring. This expression illustrated the fact that
delays longer than 3 years were equivalent to reducing the economic performance of 12 wells
to that of a lower number of wells, meaning that higher failure costs should be considered

than those assumed in current risk analysis.

Afterwards, high-resolution numerical Monte Carlo realizations were utilized to study
the impact of sampling frequency on detection probability at contaminated sites located in
heterogeneous subsurface environments, in conjunction with different hydro-geological
parameters. For all types of soils detection probability was seen to decrease as sampling
became less frequent. Irrespective of the density of a monitoring network at highly dispersive
subsurface environments, a very rigorous sampling schedule had to be maintained in order to
retain the detection performance of the network. Highly heterogeneous soils through the
presence of low permeability zones appeared to impede the spread of the contaminants and,
hence, restrict the effects of dispersion. Analysis of the time lag, between the time that
contaminants first appeared at monitoring locations and the time they were actually observed,
as well as of the increase of the plume area that resulted from this time lag, led to the
conclusion that monthly sampling was required for a wide range of hydro-geological
environments. Moreover, sampling frequency impact on remedial action delay was studied. It
was demonstrated that in highly dispersive environments the remediation response must be of
the order of a few months if one does not wish the contaminated areas and remediation costs

to grow significantly.

Then, it was numerically studied how the number of point pollution sources, the size of
the controlled area (landfill) and the quantity of an instantaneous aquifer injection pollution
event affected detection probability by a linear monitoring well arrangement. For this purpose
a two-dimensional high resolution Monte Carlo stochastic model was utilized. In each
examined parameter it was considered that the rest of the factors affecting detection
probability estimation remained constant. Simulations were performed in the context of
uncertainty factors deriving from the environment itself, where the pollution was propagating,
and the lack of information about certain parameters, concerning the initial conditions of the

leak.

It was numerically verified in the cases examined that as the size of the control area
became larger, while the number of wells remained constant, detection probability decreased.
Consequently, if the width of a control area was increased, so should the number of
monitoring wells, so that the same well density would be maintained. In all simulated cases,

the general observation was that when two similar groundwater pollution sources were
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present, then contamination detection was easier as the average detection probability
increased between 35% — 55%. The same trend in detection probability increase relative to

single source cases was observed, regardless of the sampling frequency.

The simulation results indicated that when the initial concentration of pollution was
below 1,000 mgr/It, its detection was very hard, regardless of the aquifer’s hydro-geological
parameters. The efficiency of monitoring wells in low to medium dispersion aquifers reached
a maximum, which was independent of the initial mass of pollution intruding the aquifer. The

turning point of the concentration of the initial pollution was C =8,000mgr /It, which was

the value where detection probability reached a plateau. It was also observed that only in high
dispersion environments increase of pollution resulted in higher detection probability. In
every case lower concentrations were harder to be detected, dictating that in order for
monitoring setting to be sensitive at least simulation level, even in small amounts of pollution,

a minimum of 12 wells must be used.

Finally, considering a different way groundwater pollution in the context of triggering
it according to local precipitation events, it was assumed that there was a point pollution
source inside a controlled area of specific dimensions (landfill, industrial installation, military
base), which injected a quantity of pollutant inside the aquifer, each time rain occurred. The
guantity of the pollutant that diffused into groundwater was considered linearly proportional
to the recorded daily average precipitation height. Data from a thirty-year time series of daily
average rainfall from Macedonia airport was used and linearly coupled with the pollutant
mass diffused directly into the aquifer, assuming that no recharge occurred. The two-
dimensional area was downstream monitored by a linear arrangement of wells network,
consisting of different numbers of drilling wells in each studied case. The ability of the
monitoring installation was evaluated through the probability of successful pollution
detection. The effects on successful pollution detection of the aquifer’s hydro-geological
parameters, as they were reflected in the field’s hydraulic conductivity variance and
dispersion coefficients, have been studied too. Moreover, the influences of the aquifer
sampling frequency and of the remedial actions delay time were examined into detection
probability that a monitoring wells arrangement can achieve. Results were directly compared
to those of instantaneous pollution simulated cases, considering the rest of the computational

parameters common.

It was shown that detection probability of a monitoring arrangement increased faster, as
the number of wells increased, in precipitation related pollution than in instantaneous cases.
In all simulations the main hydro-geological parameter affecting detection probability,
average detection time and average contaminated area, was the dispersion of the field. In the

case of precipitation triggered heterogeneous aquifer pollution, sampling frequency
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practically did not seem to affect detection probability of the monitoring network. In any
simulated case, remedial action delay time was essential in estimating the risk concerning the
detection ability of a groundwater monitoring installation, as it was a hidden parameter that

might give a very big offset in risk calculation.
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[IEPIAHWH

To vadyel vepd amoTeAOVV GMUAVTIKY) QLOIKN NYNY TOGIoL vepov. Ot avBpwmot
oG ToTEVAY OTL TO PLGIKO PIATPAPIGLE TOL VEPOL G AMOTEAEGLLA TNG VILOYEWLG POG TOL
NTav apketd Yy vo TOPEYEL TKOVY TPOCTAGIO OTO HOAVVOELS, €T01 MOGTE YWPIc Kopio
emeepyacia 1o vepo va pumopel va dtotebel yio otklakn kot aypotikn xpron. Tote, Spapatikd
yeyovota ™ dekaetio Tov 1970 (m.y. n mepintwon tov Love Canal) ékavav tovg mavteg va
GULVELINTOTOGOVV OTL Ta. LILHYELD vepd giyav LolvvOEel amd ekaTOVTAdEG (IMAOES VITOYELEG
oekapevég amobnkevong mov elyov Sappoés, deEapeveG PropumyoviK®y amoPANTOV, OIKIOKA
ONTTIKQ GLOTNUOTO, OOTIKOVG Kot PBlopnyavikohs ydpovs TagNG OTOPPIUUATOV, TuYoieg
YNUIKES O10PpPOEG, ATPOGEKTN YXPNOT OALTAV, TUPAVOUN AmoOppwYn omoPANTOV, Kabdg
EMIONG KOl OO EKTETAPEVT] XPNOT YEOPYIKOV ynukdv. H pdivvorn tov vroyeiov vodrtmv

&ywve 10 onuoavtikdtepo epPoarioviikd {fTnua g dekaetiog tov 1980.

And ™ otyun mwov Oo polvvBodv to vmdyelw Voata, eivar SVOKOAO Vo
amokotactadovv. H amoxatdotaon t@v vroyeiov vddtwv mov £xovv pwoivviel amd didbeon
avOpoOTOYEVOY YNUIK®DV, G€ T€T010 Pabud dOTE Vo ETTPETETAL 1| OTEPLOPLOT ¥PNON OVTAOV
TOV VOUTOV Kol 1 ék0eon 67 OVTO, TOPUUEVEL ONUOVTIKY TEXVIKN Kot Ogouikn mpoKAnon.
Emutiéov, éva kuplapyo xopaKINPIoTIKO TOV TPOCTUOEIDV VTOYELNS ATOKOTAGTACTC VOATMV
amoTELOVV 01 YpovoPopeg kabvotepnoelg amd Tn GTIYUN TG avakGALYNG TOV TPOPANUATOS
®¢ ™V emilvon tov. Oplouévec artieg yU ovTO TO EKTETOUEVO YPOVOILOYPELLOTO
TEPILOUPAVOLY TIG OVOTOTEAEGUATIKEG VITOYELEG EPEVVEG, TIG OVOKOMEG YOPAKTNPIGUOD TNG
@vong Kot Tov peyébovg Tov TPOoPANUATOS G TOAD €TEPOYEVR LILOYELD TEPIPAAAOVTA, TIG
TEYVOLOYIEC OMOKATACTOONG Kot io TAEAS0 Ol0IKNTIKMV, OTPOTNYIKOV KOl  TOATIK®V

TOPAYOVIWV.

Eivar gpoavég ot yio vo eheyybel m poivvon tov vmoyeiov voATOvV HECH €VOC
CLOTNUOTOG GUECTG €WOmoiNoNg Kot vo, gAaylotonombel 10 KOGTOG OTOKATAGTUONG,
amorteiton €vo, cOHOTNUO GuvayEPHoD Tov Ba Tapakoiovbel oe otabepn Paon v modTHTA
TV VIoyeimv védtv. O oyedoudg evog aEOTIGTOV KOl OTOTEAECUATIKOD GUGTIHOTOC

nopokolovOnong eivor  €EAIPETIKA  OMUOVTIKOG Y10 TOV GUVOAIKO OyYedoUd oG
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EYKOTAGTOONG TTOL 16MG OMNUOVPYNGEL ATMEIAT LOAVVONG G€ VIOYEL VOATO. TNV TEPITTMOON
mapakoloOnong g aviyvevong LOALVGNG LIOYEIDY VOATOV Y10 YDPOVG VYELOVOUIKNG TOPTS
anoppiupdtov, ot kavoviepoi g E.E. cuvnbog amattodv éva mtnydadt vrofddpov (avavn)
Kot dVo nydda kotavin. H 8éom, o apBude (tépav tng eldyiotng amaitnong) Kot to Babog
TV myadldv eAéyyov kabopilovior amd Tov SoYEPIoT TNG EYKATACTAONG KOUT 0T TIC

TOTIKEG OPYEG. ZTIG TEPICCOTEPEG TEPUTTMGELS, dIEVEPYEITAL TPIUNVIOLO OETYLOTOANYidL.

H vrdyeio pomavorn védtov Aoy S10ppodv GE YHOPOLG TAPNG OTOPPIUUATOV amoTEAEL
éva. onuovtikd Bépa Tig Tpelg teAevtaieg dekoetieg. Evd ot ydpotr vyslovoutknig Taeng
OTOPPLUUATOV OTOTEAODV TNV TLO SLUOESOUEVT] TPOGEYYIoN dlayEiptong TG TEMKNG d1abeon
otepe®@v amoPAntov eéattiog T OmAOTNTAG OTNV KOTOGKELY] KOl TOV YOUNAOD KOGTOUG
Aettovpyiag, o 16TOPIKE dEdOUEVA Lo dElYVOUY OTL Ol YMOPOL QVTOi TaPoVGLAlovy LYNAD
Babuo actoyiog 66ov apopd ot LOALVET VIoYEi®V VOdTwv. H gtepoyéveln Tov veddpovg
Kot m EAhenyn TANpogopiag oyeTkd pe TV akpipn Ofon kol Sdpkeln o Soppong
ka016T00V €EaIPETIKA SVOKOAN TNV TPOPAEYN Kat oviyvevor Lrdyelng LOAVVOTG TOL VEPOD
mpw avtn egamiwbel ko yiver eppovig. H mapakoiovdnon g poéALVeNG T0u vépoPdpoL
opifovta péocw mnyadidv eréyyov ennpedletal amd TOAALOVG Tapdyovtes afefatdTnTog, OTMS
TNV €TEPOYEVEWD. TOL YEMAOYWKOV TEPPAAAOVIOS, TNV TOCOTNTO Kot TN @UoN TOV
LOAVCUATIKOV 0LV, ToV aplBpd kol ) 0éon tov mnyadidv eAéyyov Kot T cuyvoTnTo
detypatoinyiog. [ap’ OAa ovtd, dev VTAPYEL AVAYVOPLOT] TOV TOPayoVTeV afefaidtntag o€

Beopiko enimedo.

H emroymg aviyvevon pog HOALVONG TV LIOYEI®V VEPADV OV UETOPEPETAL GTOV
VOPoPOpo opilovta eEaptdtar Auesa amd TV TOAVOTNTO VTOAOYIGHOD TNG Kivnong Kot Tng
Sl0OTOPAG TOV LOAVCUATIKOD TAPAYOVTA GTO TEPPAAAOV, KATL Y10 TO 0010 OVCLUGTIKA TOAD
Mya mpdypata yvopilovue. Avti N EMAENYT TANPOQOPLDY TPOKOAEITOL OO TIG OLVGKOMEC
TEPAUATIKOV PETPNCEWDY, GE OTOLOONTOTE amd TO CNUEN TOV, TOV SLPOPMY VIPUVAIKDV
WIOTTOV  &vOC  YEOAOYIKOD 7ediov (VOPALAIKY  Oy@YUOTNTA, VIPAVAIKO UET®TO,
dromepatdTTe, KTA) Y10, vo, TpoPfAEyovue, 1| £0T® Vo TPOGEYYIGOVE, TOV TPOTO LUE TOV OTTOI0
éva. mAOVMO pmopel va dtadobel otov vopopdpo opilovia. Emmpdobetor mapdyovieg
afePardomrog Tov TPoPANUATOC Eival 1 EALEWYT] TANPOPOPIDV GYETIKA UE TO ONuEio amd TO
omoio Eekvd n LOALVGT G Evay YDPO TUPNG OTOPPIUUATOV, 1 SdpKeELo TG OLOPPONG KOL 1)
éktaon Tov mAovpiov, Ta omoion cuvnbmg eEaptdvior amd TN @Oon Tov pumavih. Koatd
oULVETELD, gival advvaTo va Eépovpe pe Pefatdtnto Tmdg HeTABAAAOVTOL 01 GUYKEVIPHOGELS TOV
PLTTOVTI] GTO LTESAPOC, KATL TOV CNUAIVEL OTL OEV UTOPOVUE AuecH Vo TpofAéyovpe TV
mBavotnta  emiToyobg aviyvevong HOALVONG LIOYEimV VOAT®V UECH OE  ETEPOYEVEIG

VOPOPOPOLG 0pilovTeg amd pio GLYKEKPIUEVT SLATOEN TNYAOIDV ELEYYOV.
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Xmv mapovoa dwTpPny ovamtdybnke xor ypnowomomidnke Eva  oTOYOOTIKO
Oed1doToTO aplOUNTIKO HOVIEAO Yl VO OVTIUETOMOTEL TO TPOPANUA a&oddynong g
OTOTEAECLATIKOTNTOG TNG Oviyvevong vmOyewg pOTOVONG GE ETEPOYEVEIG VOPOPOPOLG
opifovtec péom ypappik®v datdéemv mnyadiwv tapakoiovdnong. [lapoio mov pmopel va
vrootnpydetl 61t n dioddoToTn TPOcEyyion Ogv gival Kot 1 MO PEOAIGTIKY TEPLYPAPT TNG
TPUYUOTIKNG KATAGTAGCTG, GTNV 0VGI0 ATAOTOLEL TO VTOAOYIOTIKO TPOPANLA YTl XAveL LOVO
NV KAOetn TANpoPopia GYETIKAE e TV Kivnomn kot v aviyvevon tov miovuiov. Emmiéov,
otav o1 optlovTiec doTAoELS VOGS VOPOPOPOL opilovta VIEPPaivovy KOTE TOAD TO TAYOC
TOV, OTIMG OTNV TEPITTOON UG, TOTE TO OMOTEAECUATO OTIC OVO OUGTAGEIS TAPEXOLY Uid
KOAT TPOGEYYION TNG TPAYUATIKOTNTOC. T apuntikd mepdpota mov Pacilovior oty
teyvikny Monte Carlo, 1 yeowloyikn etepoyévelo. mpocopoiddnke pe ) uébodo Spectral
Turning Bands ka1 1 voysa pHeETPOpE Kot dlomopd thg pomaveng pe m puébodo Random
Walk Tracking Particle. Ov mpocopowdoelg de€nybnoav yo. vo mTpocdlopiotody ot
mBavotnteg aviyvevong Kol ol mEPLOYES UOALVONG VTOYElmV VATV, TPolmobEéTovTag
OLPOPETIKE ETMIMEON YEMAOYIKTG ETEPOYEVELNG KOl SLOGTOPAS pumavTy), Kot va extiunBei n
OTTOTEAECLLATIKOTNTO SOPOP®Y GUYVOTNTOV OelypatoAnyiog mnyadldv mopakolovdnong.
AVO SLopOpeTIKEG TEPMTMOOEL; €eTAGTNKAY, OGOV a@opd o1n didpkeln TG pOTAVONG,
vroBéTovtog otypaio pOTOVON Kol pOTOVET AOY® PPoYOTT®GONG, OTOL 1| PUTAVOT| JLOYXEETOL
oTov  VOpoPopo opifovia kat’ avaroyio pe TO VWog Ppoxdmrmong v  mEpiodo

mapoKolovOnone.

H mapovoa epyacio avantocoet pio véa ontikn yio T 010pBmon g aviivong piockov.
H o0yypovn avdivon pickov e£etalel T0 KOOTOG EVIALIKTIKOV SLOOIKACIOV OTOKOTAGTACNG
mpobmofETovTag OTL N LOAVGUEVT] TTEPLOYN TPOG UMOKATAGTAGT GUUTINTEL [LE TNV TEPLOYT TOL
VTOAOYIGTNKE TN YPOVIKN 7ePiodo ¢ aviyvevons. Ev tovtowg, vmdpyer mdvtote i
onuavtikn kabdvetépnon petald g mePLodov wov va TAOOULO aviyvevdel Kot ¢ Tepltddov
mov Oa oapyicel M amokaTdoTOon] TOL. ALTH M Ypovikn kabvotépnon amotelel Tvyoio
petafinti mwov e€optdtol amd Tovg dlaBEGIOVE TOPOVS Kol TeEXVOLoYie, kabd¢ emiong Kot
OO TNV OTOTEAECUATIKOTNTO TNG OSWOIKNTIKAG AAYNG amopdoewv. Ilpoteivetar éva véo
mAaiclo avdAvong pickov mov O10pHdvel TO EKTIUOUEVO KOGTOC AOY® kabfvotepnoemv

OTOKATAGTACT|G.

Apyikd, 0 oTOYOC TNG TOPOLGUS EPYOCIAG NTUV O aPlOUNTIKOG VTOAOYICUOS GE VO
dotaoelg g mbavotntog aviyvevong podmaveng vmoyeiov vddtwv, M omoio Eekiva
oTiypoio. amd pion ONUEDK TNYN EVIOC TV QUOIK®V Oopiov &vog ympov omdbeong
OTOPPLUUATOV Kol EMLTVYXAVETOL amd pio Ypoupikn oidtadn mnyadidv topakorlovbnong mov
amoteleitor KAOe @opd omd OlpopeTKovc  aplBpovg mnyodiwv. Oewpnbnke Ot M

EYKOTACTOOT TOPAKOAOVONOTG, GE S10POPETIKEG TTEPITTAOCEL;, PPICKETOL GE OOPOPETIKEG
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OTOGTAGELS OO TNV EYKATAGTOCT] TOL YDOPOL amdOECNG AmOPPIUUATOV Kot KABETO 6TO MEdI0
pong. Ipaypotomomfnke €leyxoc evaichnociog Tov HOVIEAOL Y Vo TPOGdoploTeEl O
eldyiotog aplipog eravalnyenv Monte Carlo 6mov n 6Toyactikd vroloylopevn ThavoTnTa
aviyvevong otabeponoteital. ‘Eywve ovykpion tov oplOuntikdv omoTeAeCUATOV UE TIG
Bewpnrikéc Tipég o1 omoieg vroroyifovtal avaAvTIKE otV TEPITTMON VO OLOYEVODG TEdIOL.
"Exovtag mpocdiopicel £va VYNANG S10KPLTOTNTOC GO TPOGOUOIDGE®DY, Ol OTOGTACELS TMV
TYadlv TopakoAovdnong and 1o ¥elAog EKQLYNG TOL YMPOL OTODECT| ATOPPLUUATOV
efetdotnoy pe okomd Vo TPOGOOPIOTEL, Yo KAOE VOPO-YEWAOYIKN TEPIMTTOON TOL
TPOCOUOIDONKE, 1 LEYIOTN TOAVOTNTA aviyveLong Tov propel va emitevydel amd pio didtaén

napakorlovOnonC.

Ot mOovOTNTEG AVIXVELONC KOl Ol UOAVGUEVEC TEPLOYEG TOV VIOYEIMV LOATOV
VTOAOYIGTNKOV Yl0 OUPOPETIKEG JOTAEELS TNYaddY TapakorlovOnong. davnke o611 1
aviyvevon pewwvotay 66o 1 gtepoyéveln avéavotav. H mapakorobnon pe 20 anyddn
TOPELXE VYNA OVIYVELCIUOTNTA, EVA 1) aVixvevon Ue 3 TNyddld giye O UTOTELECUO TN UN
aViYVELOT| TEGGAPMV GTIC TEVTE MEPUTTMOGELS LOAVVONG. BempmdvTog oTabepr| TV eTepoyiveLln
tov mediov, yw kdfe Sdtaln mmyaduwv, M mBavotnTa oviyvevong avéndnke péyxpt pio
GUYKEKPIUEVT] TIUN, KaODG av&avotov O GCULVIEAESTNG E€YKOPCLIG Ol00TOpPds, Kot HETA
pewwdnke. MehetnOnke n emidpacn g cvuyxvoTNTOS OEIYUATOANYING TOV TNYAdIdV GTNV
aviyvevorn pomavong vmoyeiov vodtwv. H ocvyvomta dstypatoinyiog Mrav Kpioiuog
TapAyovTag o€ €TEPOYEVELG VOPOPOpEiG. Davnke OTL N eAdylotn derypatoAnyia Oa Empene va
yivetar 600 @opéc avd £10G, evd M pnviaia dstypoatoinyio edvnke g 1 PérTiotn Avon
Aopupdvovtag v’ oyn v omottovpevn Oadwkacio Kot T PeAtioon aviyvevong. Xe
etepoyevelg vOpoPoOpovg opiloviec, peydhog aplBpoc myadidv mopokolovOnong omd To
omoia 6gv yvotay cvyvn detypatolnyio dev amédmony KOADTEPU GE OPOVG aviyvevong o’
OTL HKPOTEPOC OplOUdC TNYOdIDY amd T 0moio yvoTaY TOKTIKY OstypatoAnyio. Télog, o
xPOvoG  kabvoTéPnong NG  EVEPYENG OmOKOTAOTOONG €loNyOn ®¢  €Kepact oL
avTImpocOmeLE TNV kafvotépnon uetald g aviyvevuong Kol TG EVEPYELNG OTOKATAGTUCNG,
TPOKEWEVOL Vo, glodyel pio dopbmon oy avaivorn omdéeoacng 1 omoia aloloyovos
OIKOVOUIKG T 7nYyadio mapoakorlovOnonc. Avty 1 ékeppacn Katédelse 10 Yeyovog OTL
kaBvoTtepNoElC TEPAY TOV 3 ETOV 1G00VVAUOVGOV UE HEIMOT TNEG OIKOVOUIKNG amddoong 12
Tyodldv oto eminedo dotdEe@v pe wikpotepo oplbud mnyadidv, dniadn o émpeme va
Moedel v’ oyn peyoldtEpo KOGTOC aoToyiog amd ovtd mov cuvibdwg Oempeitor oty

avéAivon pickov.

21 ouVEKELN, YPNOLUOTOMONKAY VYNANG dSoKPITOTNTOS AplOUNTIKEG EMAVOANWELG
Monte Carlo ywo va peletnfel n emidpaon tng ovyvotntag detypoatoAnyiog oty mbavotnta

aviyvevuong, o€ HOAVGUEVES TEPLOYEC TTOL EVTOTILOVTAV GE €TEPOYEVN LILOYELN TTEPIPAAAOVTAL,
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€ GLVOVLAGUO UE SLPOPETIKES VOPO-YEMAOYIKES TTapapETpovs. o dAovg Tovg THmOVS TV
€00.p@V TapatnpnOnke OTL 1 TOAVOTNTO AViXVELONG HEIOVOTAY OGO 1) dETYHATOANYiA YIVOTAV
Aydtepo cuyva. AveEapmnto omd TV TLUKVOTNTO TOL OIKTHOL THPUKOAOVONGNG GE LIOYELN
nepBdAlovta VYNANG olacmopds, Empeme vo. tpndel €vo TOAD QLGTNPO TPOYPOLLLLOL
detypatolnyiog €161 dote va dtatnpndel n anddoor aviyvevong tov diktvov. Edaen vyning
eTePOYEVELag, eattiog Tng mapovsiag {OvavV yoUnAng SomePATOTNTOC, PAVIKE OTL EUTONLOV
NV e£UMTAMOT TOV PLTAVTIOV Kal, KOTO GUVETELN, TEPLOPILaV TNV eMidpacn g dwacmopdc. H
avdAivon g kabvotépnong LeTa&d Tov XPOVOL TPAOTNG ELPAVICTS TOV PLTTOVTIOV GTO CTMEiN
TOPOKOAOVONONG Kol TOL ¥POVOL TOVL TPAYLOTIKG Tapotnphonkay, kabdg eniong kot M
avénon otV TEPLOYN TOV TAOLUIOV 7OV TPOEKLYE OO VTN TN YPOVIKN Kabvotépnon,
00N YNGOV GTO GUUTEPUGHE OTL OTOLTOOVTIOV pnvicio detypoatoinyio yioo €vo LEYAAO €0POG
VOPO-YEMAOYIKOY TopapéTpwv. EmmAéov, upedetinke 1 emidpoaon g ouyvotnTog
detypatolnyiog oty kabvatépnon evépyelog amokotactacns. Pavnke 6t g mepfdiiovia
VYNANG SLOOTOPAG 1 OVTIOPAIOT] TOKATACTOOTG TPETEL VAL €ival TG TAENS LEPIKADY UNVAOV AV
Kdmolog dev emBupel oNUOVTIKA aOENCT TOV HOALGUEVOV TEPLOYDY KOl TOV KOGTOVG

OTOKOTAGTAONG.

‘Emeita, peietinke apOuntikd o tpdmog pe tov omoiov o apBpodg TV GNUELNKOV
mMyov pomavons, to péyebog g meployng eAEyxov (xdpog amdBeonc amofAntov) Kot m
TOGOTNTO HOG OTIYUIOH0G £yyuong pOTOVeNG oTov VIpoeodpo opilovia emnpedlovv v
mBavotnta aviyxvevong poéivvong omd pia ypoppikn didtaén nnyaduwv topakoiovdnong. I't
avtdV TOV OKOTO Ypnolponomdnke éva SoddoTATO, LYNANG SOKPITOTNTOS, GTOXAGTIKO
povtého Monte Carlo. Xg kd0e efetalduevn mapdpetpo Bewpndnke o611 o1 VWOAOWTOL
Tapdyovteg mov emnpedlovv Tov VIOAOYIOUO NG TOAVOTNTOG OVIXVELONG TOPEUEVAV
otabepoi. Ot TpocopoIdcelC Tpayuatoromnkay ota TAaiclo Tapaydviov apefoidtrag mov
TPOKVTTTOVY 0td TO 1010 T0 MEPPAALOV, OOV 1) POTAVGT UETAPEPETOAL, KAl amd TNV EAAEIYN
TANPOQOPLDY GLYKEKPIUEVOV  TOPUUETPOV, 7OV OPOPOVV OTIG OpPYIKEG OLVONKEG NG

Slappong.

EmBePoardbnke aplOuntikd otig mepmtdcelg mov eéetdotnkay 0Tt Kabmg av&avotay o
uéyebog ¢ mepPloyxnNg EAEYYOL, EVD 0 aplOUOC TV TNYAdIOV TopEUEVE 0TOOEPAC, LEIOVOTAV M)
mhavoTnTo aviyveuonc. uvenme, av avéoavotay o TAATOG UiaG TEPLOYNS EAEYXOV, TO 1010 Oa
énpene vo ocvpuPel kot pe tov opldpd v Inyadidv moapakoiovdnong, £1cl doTtE Vo
STNPOVVTOY 1 TVKVOTNTA TOVG. X& OAEG TIC TEPUTTMOELS OV TPOCOUOIDONKAY, 1 YEVIKN
TopoTNPENoN MTaY OTL OTaV LANPYOV 000 TAPOUOIEG TNYEG LEOYENS pOTAVONG TOTE 1|
aviyvevorn g HOAVVOMG MTav €VKOAOTEPM, KoBmdg M péon abvénorn g mBavoTnTOog

aviyvevong Ntav puetald 35% - 55%. apoanprnke n 6o avéntikn Tdon oty mbavotnta
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aviyVevuog o€ GYEON LE TIG TEPITTACELS PO TYNG pOTAVON S, aveEapTnTa amd T cuYvOTNTA

detypatolnyiog.

To amoteAéoHOTA TOV TPOGOUOIDGEDY JELYVOLV OTL OTAV 1 OPYIKT GLYKEVIPWOOT TNG
pomavong nrav katm oamd 1.000 mgr/lt, n aviyvevor| g ftav ToAd d0cKoAn, aveEaptTnto amd
TIG VOPO-YEMAOYIKES TAPAUETPOVS TOL LOpoopéa. H amotelespotikdtnta TV Tnyodudv
TOPOKOAOVONGNG GE VOPOPOPEIC e YOUNAT ¢ UETPLOL dOOTOPA £QTOCAY GE pio PEYIOTN
TN, ave&aptnn amd v apykn péla tng pomavong mov dieicduoe otov LOPOPOPo opilovra.
To omnueio KOPTAG TNG GVYKEVTPOOTG TG 0PN pOTtaveng tav C =8,000mgr /It , n onoia
Ntav N Tn oty onoia 1 wlhavoétnTa aviyvevong éptoace o€ onueio Tlotd. [oapotnpnonke
emiong 0Tl Hwovo oe mePIPAAAOVTO VYNANG dloomopdc 1 avénom g UOALVONG Elxe ®G
amotéleocua vyniotepn mhavotnto oviyvevong Xe kdbe mepimtmon, MTav SOGKOAO Vv
aviyveufodv younAé TIUEG CLYKEVIPMONG, LTOOEIKVOOVTAG OTL TPOKEWEVOL i didtaén
mTapakolovOnong va gival evaicOnTn, TOLAGYIGTO KATE TNV TPOCOUOIMGT TNE, OKOUT KoL Yo

WIKPEC TOGOTNTES POTTAVONG, AOLTEITOL 1) YPTION EVOC EAGIGTOL aplBuoy 12 wnyadimv.

Téhog, peleT@VTOC £VaV SIOPOPETIKO TPOTO PUTOVOTG VITOYEI®V VOUT®V GTO, TANIGLO
™G TPOKANONG TNG COLPMVA TNV TOTIKTY PPoyOTT®oT|, VITOBEcAE OTL VINPYE P CIUELOKN
yN pOTAVONG LEGA GE EAEYYOUEVN TTEPLOYN CLYKEKPIUEVOV SOCTACEMY (YdPot amdBeong
amoPANTOV, POUNYXOVIKEG EYKATOOTACEL, OTPOTIOTIKEG PACEG) 1 omoio SloyETeve Lua
TOGOTNTA POTAVONG VIO TOV VOPOPOPOL opilovta og kdbe Ppoydntmwon. H mocodtTO TOL
puTavT OV OloyedTav oTa LVIdyeE VoaTe BewpnOnKe ypappKd ovaloyn ®¢ TPOg TNV
NUEPTOLO KOTAYPAPT TOL HEGOV VYOG PpoydnTmonc. Xpnotiponomdnkav dedopéva and pio
ypovooepd 30 etdv péong muepniowg Ppoxdmtmong oto agpodpouo «Makedovioy Kot
CLCYETIOTNKAY YPOUIKA pe Tn pala Tov puravt Tov dwoyedtav anevbeiog oTov VIPOPOPO
opifovta, vmoBétovtag OTL Oev elyape emavoeoptior] tov. H dwdidotatn meproym
EMTNPOVVTIOV KATAVTN a0 YPOUUIKT S1dTaén SIKTOOL TNYAdIDY, TO 0T0I0 ATOTEAOVVTAY 0d
SpopeTikd  aplBud  yewtpnoewv-mnyadlidv o€  Kabe mepimtwon mov  peAeThOnKe.
MeletnOnkav emiong ol EMOPAGELS TOV VOPO-YEDMAOYIKMOV TOUPUUETPOV TOV VOPOPOPED, GTIV
EMTUYN OVIXVELGN NG POTOVONG, ONTMOG EKPEPACTNKAV OTI  OLOKDUOVOT  VOPUVAIKNAG
ayOYOTNTAG TOL TESIOV KOl GTOVG GUVTEAEOTEG dloomopdc. Emimhéov, efetdotnkav ot
EMOPACEIC NG oLYVOTNTAG OEIYUATOANYIOG TOL LOPoPOpoL opilovio Kol Tov YPOVOL
KaOVGTEPTONG EVEPYELDY AMOKATAGTUONG GTNV TOOVOTNTO CVIXVELGNG TOV UITOPEL VO TETVYEL
po otdtaln myadidv mapokorovdnone. To arnoteléouato cuykpidnkoy Gueso Le ovTh TV
TPOCOUOIOUEVODY  TEPITTMOEMY  oTIyploiag pomovong, Oeopdvtag 0Tt o1 vEdAoUTES

VTOAOYIGTIKESG TOPAUETPOL NTOAV KOWVEG.

®ddévnie o6T1 . mBovoTTO. Oviyvevong piog Odtaéng mopakoiovOnong ovéavotav

ypnyopotepa, Otav avéavotav K 0 apldpdc Tov anyadidv, oe pOTAVOT GYETILOUEVT UE
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Bpoyoémtwon an’ 0Tl OTIC TEPIMTAOCELS OTIYUIOi0g POTAVONG. X OAEG TIS TPOGOUOLDGELS M
KOplL VOPO-YE®AOYIKY| Tapdpetpog mov emnpéale v mbavoémra oviyvevons, tov pEGO
xPOVO aviyvevong kot TN pHEOT HOAVLGUEVN TEPLOY] MTAV M domopd ToL mediov. XNV
TePInTOON TPOKANGNG amd PBpoyxdntwon pOmAvVeNSg €TEPOYEVONS VOPOPOPED, 1 GLYVOTNTA
detypatolnyiog mpakTikd dev eavnke va ennpedlel mv mhovotnta aviyvevong evog diktoov
mopokolovdnone. e kabe mepintwon mov TPocouomOnKeE, 1 KaBLOTEPNON TOV EVEPYELDV
OTOKOTACTACNG NTAYV OLCLOONG YlO. TOV VTOAOYIGHO TOL PICKOL 7OV OQPOPOVGSE GTIV
wKovoTTe aviyvevong Miog €YKOTAGTOONG Tapokolovnong vrmoyeimv vddTeV, KaBdS
OTOTELOVGE KPLQN TOPAUETPO TTOL B0 HITOPOVCE VO, TPOKOAEGEL HEYGAN OmMOKAION GTOV

VTOAOYIGUO TOV PiGKOV.
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CHAPTER 1

Introduction

1.1 Groundwater Pollution

Safe drinking water is essential to human and other life form survival. Actually, it is the
special physical and chemical properties of water which render it a significant factor for the
existence of life on Earth; at least in the form we know it. Yet, not all of this water is suitable
for humans to use. In fact, only 2.5% of the Earth's water is freshwater. Less than 0.3% of all
freshwater is found in rivers, lakes and the atmosphere, whereas an even smaller amount
(0.003%) is contained within biological bodies and manufactured products (Gleick,
1993).This natural resource is becoming scarcer in certain places, and its availability is a
major social and economic concern. Water, however, is not a finite resource, but rather re-
circulates during the Earth’s water cycle, where it moves continually through evaporation and
transpiration (evapo-transpiration), condensation, precipitation and surface runoff, usually
reaching the sea. Some runoff infiltrates the ground and goes into aquifers. This groundwater
later flows back to the surface from springs and ends up recharging rivers or flowing directly
into the sea. Groundwater storage is important since clean freshwater is essential to the

survival of humans and other land-based life.

Groundwater, which is thought of as liquid water flowing through shallow aquifers, is a
natural resource which constitutes the largest reservoir of freshwater in the world, accounting
for over 97% of all freshwaters available on earth (EU/Groundwater-Directive, 2008).
Technically, groundwater can also include soil moisture, permafrost, immobile water in very
low permeability bedrock and deep geothermal or oil formation water. Until recently, focus
on groundwater has mainly concerned its use as drinking water (e.g. about 75% of European

Union (EU) residents depend on groundwater for their water supply), and groundwater has
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also been recognized as an important resource for industry (e.g. cooling waters) and
agriculture (irrigation). It has, however, become increasingly obvious that groundwater should
not only be viewed as a water supply reservoir, but should also be protected because of its

environmental value (EU/Groundwater-Directive, 2008).

Most concern over groundwater contamination has focused on pollution associated
with human activities. Human groundwater contamination can either be directly related to
waste disposal (private sewage disposal systems, land disposal of solid waste, municipal
wastewater, wastewater impoundments, land spreading of sludge, brine disposal from the
petroleum industry, mine waste, deep-well disposal of liquid waste, animal feedlot waste,
radioactive waste) or not (accidents, military operations, certain agricultural activities,
mining, highway de-icing, acid rain, improper well construction and maintenance, road salt)
(LENNTECH, 2013). Since groundwater moves slowly through the subsurface, the impact of
anthropogenic activities may last for a long time. This means that pollution which occurred
some decades ago — originating from agriculture, industry or other human activities — may
still be threatening groundwater quality today and, in some cases, will continue to do so for

several generations to come.

Large quantities of organic compounds are manufactured and used by industries,
agriculture and municipalities. Recent reports show that pollution from domestic, agricultural
and industrial sources is still a major concern, despite the progress in some fields, either
directly through discharges (effluents) or indirectly through the spread of nitrogen fertilizers
and pesticides, as well as leaching from old contaminated industrial or waste disposal sites
(e.g. landfills, mines, heavy manufacturing industry etc.). While point sources have caused
most of the pollution identified to date, there is evidence that diffuse sources are having an
increasing impact on groundwater. For example, nitrate concentrations currently exceed the
nitrate guideline values in approximately one third of groundwater bodies in Europe
(EU/Groundwater-Directive, 2008).

These man-made organic compounds are of most concern. In many locations
groundwater has been contaminated by chemicals for many decades, though this form of
pollution was not recognized as a serious environmental problem until the 1980s. According

to Lenntech website, contamination sources may be:

Natural: groundwater contains some impurities, even if it is unaffected by human activities.
The types and concentrations of natural impurities depend on the nature of the
geological material through which groundwater moves and the quality of the recharge
water. Groundwater moving through sedimentary rocks and soils may pick up a wide

range of compounds such as magnesium, calcium and chlorides. Some aquifers have
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a high natural concentration of dissolved constituents such as arsenic, boron,
selenium and chromium. The effects of these natural sources of contamination of

groundwater quality depend on the type of contaminant and its concentrations.

Agricultural: Pesticides, fertilizers, herbicides and animal waste are agricultural sources of
groundwater contamination. Their manifestations are varied and numerous: spillage
of fertilizers and pesticides during handling, runoff from the loading and washing of
pesticide sprayers or other application equipment, use of chemicals uphill from or
within a few hundred feet of a well, storage of agricultural chemicals near conduits to
groundwater, such as open and abandoned wells, sink holes, or surface depressions
where ponded water is likely to accumulate. Contamination may also occur when
chemicals are stored in uncovered areas, unprotected from wind and rain, or are
stored in locations where groundwater flows from the direction of the chemical
storage to the well.

Industrial: Manufacturing and service industries have high demands for cooling water,
processing water and water for cleaning purposes. Groundwater pollution occurs
when used water is returned to the hydrological cycle. Modern economic activity
requires transportation and storage of material used in manufacturing, processing, and
construction. Along the way, some of this material can be lost through spillage,
leakage or improper handling. The disposal of waste associated with the above
activities contributes to yet another source of groundwater contamination. Some
businesses, usually without access to sewer systems, rely on shallow underground
disposal. They use cesspools or dry holes, or send the wastewater into septic tanks.
Any of these forms of disposal can lead to contamination of underground sources of
drinking water. Dry holes and cesspools introduce waste directly into the ground,
whereas septic systems cannot treat industrial waste. Wastewater disposal practices of
certain types of businesses, such as automobile service stations, dry cleaners,
electrical component or machine manufacturers, photo processors and metal
fabricators, are of particular concern because the waste they generate is likely to
contain toxic chemicals. Other industrial sources of contamination include cleaning
off holding tanks, spraying equipment on the open ground, waste disposal in septic
systems or dry wells and storage of hazardous materials in uncovered areas or in
areas that do not have pads with drains or catchment basins. Moreover, underground
and above ground storage tanks holding petroleum products, acids, solvents and
chemicals can develop leaks from corrosion, defects, improper installation or
mechanical failure of the pipes and fittings. Furthermore, mining of fuel and non-fuel

minerals can create many opportunities for groundwater contamination. The problems
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stem from the mining process itself, the disposal of waste and the processing of the

ores and the waste they create.

Military: operations and maintenance of military systems, such as fighter aircrafts, ships and
vehicles, are activities similar to industrial ones, producing a great amount of
pollutants. Even if national regulations are applied to all of these military activities
concerning waste handling, there are cases on the battlefield during military
operations where environmental issues are not the first priority. In addition, usage of
weapons that cause infrastructure damage may create uncontrolled groundwater
pollution, as storage facilities or industrial resources destruction can release
chemicals into the ground, which will infiltrate the aquifer or may be transported
away from the theatre of operations, affecting people and polluting communities not

invoked in the confrontation.

Residential: Residential wastewater systems can be a source of many categories of
contaminants, including bacteria, viruses, nitrates from human waste, as well as
organic compounds. Injection wells used for domestic wastewater disposal (septic
systems, cesspools, drainage wells for storm water runoff, groundwater recharge
wells) are of particular concern to groundwater quality if located close to drinking
water wells. Improper storage or disposal of household chemicals such as paints,
synthetic detergents, solvents, oils, medicines, disinfectants, pool chemicals,
pesticides, batteries, gasoline and diesel fuel can also lead to groundwater
contamination. When these chemicals are stored in garages or basements with floor
drains, spills and flooding may introduce them as contaminants into the groundwater.
When thrown in the household trash, these products will eventually be carried into
groundwater because community landfills are not equipped to handle hazardous
materials. Similarly, waste dumped or buried in the ground can contaminate the soil

and leach into groundwater.

Once contaminated, groundwater is difficult to restore. A study by the United States of
America National Research Council (U.S.N.R.C., 2012) indicated that there are at least
126,000 groundwater sites that may have contaminated soil or groundwater, requiring some
form of remediation. Almost 10 percent of these sites are considered "complex,” meaning
restoration is unlikely to be achieved in the next 50 to 100 years due to technological
limitations. The same report adds that the estimated cost of complete cleanup at these sites
ranges from $110 billion to $127 billion, but the figures for both the number of sites and the

costs are likely underestimations.
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One dominant attribute of subsurface remediation efforts has been the lengthy delays
between discovery of the problem and its solution (U.S.N.R.C., 2012). The reasons for these
extended timeframes are now well-known: ineffective subsurface investigations, difficulties
in characterizing the nature and extent of the problem in highly heterogeneous subsurface
environments, remedial technologies incapable of achieving restoration in many geological
settings, continued improvements in analytical detection limits leading to discovery of
additional chemicals of concern, evolution of more stringent drinking water standards, and the
realization that other exposure pathways, such as vapor intrusion, pose unacceptable health
risks. A variety of administrative and policy factors also result in extensive delays, including,
but not limited to, high regulatory personnel turnover, the difficulty in determining cost-
effective remedies to meet cleanup goals and allocation of responsibility at multiparty sites.

1.2 Groundwater Protection

Groundwater protection describes the management processes by which groundwater
quality and resources are protected against pollution and over-exploitation. This can mainly
be achieved by three interwoven factors: environmental legislation, ethics and education.
Each of these plays its part in influencing national-level environmental decisions and
personal-level environmental values and behaviors. For environmental and, consequently,
groundwater protection to become a reality, it is important for societies to develop each of
these areas that, together, will inform and drive environmental decisions (Solomon, 2010). In
the present study, only the component of environmental legislation will be of immediate
concern and will be used as a reference system, as this factor sets liability limits on the way

various human activities are controlled.

A policy establishment on groundwater protection expresses a political willingness
towards that direction and the way this policy will be applied is by setting regulations. In the
case of EU, laws designed to protect groundwater against pollution and deterioration are part
of a larger regulatory framework that can be traced back to the 1990s. The concept of
groundwater protection as tackled by different pieces of legislation is now fully integrated

into the basic measures of the EU Water Framework Directive.

There are specific basic regulatory measures of direct relevance to groundwater
protection. One in particular, the Landfill Directive, is of immediate concern in the present
study, as its limits have been applied to compare with simulation results. The Landfill
Directive seeks to prevent or reduce the negative effects of landfill waste on the environment,
including groundwater. It establishes provisions for issuing permits based on a range of

conditions, including impact assessment studies. For each site, groundwater, geological, and
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hydrogeological conditions in the area must be identified. The sites must be designed so as to
prevent groundwater from entering landfill waste, so as to collect and treat contaminated
water and leachate, as well as prevent the pollution of soils, groundwater or surface water by
using the appropriate technical precautions, such as geological barriers and bottom liners. The
Landfill Directive also sets a minimum requirement on groundwater quality monitoring. It
establishes criteria for waste testing and acceptance, taking into consideration the protection

of the surrounding environment, including groundwater.

Regarding municipal landfills, an initial sampling must be carried out in at least three
locations before the filling operations, in order to establish reference values for future
sampling. Having started the operation of the facility, a groundwater pollution detection
monitoring program must be established, which must consist of at least one up-gradient
background well and two down-gradient wells (EU, 1999/31/EC). The purpose of detection
monitoring is early detection of a release to groundwater based on comparison of down-
gradient well data to background data for a limited number of water quality parameters. The
number of monitoring wells can be increased on the basis of a specific hydro-geological
survey and the need of the operator to control the risk and the liabilities in case of
groundwater pollution. Regulation compliance of monitoring samples for an expanded suite
of hazardous constituents requires establishment of concentration limits (compliance or
cleanup standards), should any of these constituents be detected. Down-gradient well data is
compared to concentration limits for each well on a periodic basis. The purpose of
compliance monitoring is to determine if the release to groundwater is significant enough to
warrant corrective action. Corrective action typically requires leachate leak source location
identification and control, as well as groundwater remedial measures. The issues of a
monitoring system design for detection, along with a sampling policy and timely remedial

action compliance, are addressed in this thesis.

1.3 Landfills and Leachate

Increasingly affluent lifestyles and the continuing industrial and commercial growth in
many countries around the world in the past decade have been accompanied by rapid
increases in both municipal and industrial solid waste production. The sanitary landfill
method for the ultimate disposal of solid waste material continues to be widely accepted and
used due to its economic advantages (Renou et al., 2008). A municipal solid waste landfill
system is an engineered deposit of waste onto or into the ground in such a way that pollution
to the environment is prevented (ISWA, 1992). Alternatively a sanitary landfill, as defined in

Article 2 of the European Directive 1999/31/EC, is any area onto or into the ground used for
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at least a year for the disposal of solid waste. The critical components of a sanitary landfill are
a natural element, the hydro-geological setting, and four engineered ones: the bottom liner,
the cover, the leachate collection system and the monitoring system for the detection of a
potential contamination leak (Paleologos, 2008). The bottom liner and the leachate collection
system are complementary elements. The bottom liner constitutes the barrier to the
environment for liquid and gas leaks from a landfill, and the leachate collection system,
which is placed immediately below the waste, collects the leachate before it reaches the
bottom liner. If collection of the leachate were to fail, the hydraulic load would make the
liquid waste penetrate the bottom liner and be released in the environment (Figure 1.1). The
basic operation of the cover is to prevent the infiltration of water into a landfill and the
monitoring system checks the total operation of a landfill and its impact on the environment.

The main objective of landfilling is to provide a place for the final storage of waste in a
way that does not impair human health and the surrounding environment. This objective can
be reached by isolating the waste disposed of from the environment, so that emissions from
the disposal site can be collected and treated prior to their release to the environment
(Munawar & Fellner, 2013). Globally, more than 70% of municipal waste generated is
disposed of in landfills (Zacarias-Farah & Geyer-Allely, 2003).

The main landfill emissions are biogas, airborne particulates and leachate. Biogas is
produced during the biodegradation of the organic matter inside the waste bulk, while
airborne particulates are generated during waste mechanical compression. Leachate is defined
as the aqueous effluent generated as a consequence of rainwater percolation through waste, in
conjunction with the biochemical processes in waste cells and the inherent water content of
the waste (Renou et al., 2008). During landfill operation, leachates are produced mainly due
to infiltration of rainwater through the refuse tips (Tatsi & Zouboulis, 2002). Leachate may
contain large amounts of organic matter (biodegradable, but also refractory to
biodegradation), where humic-type constituents consist an important group, as well as
ammonia-nitrogen, heavy metals and chlorinated organic or inorganic salts. The composition

of landfill leachates varies greatly depending on the age of the facility (Lema et al., 1988).

While landfills in many countries are currently designed and manufactured to minimize
releases through the use of leachate barrier systems, capping of the site, leachate removal for
treatment and barrier failure or degradation over time make groundwater pollution possible,
while low rates of leachate removal in comparison to inflow to leachate treatment plants, for
instance due to a rainfall, can result in seepage to both surface and groundwater (Slack et al.,
2007). Despite all counter measures aiming at eliminating the chance of barrier leakage, the
risk of leachate groundwater contamination cannot be completely eliminated or even, in some

cases, controlled. The impact of landfill leachates on underlying aquifers has prompted a great
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number of studies (Apgar & Langmuir, 1971; Miller & Mishra, 1989b, 1989a; Kjeldsen,
1993; Kaczmarek et al., 1997; Gau & Chow, 1998; Riediker, 2000; De Cortazar et al., 2002;
Tatsi & Zouboulis, 2002; Slack et al., 2007; Renou et al., 2008). It is estimated by the U.S.
Environmental Protection Agency that all landfills, irrespectively of the type of bottom liner,
may present contamination leaks with time, and at least 40% of the operating landfills in the
United States exhibit “some type of leak” (ITRC, 2003).
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Figure 1.1: Main landfill characteristics and leachate escape into saturated zone

1.4 Problem Definition

Leachate production and management is now recognized as one of the greatest
problems associated with the environmentally sound operation of sanitary landfills, because
this liquid waste can cause considerable pollution problems by contacting the surrounding
soil, ground or surface waters, and therefore it is considered a major pollution hazard unless
precautionary measures are implemented (Baccini et al., 1987). The leachate problem is made
worse by the fact that many landfill sites are operating without an appropriate impermeable
bottom liner or an effective collection and subsequent treatment system (Lema et al., 1988),

meaning that after the facility closes it is highly probable for pollution to escape into

~ 38 ~



groundwater. Moreover, in abandoned landfills there is rarely any leachate collection and
removal system available. Thus, leachate gravitationally drains through the waste mass and
eventually develops a hydraulic head on the base of the facility (or liner, if one is present).
Either leakage is accelerated due to this increased head or the head continues to build in the

waste mass, creating groundwater pollution threat (Koerner & Soong, 2000).

In order for aquifer leachate contamination to be discovered, regulations impose the use
of a groundwater monitoring system. The objective of a monitoring network is to gather
information to be used for such purposes as characterization of ambient conditions, detection
of the existence or location of undesirable conditions, and verification of compliance with
regulations (Loaiciga et al., 1992). Therefore, the design of a reliable and efficient
groundwater monitoring system is of great importance for groundwater protection policy, as it
helps to determine the likelihood and severity of contamination problems. In addition, an

early warning would minimize the landfill operator’s liabilities.

However, because of the numerous and significant uncertainties involved, often it is
difficult to ensure that a specific monitoring system will perform as initially expected.
Uncertainty stems from the fact that we do not know exactly when and where the pollution
will originate and how it is going to evolve into underground environment for which very few
things are known. It is not possible to know beforehand when a containment installation or a
protective barrier will fail, allowing pollutants to intrude into groundwater, as long-term
durability of synthetic lining systems is in doubt (Allen, 2001; Zhao et al., 2007).
Consequently, the best thing to do is set an “alarm” mechanism in case of failure and aquifer

contamination.

Even though identifying leaks in landfill liners is an essential part of waste
management and there are leak detection tools, such as electro-chemical sensing (Rumer &
Mitchell, 1995; Laine et al., 1997), that can be installed to identify them soon after they occur,
legislation does not oblige facility operators to install such a tool. Because leak detection tools
are costly to install initially, landfill operators detect contaminant plumes caused by leaks in
the landfill liner by collecting groundwater samples and analyzing them. One limitation of
this method is that it does not prevent groundwater from becoming contaminated. Another
limitation is the expense of comprehensive monitoring for all groundwater which comes in

contact with a landfill.

Because the majority of landfills are lined with geo-membranes, most leaks are point
sources, not widespread (Giroud & Bonaparte, 1989; Rumer & Mitchell, 1995). This is
mainly due to the fact that usually leaks are developed at the bottom of the protective barriers,

underneath great quantities of waste, where there is no access to perform a direct inspection.
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Either due to a functional failure (material or leachate removal failure) or due to an accidental
event (liner tear or puncture) the footprint of the contamination source is usually very small.
If there is no monitoring well in the path of a plume, it is possible for the front of the plume to
pass by the line of wells at the point of compliance without being detected. This could also
happen in case sampling intervals of monitoring wells allow contamination to pass over
undetected. 99/31/ EU Directive states that the sampling frequency must be based on
possibility for remedial actions between two samplings if a trigger level is reached. In
general, groundwater should be monitored quarterly, biannually or annually, depending on the
type of waste, size and design of the landfill, along with aquifer material. In most cases a
quarterly monitoring is required. However, annual monitoring can be undertaken for small
landfills located in remote places far away from any groundwater use source. Installing
enough monitoring wells to be sure of intercepting a narrow plume in any position can be
prohibitively expensive (Godfrey et al., 1987). In addition, a very rigorous sampling policy in
order to detect small plume pollution briefly injected into groundwater may increase a
landfill’s operating cost too much. Consequently, it is rather impossible to predict the exact
location of the failure and the source of pollution. Potentially, every point inside a landfill’s

vicinity may be a contamination source.

As soon as pollution enters the saturated zone, it is very difficult to determine the exact
path of its propagation. Spreading of solutes in transport through geological formations
(aquifers, petroleum reservoirs) is governed by the large-scale spatial variability of
permeability (Dagan, 1994). Geological formations that act as flow conduits are often
characterized by highly variable three-dimensional structures consisting of layers, lenses and,
perhaps, fractures in various materials, ranging from sand and gravel to clay or rods.
Corresponding to these material fluctuations is a similar variability in the characteristic
hydraulic parameters used for the description of both flow and transport in porous media scale
balance equations (Tompson et al., 1987a). Because of the seemingly erratic spatial variation
of hydraulic conductivity K and the scarcity of field data, it is very difficult, if not
impossible, to deterministically define the path of plume contamination. Field uncertainty is
an important factor in hydrological applications (unlike controlled laboratory experiments),
where there is usually large uncertainty in characterizing even the statistical structure of K
(Fiori et al., 2006).

Finally, another factor of uncertainty stems from the fact that there is no exact time
provision in pollution control and in environmental restoration after contamination has been
discovered. Even if regulations prompt landfill operators to apply an emergency plan so as for
pollution to be controlled, additional remediation actions must be taken in order for

environmental damage to be restored and further pollution danger to be eliminated. In real
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life, though, immediate remediation actions are not the case. Even the EU 99/31 Directive on
landfill operation states that when a monitoring well sample analysis indicates evidence of
groundwater pollution, another sample must be taken and, if pollution is verified again, then
measures are to be taken. However, as time passes plume contamination areal coverage gets
bigger. Time between groundwater pollution detection and the line of action that someone is
willing to follow as soon as it is successfully discovered defines the worthiness of the
detection information. Thus, holistic consideration of leachate groundwater contamination

detection entails uncertainty as to restoration time.

A reliable groundwater detection monitoring system entails various challenges due to
the nature of the problem. The performance of a landfill’s monitoring wells for leachate
polluted groundwater has prompted a great number of studies (Morisawa & Inoue, 1991;
Hudak & Loaiciga, 1992; Loaiciga et al., 1992; Meyer et al., 1994; Hudak, 2001; Kim & Lee,
2007) mainly focusing on the optimization of pollution detection probability in relation to the
number and location of the wells. Additional research has been done in order to determine
how hydro-geological or monitoring installation parameters affect successful groundwater
pollution (Hudak, 1998; Warrick et al., 1998; Hudak, 2005; Yenigiil et al., 2005; Yenigiil et
al., 2011), as well as studies have been done to develop methods to reduce the costs
associated with long term monitoring of sites groundwater contamination (Reed et al., 2000;
Wu et al., 2005).

However, landfills are not the only groundwater pollution sources. For many industrial
activities, such as those taking place at oil refineries and chemical plants, it is almost
impossible to prevent pollution. If shallow groundwater is present, it is likely that the
industrial site will become polluted somewhere in the future or has been polluted at some
point in the past. It is of vital importance to human health and the public acceptance of these
activities that groundwater pollution is detected before it crosses the terrain boundary of the
refinery or plant (Bierkens, 2006). This way it can be hydrologically contained or cleaned up.
Hence, many refineries and plants have a monitoring network at the boundary of their sites to

detect plumes of polluted groundwater.

Much of the literature on optimizing monitoring networks for groundwater quality is
concerned with mapping contaminant plumes from landfills (Loaiciga, 1989; Loaiciga et al.,
1992; McLaughlin et al., 1993; Yenigul et al., 2006). In case of larger sites with industrial
activities, the plumes themselves are usually not of interest. Interest is focused on detecting
the plumes before they leave the site at some distance from the boundary (Bierkens, 2006).
Although the present study started mainly by examining municipal waste sanitary landfill

cases, results were expanded in every facility where groundwater monitoring is legally
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implemented or simply advised, in order for aquifer pollution to be detected and liabilities to

be avoided.

1.5 Research Objectives

The purpose of this research is to numerically investigate groundwater contamination
detection probability achieved by a linear monitoring arrangement of wells and to provide a
novel framework that modifies traditional risk analyses by supplying a corrected detection
probability that accounts for delays in remedial actions. A stochastic 2-D model has been
developed that performs high resolution Monte Carlo simulation, which accounts for

uncertainties stemming from:

i.  Geological heterogeneity, as reflected to hydraulic conductivity K

ii.  Dispersion of pollution, as described by longitudinal and transverse
dispersion coefficients a,, a;

iii.  Size of a landfill or a controlled area where groundwater pollution may
occur

iv.  Location of contamination source
v.  Number of contamination sources
vi.  Quantity of pollution that infiltrates groundwater
vii.  Duration of leak
viii. ~ Sampling frequency
ix.  Delays in remediation actions
The numerical experiment results of the present thesis are used to acquire an insight on
the way field heterogeneity, pollution source location, duration and quantity in relation to
sampling frequency as well as remediation delay affect the efficiency of an established
monitoring network of groundwater pollution and its operating policy. Even if numerical
simulations are not equivalent to field experiments, results are adequate to provide a quick

and affordable first estimation on what to expect from such a running monitoring system or

from one under consideration.

First estimation is defined as the preliminary calculation of detection probability that a
specific monitoring installation may provide, without performing any field measures but only
using an expert’s views and observations on assigning values at mean hydraulic conductivity,
at heterogeneity, as this is reflected into hydraulic conductivity variations, and at dispersion
coefficient. By applying all these parameters at the present work model, in conjunction with

sampling policy and an estimation of possible pollution control or remediation delay, the
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outcome probabilities can help an engineer perform risk analysis in terms of cost for a
specific monitoring installation easily and decide what would be the best tradeoff choice
among the number of monitoring wells, an adopted sampling policy and a possible pollution
detection failure. Moreover, additional costs originating from remediation delay, depending
on available resources and technologies, as well as efficiency of administration decision-

making, are also introduced as decision parameters.

1.6 Thesis Outline

This thesis comprises seven chapters, which describe the objectives and results
obtained in this study. Chapter 2 provides an outline of the basic simulation schemes that are
used and describes the numerical techniques of the computational model that simulates
transportation and dispersion of contaminant plumes originating from a groundwater pollution
controlled area leakage, such as a landfill. The numerical methods of the solution of
governing flow and contaminant transport equations are described in this chapter. A brief
introduction is made on subsurface heterogeneity simulation using the Spectral Turning
Bands method, as well as pollution advection and dispersion simulation using Random
Walking Particles method. At the end of Chapter 2 the model’s structure is analyzed and a

brief description of the source code is referenced.

In Chapter 3, a high resolution Monte Carlo stochastic model is developed to simulate
contaminant transport from an instantaneous source into heterogeneous two-dimensional
aquifers. The effect of a representative number of particles on the plume’s description is
studied and compared with its theoretical detection probability in case of a homogeneous

aquifer. Probabilities of detection P, and contaminated groundwater areas are calculated for

different arrangements of monitoring wells. An expression is proposed that accounts for the
delay between detection and remedial action in order to provide a correction to decision
analyses that evaluate the economic worth of well monitoring. Chapter 3 has been adapted
from Papapetridis K., Paleologos EK., (2012), “Sampling Frequency of Groundwater
Monitoring and Remediation Delay at Contaminated Sites”, Water Resources Management
26(9), pp.2673-2688, doi: 10.1007/s11269-012-0039-8.

Chapter 4 examines the monitoring wells frequency of sampling at contaminated sites
located in two-dimensional heterogeneous subsurface environments. Aquifer heterogeneity
and the pollution dispersion effect on detection probability, in conjunction with the sampling
policy adopted, are examined. The impact of delays in remedial response is also investigated
in terms of the growth that such delays incur on contaminated areas and remediation costs.

High-resolution numerical Monte Carlo realizations are utilized to simulate contaminant
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movement in heterogeneous two-dimensional aquifers and to calculate the probabilities of
detection Pd attained by various monitoring well arrangements. Chapter 4 has been adapted
from Papapetridis K., Paleologos EK., (2011), “Contaminant detection probability in
heterogeneous aquifers and corrected risk analysis for remedial response delay”, Water
Resources Research 47(10), doi:10.1029/2011WR010652.

Chapter 5 studies how the number of point sources, the size of the controlled area
(landfill) and the quantity of an instantaneous aquifer injection pollution event affect
detection of an instantaneous pollution into a two-dimensional aquifer by a monitoring
network of wells. A two-dimensional stochastic model is utilized to perform numerical
experiments. In each examined parameter it is considered that the rest of the factors affecting
detection probability estimation remain constant. Simulations are performed in the context of
uncertainty factors deriving from the environment itself, where the pollution is propagating,
and the lack of information about certain parameters concerning the initial conditions of the

leak.

In Chapter 6 a two-dimensional stochastic model is developed in order to study, in
terms of detection probability, the efficiency of linear groundwater pollution monitoring well
networks, as pollution originates from a random point source inside a controlled area and is
triggered by precipitation events. A thirty-year time series of daily average rain data has been
used and linearly coupled with the pollutant mass diffused directly into the aquifer. The
effects on successful pollution detection of the aquifer’s hydro-geological parameters, as
reflected in the field’s hydraulic conductivity variance and dispersion coefficients, have been
studied. In addition, the influence of the aquifer’s sampling frequency and remedial action
delay time is examined, referring to the detection probability that a monitoring well
arrangement can succeed from the moment a successful detection has been recorded. Results
are directly compared with these of instantaneous pollution simulated cases, as they have
been studied in previous Chapters, considering the rest of the computational parameters

common.

Chapter 7 concludes the thesis with a summary of the main results and some

recommendations for practical application and future research are proposed.

Thesis concludes with two Appendixes. In Appendix A the FORTRAN source code is
listed for both cases of pollution duration that have been studied. In addition, STUBA listing
is provided along with flow equations arithmetic solution subroutine. Finally, in Appendix B

all the simulation numerical results are presented.
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CHAPTER 2

Two-dimensions model structure

2.1 Introduction

Geological field observations at various scales have shown that both physical and
chemical properties exhibit high spatial variability or, otherwise, heterogeneity. This is due to
the fact that many of the characteristics of geological formations - such as cracks and voids
containing the horizontal and vertical stratification, or the type and age of the rocks exhibit
also great variability in space. Experimentally, for example, it has been found that the
hydraulic conductivity of a geological field can vary between several orders of magnitude,
with a discontinuous manner, thereby making its description in a deterministic way almost
impossible (Gelhar et al., 1992).

Contaminant transport depends on the nature of the contaminant and the hydro-
geological parameters that form an aquifer’s flow field. In a steady flow, flow stream lines
remain constant over time, while otherwise in transient cases they change, making the study
of the problem much more difficult both on a physical level, in understanding the evolution of
the same phenomenon, and for the computational requirements in order to achieve a
numerical description of the flow. The aim, however, of this work is not the general study of
heterogeneous aquifer transport phenomena, but the study of groundwater pollution detection
probability by a monitoring wells network under conditions of uncertainty regarding
environmental and operating parameters. For this reason, in order to simplify our problem, a

steady flow will be considered.

Although in the present study two-dimensional (2-D) fields are utilized to simulate a
plume’s evolution and its detection, during the following paragraphs the case of three-

dimensional (3-D) geological field equations are developed, in order for the presentation of
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the equations in space to be considered complete. Although it can be said that the two-
dimensional approach is not the most realistic description of the actual situation, it simplifies
the computational problem, losing only the vertical information about the movement and the
detection of plumes. Moreover, when the horizontal dimensions of an aquifer are much
greater than its thickness, which is our case, then the results of two dimensions provide a
good approximation of reality (Dagan, 1986; Dagan et al., 2009). On the other hand, running
simulations in 2-D saves computational time. The reduction of the 3-D equations to 2-D is
simply done by ignoring the factors of the third component.

2.2  Stochastic Approach

Natural heterogeneity of aquifer materials provides the direct motivation to approach
many groundwater problems in a probabilistic framework. As a consequence of the variable
processes involved in the genesis of permeable earth materials, it seems that such complex
heterogeneity will be omnipresent. The fundamental problem is how to deal with this
heterogeneous reality as we attempt to develop quantitative descriptions of flow in large-scale
aquifer systems. More specifically, engineers would like to know how to find appropriate
average parameters which can be applied to large-scale flow models and, at the same time,
how to be able to evaluate the influence of modeled heterogeneity on the quality of

predictions from such models.

One approach to deal with the complex heterogeneity of natural aquifer materials
would be to construct a detailed deterministic model which represents the actual
heterogeneity of the aquifer. However, for realistic field problems, this degree of spatial
resolution would require enormous computational resources and, more importantly, would be
impractical in terms of the amount of data required to specify the actual complex three-
dimensional heterogeneity. Furthermore, this level of detail in the output would be excessive

in relation to predictive requirements for many applications.

Alternatively, the heterogeneity can be represented in terms of random hydraulic
parameters characterized by a limited number of statistical parameters. These random
parameters will then appear as coefficients in partial differential equations which express our
classical laboratory-based physical understanding of the flow processes. Consequently, the
resulting predictions are represented through probability distributions or, more realistically, in

terms of statistical moments (Gelhar, 1986).

In a stochastic approach we attempt to gain useful information about the behavior of
naturally heterogeneous systems by treating them as if the hydraulic parameters were random.

More specifically, to represent the spatial structure, parameters such as hydraulic conductivity
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K can be viewed as random processes or spatial random fields. The spatial persistence of the
random field of the hydraulic conductivity natural logarithm can be characterized in terms of

the second moment, that is, the covariance between two different locations.

Carefully designed natural gradient field-scale tracer experiments have been conducted
to study the movement of contaminants in heterogeneous aquifers with a high sampling
resolution in space and time, from which stochastic theories have been partially validated at
the Borden (Freyberg, 1986; Mackay et al., 1986; Woodbury & Sudicky, 1991; Farrell et al.,
1994) and Cape Cod (LeBlanc et al., 1991; Hess et al., 1992) aquifers. These two aquifers are

relatively homogeneous (a,iK :0.2) and the successful application of stochastic theories at

these sites does not establish their validity in more heterogeneous aquifers (Fernandez-Garcia
et al., 2005). The MADE (Boggs et al., 1992) field-scale tracer test was conducted in a

substantially more heterogeneous aquifer (a,iK :2.7) but a spatial trend in hydraulic

conductivity and nonuniform flows prevented the macrodispersivity from approaching a
constant value (Adams & Gelhar, 1992). Thus the basic predictions of stochastic theories
(effective conductivity and dispersion) could not be directly verified at the MADE site
(Fernandez-Garcia et al., 2005).

The ergodic hypothesis which underlies the treatment of aquifer flows in a probabilistic
sense is a fundamental admission. In simple terms, the ergodic hypothesis presumes that the
behavior of a spatially averaged property of an aquifer is represented probabilistically by the
ensemble average over a large number of realizations of aquifers having the same underlying
statistical properties. For the spatial averaging process to be meaningful, the heterogeneities
must be relatively small in terms of their spatial scale, as compared with the overall scale of
observation. If there is this disparity in the scales, it should be possible to view larger-scale
variations as deterministic trends around which there are more localized variations which can
be viewed as stationary. The requirement for the result to be applicable is that the mean
hydraulic gradient does not change significantly over a distance corresponding to the

correlation scale of the head process (Gelhar, 1986).

2.3 Simulating Random Fields: Turning Bands

The Turning Bands method is a simulation technique which was developed to create
stationary, correlated, multi-dimensional Gaussian fields from a normal distribution with
mean zero (0) and a specific covariance function. This method was first developed and

applied by Journel (1974) and developed for the general case of the 2-D field by Mantoglou
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and Wilson (1982) as Spectral Turning Bands method (STUBA), because of the use of a

spectral method for line generation.

|_—region P

Figure 2.1: Turning Bands Mechanism (Mantoglou and Wilson,1982)

The Turning Bands method is based on the theory of multivariate stochastic processes.
The basic idea of the method is converted into a multi-dimensional simulation of a sum of
equivalent dimensional simulations. The operation of the algorithm is, in short, to create 2-D
and 3-D fields by successively promoting and combining the values derived from the
simulations of random numbers with a certain autocorrelation function along lines which are
launched by a random point in space outside the scope. This technique has the effect of
creating output random fields, which can simulate a hydraulic capacity of the studied, as is
hydraulic conductivity. Although the random field was generated by specifying geostatistical
parameters, estimates of these parameters from single realizations of the generated field are
variable (Shafer & Varljen, 1990; Rehfeldt et al., 1992).

STUBA is an iterative method of two main steps. First, it creates a reflective process
(random numbers) along a line given covariance function and mean value zero (0). Then, it
creates an orthogonal projection of this line on each point of the simulated field matching, at
this point, the value of the linear stochastic process. We consider a large number of lines

which, however, have a common starting point, leading to the above procedure being repeated
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several times (Figure 2.1). Visually this can be represented as areas that revolve around their
common center. The final result for each point, which is the random number of stochastic

processes implemented, is the weighted average of these projections.

Today there are two main ways for the production of one-dimensional stochastic
processes along the lines. The first concerns the approximation of spatial areas (Space
Domain) and can handle functions only with specific covariance. The second approach relates
to the spectral region (Spectral Domain) and can handle a larger number of 2-D processes.

2.3.1 TBM Theoretical Background

We consider 7, (u)=12,..,N a set of N independent implementations of a one-

dimensional second order stationary stochastic process along a line, with autocorrelation

function p, (u,) , where U, is the spatial hysteresis on the line. The values we get from the

relationship are:
L 21)
Z (XY, z)=—=) Z,(u .
(xy.2)=7=2.2:(u)

This is essentially the simulation of the random field, which is indicated by the index s
(simulated). The field generated by this equation has a mean value equal to zero (0). The

relationship between the autocorrelation function of the linear process p, (u,)and that of the
three dimensional random field p(u,)is given by Mantoglou and Wilson (1982), and

Mantoglou (1987):

1 (0) = g [t ()] 22)

while for a two-dimensional random field the relationship becomes:

‘ du r
[A—===570) 2.3
N )

where s is spatial hysteresis. From Eq.(2.3) it is not easy to extract p, (u,) directly as a
function of p(s). For this reason, a spectral method has been created by Mantoglou and
Wilson (1982) which extracts the autocorrelation function of the process along the lines of
various autocorrelation functions of a two-dimensional field.

To create 2-D random fields it is required to solve the integral Eq. (2.3), which cannot

readily be expressed as p, = f ( p(s)). To overcome this difficulty, an expression is created
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that connects the spectral density function of the one-dimension process with the function of
radial spectral density of the two-dimensional process used. This expression in Fourier space

is given by:

5, (o) :"—225 (@) (2.4)

and connects S, (@) with the product of S(w) over half of the variation of the two-

dimensional process. The steps followed in the implementation of SSTUBA are outlined
below.

2.3.2 Establishment of the One-dimensional Linear Process

There are two main techniques for the creation of the process lines. The first is the
Fourier transformation (Fast Fourier Transformation), which can be used to give us the
complex process, X (u)=Z(u)+iY (u), which is given by Tompson et al. (1989) as:

X (u):'[a”we“"“dw (@)= e""dw (a)J) (2.5)

allo

where x is the sum of sinusoidal functions of complex sequences with different
wavelengths, where each increases by a random complex of average size equal to zero (0).
The second technique is called Normal Integration by Fourier (Standard Fourier Integration).

According to this method, the real part of the complex process X (u) is given by:

ReX(u)zz(u)anw

and can be directly used to create distinct approaches using positive frequencies:

dW (o)|cos(wu +4, ) (2.6)

z (u)zi‘dW(a)j )|cos(wyu+4,) 2.7)

where ¢, are independent random angles with uniform distribution between 0 and 27z, m is
the number of harmonics used in the simulation, «, =(j-05)Aw, j=12,..,M, Ao isthe
discretized frequency which is given by @,,,/M , and @,,, is the maximum frequency used

in all calculations. ‘dW (a)j )‘ is calculated deterministically from the spectrum range as
AW (@,)| =[ 45, (;)20] (2.8)

where S, (a)J) is the spectral density function of the actual process Z(u) on the lines.
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S, (@) is considered negligible outside the region [, + @, | Substituting (2.8) in (2.7)

we obtain the generator function of the one-dimensional process on each line i as (Shinozuka
& Jan, 1972):

1/2

Zi(u):Zi[SI (a)j)Aw] cos(aju+4;) (2.9)

j=1
where @, =, +dw. Frequency ow is a small frequency range, uniformly distributed

between —Aw'/2 and Aw'/2 , where Aw'=Aw/ 20, which is added in order for periodic

phenomena to be avoided.

The approach of this methodology results in a discrete frequency Aw as the maximum

cutoff frequency is @,,, = MAw. This method requires more computational time than the

FFT, but is much more flexible in the choice of parameter values M,Aw,Au, @, and U,

(Tompson et al., 1989).

2.3.3 Number and Distribution of Turning Bands

The theory of STUBA is based on the approach that we have an infinite number of
rotating lines. Let us assume that the lines have random orientations, as resulting from a
uniform distribution of a unit circle or sphere of a unit for the case of 2-D or 3-D fields,
respectively. It has been shown (Mantoglou & Wilson, 1982) that if the lines are selected on
the unit circle or on the unit sphere, with equal angles between them and with predetermined
directions, then the autocorrelation function of the random field we try to simulate converges
faster towards the theoretical form. Usually, a number of lines between eight (8) to sixteen
(16) is a good choice for an isotropic autocorrelated function. In case an anisotropic situation

is dealt with, it is necessary to select a larger number of lines.

2.3.4 Spectral Discretization and Random Fields Generation

The implementation process Z;(u,) on line i at the point n is done by integrating a
series of discretized random components coming from the whole spectral range.
Discretization factor of frequency Aw must be small enough to achieve an adequate degree of
precision, while the number of harmonics M must be large enough to be counted as
contributions of spectral edges at @, =MA®@. Mantoglou and Wilson (1982) have
calculated that the values can vary between 50 and 100, while @,,,, in each case was 40 times

larger than the correlation length.
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Figure 2.2: A 2-D hydraulic conductivity field generated by STUBA, where y, =2.3,

G’ =2.0 and A =20m.

The length of the discretization Au used on the lines should be chosen smaller than the

respective lengths Ax, Ay of the simulated field. This is a more general rule that should be
applied to avoid arithmetical errors during calculations (Mantoglou & Wilson, 1982).
Additionally, the minimum length of the lines is defined by their orientation and the size of
the field that we wish to simulate.

Generation of random fields Z_ (x, y,z)will ultimately derive from the entire selection

of a finite number of lines L and their specified orientation, from the discretization of the

single dimensional process Z; (u)by assigning a random value on each discrete point n of

each line, from the following orthogonal projection of these values on points xof the

simulated field and, finally, by dividing the sum of the projections at each point by the factor

L2 to obtain the final value (Elfeki, 1996) (

Figure 2.2).

2.4 Flow Equation

The equations which describe the flow of a permanent incompressible fluid through a

porous material are the continuity equation of the mass:

V-q(x)=0 (2.10)
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and Darcy Law:

q(x)=-K(x)Vh (2.11)

where x e R°, where h[L] is hydraulic front, K(x)[L/T] is hydraulic conductivity and

B [L] is the aquifer’s depth. Combining the above equations we get,
V-(K(x)Vh)=0 (2.12)

which in R? is written,

Q(K(X)a_h}g@((x)a_h} 0 (K(x)@jzo (2.13)

ox x) oy oy ) o oz

The above partial differential equation describes the permanent groundwater flow in 3-
D within the saturated zone of an isotropic, heterogeneous, porous material with a constant
depth aquifer (Bear & Buchlin, 1987). The resolution, in conjunction with the boundary
conditions specified for the particular model, gives values of the hydraulic front as distinct

change in space within the heterogeneous saturated control volume.
We assume a 3-D dimensional elementary parallelepiped volume of dimensions L,

Ly and L, which it simulates a heterogeneous, saturated aquifer (Figure 2.3). The reference

axes of the system are oriented so that the to coincide with the flow direction. The flow field
is described by uniformly hydraulic head difference in perpendicular planes to X—axis,

which are applied at the boundaries 0 and L of the volume control. This results in the

coincidence of the hydraulic gradient direction with that of the average flow. The boundary

condition of zero flow is applied to the two remaining directions, i.e. oh/oy=0 and
oh/oz=0.

At the volume control that has been defined the flow equation is solved numerically,
considering the hydraulic conductivity as a second order random function. The method used

in this work is that of finite differences calculated at seven (7) adjacent points (Desbarats,

1992; Sarris, 1999), defined in the center of the elementary cubes of the lattice in which the

parallelepiped is discretized. If, for example, the point (i, j,k)is considered, then that
function value on it is calculated according to points (i+1 j,k), (i-1 j,k), (i,j+1k),
(i,j-1k), (i, j,k+1) and (i, j,k—1). The central scheme of the hydraulic head calculation

was used in order the same volume to correspond to the hydraulic conductivity parameters, so
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as each of them to acquire the same weight into arithmetic calculation of the differential flow

equation.

The flow equation discretization into the centers of the elementary volumes, which are

also called nodes of the grid, with dimensionsD,, D, and D, is made by approaching the

second and first derivatives with the differences of the hydraulic heads. By analyzing each

term of the equation flow separately, it is for the direction of the X —axis,

Ka—hzK(i+£,j,kj{h(iﬂ'j’k)_h(i’j'k) (2.14)
X 2 AX

where K (i +1/2, j, k) is the value of hydraulic conductivity in the mid-space between nodes

(i,j,k) and (i+1, j, k), which is approximated with the harmonic mean of the two adjacent

nodes in X direction and is given by,

2K (i+1, j,k)K(i, j,k
K[i+1,j,kj= AGEVILIUFL) (2.15)
2 K(i, j,k)+K(i+1, j,k)
Similarly, we have for directions Y and Z,
Ka—th(i,jJri,kJ h("”l’k)_h("J’k)} (2.16)
oy 2 )| Ay
h(i, j,.k+1)=h(i, j,k
Ka—th(i,j,kJrlj (i 3.k +2) =i, j, )} 2.17)
0z 2)| Az

where K(i,j+%,kj=2K(i,j+1,k)K(i, i k)/K(i, j.k)+K(i,j+1,k) and

K(i, j,k+%j:2K(i, K+ K, §,K) /K (i, k) +K (i, j,k+1).

The above equation is discretized to
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AX

K(i, j +;kj'h(i, j+1, kA)y—h(i, j,k):_K(i, j _;k)—h(i- J',k)—A*;(L i-1K)| -
Ay

K(i, j,k+;j[h(i’ J'"”Z)Z‘h(" j"‘)}K(i, j,k—;)[h(i’ j’k)_Ahz(il j,k_l)} 0
AZ
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Figure 2.3: 3-D Field Discretization

We are forming and calculating, using the known values of hydraulic conductivity on

each node, the terms below,

(2.19)

(2.20)

(2.21)

(2.22)

(2.23)

(2.24)

G(i, j,k) = A(i, j,k)+B(i, j,k)+C (i, j,k)+ D(i, j,K)+E (i, j,k)+F (i, j.k) (2.25)
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Consequently, the three-dimensional approximation using the finite differences scheme of the

flow equation is written as
G(i, j,k)h(i, j,k)=A(i,j,k)h(i+%,j,kj+8(i,j,k)h(i,j+%,kj+
.. .. 1 .. A .. A |
C(i, j,k)h(l, j,k+5)+ D(i, j,k)h(l—z, j,kj-i—E(l, j,k)h(l,j—i,kjﬁ- (2.26)
+F (i, j,k)h(i, j,k—%j

To solve the above equation we consider Dirichlet boundary conditions on X-axis,
where we assume known values of hydraulic front at X=0 and X=L,. On Y-axis and Z-axis
we consider Neumann boundary conditions, assuming no flow at the boundaries of Y=0,
Y=L,, Z=0 and Z=L,. Algebraic equations along with their boundary conditions are
computationally solved, using the iterative scheme of Line Successive Over Relaxation
Method (LSORM) (Young, 1954), whose source code was developed by Desbarats (1992)
and adopted directly by the work of Sarris (1999). According to this arithmetic method,
hydraulic head values on grid nodes are continuously updated until the difference between the
last two successive values becomes less than a predefined limit, which in this case was set

equal to 10° . The final results of this computational process are hydraulic heads on every

node h(i, j,l) of the simulated area’s grid.

2.5 Velocity Field

Using Darcy’s law velocity field components were calculated on each grid node.
Velocities were calculated according to
K, oh(xy,z) . K oh(xyz), K,oh(xyz).

u= 0+ Vp—z A 2T g (2.27)
£ OX £ oy £ 0z

where & is the field’s effective porosity. Due to isotropy, itis K =K, =K =K, and every

component is calculated as

o KAYZ) | KN(XY2) g, KN(Y.2)
£ OX £ oy £ 0z

(2.28)
The partial derivative on each node i j,k is given by the three-point approximation where

on(x,y,2) _ h(%..,¥:2)=h(x_,,y.2)
OX 2AX

(2.29)
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oh(x,y,z)  D(X%Y.02)-h(xy,4,2)
28y

(2.30)

oh(x,y,2) _h(xy.2.4)—h(x.y,2,,)
oz 2Az

(2.31)

where -1 and +1 indexes indicate hydraulic head on nodes before and after the node whose

velocity components we want to calculate. At boundaries of the simulated area, where
(x:O,x: L, ) and (y =0,y= Ly) , the difference between two adjacent nodes was

used.

2.6 Conservation Hypothesis and Diffusion — Dispersion Equation

A basic assumption in this work is that pollution is caused by a single substance, which
is chemically inert in the environment. In addition, no sorption occurs. This means that
groundwater plume transportation and dispersion depend only on the speed of the flow field
and the heterogeneity of the subsoil. Although this assumption is not realistic, it allows us to
study the phenomenon of pollution transportation and monitoring system performance, only
as a function of the heterogeneity of the subsoil. In fact, various pollutants during
groundwater transportation are suffering biological processes (biodegradation) as well as
chemical changes which, as a rule, slow down the flow of plumes without necessarily
reducing their toxic effects (Rowe, 1995; Fatta et al., 1999; Renou et al., 2008). In the case of
3-D steady flow, the transport-diffusion can be written (Bear, 1988)

—+Vv,—+Vv,—+V,——-—| D,—+D,—+D,,

ot ox oy 071 ox X Y oy 0z

a{D oC oc ac} a[ oc oC ac}
yX X

— —+D,—+D,— |-—|Dyx—+D,—+D,—
oy OX oy oz oz OX oy oz

oc_ , 9 € a[D aC oC §}_

(2.32)
=0

where C is pollution concentration at time t at position (x.y,z), and v,,v, v, are the
measures of flow velocity components at directions x,y,z respectively. Factors D;; , where
i,j=12,3 , are components of the hydro — dispersion tensor and are given by (Bear, 1988;

Feyen et al., 1998)
V.V,
D,; =(a: M+ D, )5, +(a —2 )|T|J (2.33)

where &;; is Kronecker’s operator, a, [L] is the longitudal dispersion coefficient, a, [L] is the

transverse dispersion coefficient, D the molecular diffusion coefficient and

m
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V] =,¢vf +V; +V; is the measure of groundwater flow velocity. Concentration C boundary

conditions of the 2-D simulation is 6C/dy(x,0,t)=0, GC/ay(x L t)=0 for every t>0 and

1 =y

C(x,y,0)=0 when 0<x<L,,0<y<L,.

2.7 Random Walk Tracking Particle

The Random Walk Tracking Particle (RWTP) method treats the transport of a solute
mass via a large number of particles. It moves each particle through the porous medium using
the velocity field obtained from the solution of the flow equation to simulate advection and
adds a random displacement to simulate dispersion. This approach avoids solving the
transport equation directly and therefore is virtually free of numerical dispersion and artificial

oscillations (Salamon et al., 2006b).

RWTP is a method from Statistical Physics which has been used in the analysis of
dispersion and diffusion processes in porous media. It was observed that particles accumulate
in low permeability zones, resulting in unrealistic concentrations (Kinzelbach, 1987). This is
due to the fact that a slight dissimilarity between the random walk equation, better known as
the Fokker-Planck equation, and the advection-dispersion equation exists. In mildly
heterogeneous systems, where groundwater flow velocity changes only slightly, this
difference is negligible. However, in aquifers with a high variability in groundwater flow
velocity, i.e. very heterogeneous hydraulic conductivity fields or areas with strong sink/source
conditions, this difference gains importance, and a correction term to retrieve the advection-

dispersion equation has to be included.

Mathematical formulation of RWTP begins with the transport equation of a
conservative solute in an aquifer, which at the representative elemental volume scale is given

by the following equation
oc
E+V-(uc):v-(DVc) (2.34)

where D is the dispersion coefficient tensor, usually denoted as

uu'

T

c is the dissolved concentration, t is the time, a, and a, are the longitudinal and transverse

D=(a |u|+D,)l+(a, —a) (2.35)

dispersivity respectively, D, is the molecular diffusion coefficient, uis the velocity vector

obtained from the solution of the steady-state flow equation, and |u| is the magnitude of the
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velocity vector. Here, porosity is assumed constant and velocity fluctuations are mainly
attributed to a spatially varying hydraulic conductivity. This represents a second-order partial
differential equation, which can be solved using an Eulerian approach by standard finite

difference or finite element methods.

RWTP simulates solute transport by partitioning the solute mass into a large number of
representative particles. The evolution of a particle in time is driven by a drift term that relates
to the advective movement and a superposed Brownian motion responsible for dispersion.
The displacement of a particle is written in its traditional form, given by the 1t -Taylor
integration scheme (Gardiner, 1990)

X, (t+At)=X, (1) +A(X,.t)At+B(X,.t)-&(t)VAt (2.36)

where At is the time step, Xp(t) is the position of a particle at time t, A is a drift vector,
the displacement matrix B is a tensor defining the strength of dispersion and §(t) is a vector
of independent, normally distributed random variables with zero mean and unit variance.

It has been demonstrated by It6 (1951) that the particle density distribution f(Xp,t),

defined as the probability of finding a particle within a given interval [Xp,Xp +pr] at a

given time t and obtained from Eq.(2.36) fulfills, in the limit of large particle numbers and an
infinitesimally small step size, the Fokker-Planck equation, which describes the motion of the

particle density distribution f , and is given by
of :
E+V-(uf)=VV.(Df) (2.37)

where the colon refers to the outer product for multiplying two tensors and thus

0, &, &°D;
v:(Df)EZZ&(@X’_ f (2.38)
i

i=1 j=1

where n denotes the dimensions number.

Both the advection-dispersion and the Fokker-Planck equation are similar to each other
as both are composed of an advection-drift term and a dispersion-diffusion term. In order,
though, for an analogy to be established between them, Eqg. (2.34) has to be modified as

(Kinzelbach, 1987):
%+V-(uc)+V-(cV-D):VV:(DC) (2.39)

Using a modified velocity term where
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u'=u+V-D (2.40)

it can be shown that the solute transport equation for heterogeneous porous media can be

transformed into an equivalent of the Fokker-Planck equation (Itd's interpretation)

0 :
EC+V'(U ¢)=vV:(Dc) (2.41)

Substituting the drift vector A in Eq.(2.36), the RWTP final scheme is obtained,
X, (t+At) =X, (t)+(u(X,,t)+ V-D(X, 1)) At+B(X,t)-g()VAt  (242)

where the displacement matrix B is related to the dispersion tensor according to the

relationship
2D=B-B' (2.43)

It must be noted that D is defined in terms of u and not of u”. For isotropic porous
media the three-dimensional form of the displacement matrix B, ignoring the molecular

diffusion coefficient, can be expressed as (Tompson et al., 1987a)

u u.u u

—*aj2a u —#JZa u ——VJZa u

|ul M |u|,fuf+u§ r quf+u§ T
u u,u u

B=| > 28 u] ——2=2—2a u] ——=—f2a |u (2.44)
|ul cJu |u|,}uf+u§ i ,fu2+u§ M

X
u afuz +u?
m,/ZaL|u| W,/ZaTM 0

or in two dimensions

u, u
maézaL|U| —ﬁaﬁm |U|
B= o (2.45)

Uy ux
= Pau] ———[2a |u
|u| clul ‘}u2+uj il

X

The components 0D /6X ; can be evaluated using the general expression for D;

(Uffink, 1990),

D; =a[v]5; +(a -2 )m (2.46)

v

which in matrix form in three dimensions is
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Uf UXUy _ uxuz
ar Ju[+(a, aT)m (a,—a;) m (a,—a;) i
uu, u’ uu,
D=| (a -a) |yu| ar Ju[+(a, aT)ﬁ (aL—aT)|yu—|
uu uu
(aL—aT)ﬁ (a_—a) |u|y a; |ul+(a . —a;)
and its gradient is
anx aDXV anz
OX OX OX
oD oD oD
V-D(X, t)=| =2 =2 2~
oy oy oy
6sz aDZy aDzz
oz oz oz

where every single component is written

3 2 2
oD, (auf+2a.u,u? +2auu]

—aru,u? —aru,u’) oy
—+
X |u|3 X

TVXx7y TYXx"z

(2arulu, +a;us +a.u,u’ —aulu, ) u,

uf ax

2 2 3 2
(2arulu, +aculy, +a,ud —auly, ) oy,
|u|3 OX

oD, (a -a;)(1-uf )y, au, (a —a;)(1-u})u, au,

ox uf* ox uf’ X
(a, —a;)uu,u, au,
T

oD, (a -—a;)(1-ul)y, au, (a -a)uuy, a,

ox |u|3 OX |u|3 X

(a -a;)(1-u?)u, au,
|u|3 OoX
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(2.50)
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oD, (a -ar)(1-u})y, %+(aL —a;)(1-u})u, au,

% juf % juf

oy
u o
oD, (aTuf +2a,U,U7 +a,uu; — aLUXUS) au,
_ — 4
oy uf v
(ZaLquuy + aLu)3/ + ZaLuyuz2 —aTufuy _aTuyuzz) ou,
— 4
juf ¥
(arulu, +2a;ulu, +a,uf -3, uly, ) oy
juf %
aDyz — _(aL _a‘T )Uxuyuz %_'_ (al‘ _aT )(1—U§)UZ %J{_
oy T juf »
(aL —& )(1_uzz)uy %
juf »

0Dy _ (a —a )(1_uf)uz Uy _ (a_-a;)u,u

Lu,u, ou,
oz luf oz luf oz
(a —a;)(1-ul)u, au,
|u|3 oz
D, __(aL —a; )uuu, %+(aL —aT)(l—Ui)Uz ou,
oz uf’ oz uf oz
(a —a;)(1-u?)u, au,
oo @
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3 2 2
oD, (a:uf+acu,u, +2auu’-auu’)

_ Xy TYx"z OHy
0z |u|3 oz
(aTufuy+aTuj+2:1Tuyuf—aLuyuf)%+ 257
i Z
(2a,uu, +2a ulu, +a,u; -aulu, —aTufuz)%
b Z
Accordingly in two dimensions it is
us ud,
aT|u|+(aL—aT)m (a —ar) m
D= 2 (2.58)
(a_-a )uyux a |ul+(a_-a )u—y
L T |u| T L T |u|
and its gradient is
D, ®,
OX OX
v.D(X, ,t)= (2.59)
X e, oo,
o
where,
oD, _ (aud+ 2aLuxzjj —aTuxuj)% N (2a,ulu, + aT;JS —aLufuy)% (2.60)
X Jul X Jul X
D, _(a —aT)(i—uf)uy au, (a, —aT)(i—ui)uX au, 261
OX |u| OX |u| OX
D, _(a —aT)(i—uf)uy au, (a —aT)(i—uj)uX au, 2.6
oy |ul oy |ul oy
D, _ (au) +2a,u,u? —aLuxuj)% N (2a,ulu, +a,u —aTufuy)% 269
oy luf’ oy luf’ oy

An extensive review of the method can be found in the work of Tompson et al. (1989),
Salamon et al. (2006b), and Delay et al.(2005).

Numerical implementation of the random walk equations is relatively simple with one
exception. When solving the flow equation using numerical methods, the resulting hydraulic

heads and the associated velocity field are usually given as discrete point information. Yet,
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simulation of solute transport by the random walk methodology requires continuous
information of the velocity field. Therefore, a map of velocities from this discrete information
has to be generated. This velocity map should fulfill the local fluid mass balance at any
location and the local solute mass conservation at any grid-cell interface. In practice, this
means that there is a need for a velocity interpolation scheme. The velocity interpolation

approach addresses the problem of discontinuities in the dispersion tensor.

During the present study the bilinear interpolation scheme was used. In this approach
the velocities are first linearly interpolated in one direction and then in the orthogonal
direction using their neighboring grid-cells, so that velocities are obtained for each corner of
the cell. The velocity at any point can then be calculated as a weighed average of these four
velocities as is shown in Eq.(2.64) and Eq.(2.65). Approaching the cell interface of cells

(i, j)and (i, j+1)from either side, it results in a smooth transition of the velocity u, and thus

in an equal dispersive solute mass flux from either side,

U, = (AX -F )(Ay - Fy )ux,(i—J/z,jfj/z) +F, (Ay - Fy )ux,(iﬂ/z,jfj/z) +

(2.64)
(Ax-F,) FU, a2 i) T B a2, aa2)

uy = (AX_ Fx )(Ay - Fy)uy,(i—l/Z,i—l/Z) + FX (Ay - Fy)uy,(iWZ,j—l/Z) + (2 65)
(AX - Fx ) Fyuy,(i+]/2,j—]/2) + Fx Fyuy,(i+]/2,j+l/2)

2.8 Problem Uncertainties and Model Structure

The problem involves essentially five different factors of uncertainty: the natural
variability of the geological field, the dispersion of pollution, the initiation point of pollution,
the size of the source and the duration of the leak. Each of these factors will be addressed
during simulations, either within a stochastic framework or a deterministic one, setting a

baseline which will remain constant during each different study.

Hydraulic conductivity is one of the major uncertainties of the model (Gelhar, 1986;
Goémez-Hernandez & Gorelick, 1989; Gelhar et al., 1992; Harvey & Gorelick, 1995)(Yenigul,
2005). Available experimental evidence from studies in different geological areas has shown
that hydraulic conductivity can be simulated by a stochastic process (Freeze, 1975; Gutjahr et
al., 1978), which means that this parameter can be simulated by a random variable which,
however, follows a specific probability distribution. Consequently, neighboring hydraulic
conductivity values are statistically correlated. It has been seen in former surveys (Freeze,
1975; Gelhar, 1986; Sudicky, 1986) that hydraulic conductivity is better simulated as a

function of logarithmic normal distribution (log-normal). Although there are several ways to
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create random geological fields, such as the Sequential Gaussian simulation (Dimitrakopoulos
& Luo, 2004) and geo-statistical technics such as kriging (Hoeksema & Kitanidis, 1985), the
Spectral Turning Bands Method (STUBA), which is very fast computationally, was used to

simulate the two-dimensional geological field.

Upon the time the pollutant enters the aquifer’s flow field, it starts to move along the
streamlines. In addition to this movement, there is another velocity component which comes
from the diffusion and the dispersion of the pollutant inside the medium. There are a number
of possible numerical approaches for solving the transport problem and simulating this kind
of movement. In this study the Particle Tracking method based upon ‘Random Walk’
approach (Tompson et al., 1987a; Uffink, 1990; Yenigiil et al., 2005; Salamon et al., 2006b;
Salamon et al., 2006a; Yenigiil et al., 2011) has been utilized. This choice is based on the
algorithm’s ease of implementation, its mass conservative nature and its computational effort
economy, since it is independent from the control area we want to simulate. Sensitivity
analysis to the number of the tracking particles used was conducted in order to better describe

the contaminated plume transportation.

It is assumed that the start of a leak comes from a single point in the area of control and
that all the quantity of leachate enters instantly into the aquifer’s field of flow. This
assumption holds true either for the instantaneous or for the precipitation triggered pollution
case. It is also assumed that the only possibility of detection of underground contamination is

through the wells of the monitoring system installation.

During each simulation a different, equally-probable point of the control area is
selected, within its natural boundaries, as a starting point of pollution. In this way, the
uncertainty of the starting point of pollution is simulated, as every point within a controlled
area has the same potential, as any other point, to be the one where the pollution starts. It is
considered that at the beginning of the simulation or, in the case precipitation triggered
pollution, at the beginning of every simulated day the total concentration of the pollutant is
injected into the flow field of the aquifer’s saturated zone and thereafter starts to move and

disperse.

2.9 Simulation Model

2.9.1 Model Structure

The basic assumption of the Monte Carlo simulation framework is that the hydraulic
conductivity of a geological field can be simulated by random numbers, which have specific

statistical moments (Freeze 1975). According to this method, a random number generator
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function produces, via a particular process, hypothetical values of hydraulic conductivity of
each point of the geological field that is to be simulated and which is required to be used in
further calculations. These values are derived from a function with a given probability
density, resulting in a certain distribution with a known mean and other statistical moments.
By doing so, a geological field is created which simulates the real field about which hydraulic
conductivity and its change are known in detail. The variogram of the field that is constructed,
which captures the correlation of a point of the field with its neighbors according to the
distance between them, is close to that of the real field. With this mechanism it is possible to
"know" the heterogeneity of the hydro-geological environment. This process is repeated
several times and each time it creates a different but equally probable geological field
simulation. In each of these realizations the classical differential equations describing the
respective problem can be solved to compute, for example, the flow field of a pollutant in the
subsoil. From the total realization of the equally probable flux fields the statistical measures
of the parameters of interest can be calculated, such as the hydraulic front, the speed of
pollutants or the size and geometry of the created plumes. An illustrative way of how the

Monte Carlo method works is depicted in Figure 2.4.

Monte Carlo Simulations

5 e Assumptions
ean an .
Verance of Covariance l—tunctlon
Y=InK Stationarity
Ergodicity
LN

IGenerator of Values of In K|

Al

The Hydraulic
S Conductivity of
Each Cellisa
Random Variable
| Model: The Flow Equation ]
° 00 Flow Patterns

e Obtain Statistics of Variables (Head, Flux)

Figure 2.4: Operating principle of Monte Carlo method

This approach has the major advantage that it is relatively simple and easily applicable
even to complex problems of three-dimensional hydro-geological environments. The only
requirement is computing power. Of course, the rationale on which the operation of Monte
Carlo stochastic modeling is established is that of ergodicity, which is axiomatically accepted.

This enables us to assume that true values of the parameters of the geological field are
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approximated, as they are statistically calculated using numerous fantastic realizations of the

random fields.

According to this framework, a number of outputs of hydraulic conductivity fields is
derived and the plume’s detection from the specific arrangement of wells is evaluated

separately in each of these realizations. The steps that the model follows are:

Step 1: A 2-D random hydraulic conductivity field is created using the STUBA. The field is

1000 m L, long and 400 m L, wide. Heterogeneity is expressed through the variance

of hydraulic conductivity o, , which varies between 0.0 (homogeneous field) and
2.0 (highly heterogeneous field), depending on the cases studied. Hydraulic
conductivity logarithmic mean is constant and equal to 2.3 in all cases. Moreover, the
correlation length A of the field is considered to be equal to 20 m for both directions x

and y (isotropic medium).

Nmc=Nuc+1

I

Generation of a 2-D, isotropic, random
STEP 1 |hydraulic conductivity field (STUBA), with
Miogk=2.3, A=20 M, 0%0,«=0.0 = 2.0

l

Numerical solution of the 2-D steady
state flow equation and Calculation
Mguﬂifﬁgho STEP 2 of the velocity field using the Darcy
_ law and a hybrid velocity
Nyc=No OF REALIZATIONS) NO interpolation scheme
CALCULATION OF DETECTION STEP 3 Random selection of a
PROBABILITY AT THE END OF pollution point source
MONITORING TIME l
Contamination particles
STEP 4 injection
P Z I;i) Transport and dispersion calculations
) = T of contamination plume into
N e STER S groundwater during each time step
At=1 day, for the next 30 years

l t<tiotal

DETECTION

1=1 I Checking detection results of
STEP 6| monitoring installation (successful
NO DETECTION detection or not)
1=0 Sampling frequency: Daily, Monthly,

Bi-Monthly, Quarterly, Every 4
Months, Bi- Annually, Annually

Figure 2.5: Instantaneous case pollution Monte Carlo simulation process diagram

Step 2: The hydraulic head field is calculated, numerically solving the partial differential
equation describing the steady state flow of groundwater in two dimensions within the
saturated zone of an isotropic, heterogeneous, porous medium with a fixed depth of

aquifer Eq.(2.13) (Bear, 1988). The boundary conditions set for the model are constant
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hydraulic pressure equal to 0.001 m between nodes perpendicular to the direction of

flow and no-flow conditions at the lower and upper boundaries of the control area. The
region was discretized setting AX = Ay = 2m. Eq.(2.13) is numerically solved on each
grid’s node according to the method of seven point finite differences, using an
algorithm that has been developed by Desbarats (1992). The calculation of velocity
field on each node of the control area takes place using Darcy’s law.

Step 3: A point is randomly selected inside the boundaries of the control area, which may be
considered as a landfill cell, where the pollution is thought to have started. The landfill
facility is assumed to be located between 50m and 100m in x —axis direction and

140m and 260m in y — axis direction.

Step 4: At instantaneous cases, the total mass of the pollutant injected into the aquifer is

1000gr, and the initial concentration of the contaminant is calculated equal to 4000
magr/It, assuming effective porosity equal to 0.25. Threshold C,,, concentration that is

detectable from monitoring wells is set to 0.35% (or 28 particles per cell) of the initial
concentration. At the precipitation triggered pollution case, it was considered that if
during a simulation time step a rainfall took place, then a certain quantity of pollution,
proportional to the total rain height, would have been injected into the aquifer and
diffused into the flow very rapidly, without disturbing groundwater flow. Threshold

detection limit was also set at C, =14mgr/It, which indicates the presence of

chemicals into groundwater in such a degree that remediation actions should take

place.

Step 5: Evolution of the contaminant plume is obtained by employing the Random Walk
Particle algorithm, where several individual random movements of particles form a
dispersing particle cloud characterizing the contaminant's mass distribution. Eq. (2.42)
in two dimensions provides the displacement of each particle in every time step At. In

all simulations at this survey the values of longitude and transverse dispersion

coefficients, &, , ¢, are interrelated through the o, =a, /10. Different cases of

dispersion have been studied, where o varies between 0.001m for low dispersion

subsoil and 0.50m for high dispersion cases.

Step 6: The contaminant’s concentration has been monitored at each well, whether it is equal
to or greater than the threshold concentration of detection. Because the solution of
advection-dispersion transport equation by the Random Walk method provides
discrete displacement of particles and not the concentration values themselves, a new

grid similar to the one used for the solution of groundwater flow equations is
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superimposed onto the control area, so as for particle density in each grid to be

converted into concentrations. The average concentration in a grid cell (i, j), with
dimensions AX and Ay in X —axis and y — axis directions respectively, is given by:

_ Mgy (t)
NnbAxAy

Gy (t)

(2.66)
where C; (t) is the volume average concentration in grid cell (i, j) attime t , M is

the total initial mass of the particles, n; (t) is the number of particles in grid cell (i, j)

, N is the total number of particles, n is effective porosity and b is the depth of the

aquifer, considered equal to one. If contamination in any of the wells’configuration is

Nmc=Nuc+1
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Figure 2.6: Precipitation triggered pollution case Monte Carlo simulation process diagram

detected at any time step during monitoring time, which is set to 30 years, a successful
detection is logged as a unit value (1). If the total running time is less than the
monitoring period and the examined case concerns the instantaneous pollution case,
the process goes to STEP 5 (Figure 2.5) . If it is the precipitation triggered pollution
case examined and the total running time is less than the monitoring period, the

process goes before STEP 4, where pollution is added if there is rainfall recorded
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(Figure 2.6). If the total running time is equal to the monitoring period (30
years=10,950 days) and the number of total realizations is less than 3,000, the process
goes to STEP 1 and restarts. Before that, if there is a successful detection, then its time
is recorded and the total contaminated area is calculated. At the end of the 3,000
simulations, the average time of detection and the average contaminated area are
calculated if daily (ED) sampling is assumed. Moreover, the average contaminated
area is also calculated assuming different sampling frequencies, namely monthly (1
M), bimonthly (2 M), quarterly (3 M), every 4 months, biannual (6 M) and annual (A).
The polluted area is additionally calculated every 3 months, every 6 months, once a
year, every 2 years and every 3 years after successful detection, in order for remedial
action delay time to be evaluated. If, on the other hand, there hasn’t been any
contamination detection, then at the end of the monitoring time a zero value (0) is
logged and the process begins once more from Step 1. The average contaminated area
is calculated in case of failure. The detection probability of the specific arrangement of
monitoring wells is calculated by the ratio of simulations in which we have

successfully detected the pollution to the total number of simulations, which is:

1 Nmc i
PN >l
me i1 (2.67)
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CHAPTER 3

Instantaneous groundwater pollution
detection probability in heterogeneous
aquifers

3.1 Introduction

Successful detection of aquifer contamination via monitoring wells is a complicated
problem with many factors, such as the heterogeneity of the geologic environment, the
guantity and nature of the contaminants, the number and location of the monitoring wells, and
the frequency of sampling, all contributing to the uncertainty of early detection. Detection of
contaminants, of course, is of value if remedial actions follow as soon as possible, so that the
volume of contaminated groundwater to be treated is minimized. The current article addresses
these issues by investigating the case of instantaneous leakage from a landfill facility into a

heterogeneous aquifer.

There are several factors that influence the likelihood of early detection of an aquifer’s
contamination by a landfill leak. Dispersion of the contaminants in heterogeneous geologic
formations determines the spread and evolution of a plume. The stochastic Monte Carlo
framework has been used to address the problem of optimizing the number and location of
monitoring wells in heterogeneous aquifers (Hudak & Loaiciga, 1992; McLaughlin et al.,
1993; Meyer et al., 1994; Storck et al., 1997; Bierkens, 2006; Salamon et al., 2006a) in order

to determine the maximum detection probability or minimum contaminated area.

A second source of uncertainty arises from lack of knowledge about the leak itself. The
location of the source, the quantities and chemical composition of the contaminants, and the

time when a leak originated are questions with significant uncertainties involved. Simulation
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studies (Meyer et al., 1994; Storck et al., 1997; Yenigiil et al., 2005; Bierkens, 2006; Yenigul
et al., 2006; Yenigiil et al., 2011) usually assume conservative contaminants, with continuous
or instantaneous leakages, and with the source's location randomly selected within a landfill's

area.

The frequency of a sampling program that is implemented at a monitoring well system
is another component that defines the likelihood or not of detecting contaminant
concentrations above regulatory threshold values. The EU Directive 1999/31/EU on “the
landfill of waste” states that sampling for monitoring purposes should be conducted “...At a
frequency to be determined by the competent authority and in any event at least once a
year...” The dependence of the probability of detection on the sampling frequency can be
explained if one considers the sub-region of the plume characterized by concentrations, which
are above the threshold regulatory limits. This sub-region changes, continually, in space and
time, as a result of its advective and dispersive movement, and hence infrequent sampling
may result in obtaining samples at wells that are used as regulatory check points when this
critical part of the plume has already travelled elsewhere. Our article investigates the
dependence of contaminant detection probabilities on aquifer heterogeneity and dispersion, as

well as of the interaction between sampling frequency and monitoring well-arrangement.

Yet contaminant detection is of value if followed by quick remedial response. Indeed,
most risk cost-analysis studies (Freeze et al., 1990; Bierkens, 2006; Yenigul et al., 2006),
when analyzing the economic performance of different monitoring well systems assume that
remedial actions are instantaneous, i.e., remediation activities commence exactly when
detection is attained. According to this risk framework the contaminated groundwater volume
at detection time is estimated; multiplied by the remediation cost per unit volume, and then

this total remediation cost enters a decision analysis.

A different probabilistic risk analysis framework in subsurface contamination is
proposed by (Tartakovsky, 2007), and (Bolster et al., 2009) where the probability of aquifer
contamination is based on a rare event approximation and it depends on the probabilities of

the system’s constitutive parts (natural attenuation and remediation) failing.

Practically, there is always a time lag between contaminant detection and remedial
action response. The EU directive 1999/31/EU on “the landfill of waste,” for example, states
that landfill operators should notify competent authorities first of any significant adverse
environmental effects revealed by the monitoring procedures, and then follow the authorities’
decision on the nature and timing of the corrective measures. Considering the time needed for
administrative decisions and for arrangements with local contractors in order to initiate

remedial procedures introduces a time lag between detection and remediation time. During
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this time lag a plume continues to move into an aquifer contaminating larger groundwater

volumes.

The effect of this time lag, named as remedial action response delay by us, on the
outcome of decision analyses is investigated in this study. Our article provides a novel
framework to modify traditional risk analyses by supplying corrected detection probabilities
that account for delays in remedial actions. In our approach the weights that detection
probabilities provide onto remediation costs in traditional decision analyses are downgraded
the further away a remedial response has moved from the time of detection. Correspondingly,
the weights applied on failure costs are increased, effectively penalizing delayed remedial

actions.

3.2 Model Description

Our study involved the stochastic simulation of groundwater flow and contaminant
transport in heterogeneous aquifers of horizontal dimensions much greater than their
thickness (Meyer et al., 1994; Yenigiil et al., 2005; Yenigil et al., 2011). The wells were
assumed to fully penetrate the aquifer resulting in vertically-averaged concentration

measurements.

The physical problem at hand involves five sources of uncertainty: The heterogeneity
of the two-dimensional geologic field, the dispersion of the contaminant, and the initiation
point, size, and duration of a leak. The contaminant was assumed to be conservative, and fully

water soluble.

The heterogeneity of the geologic environment was addressed through the hydraulic
conductivity, which was simulated as a log-normal, stationary, second order, isotropic
stochastic process (Gelhar, 1986; Sudicky, 1986; Elfeki, 1996) using the Spectral Turning
Bands Method (STUBA) (Mantoglou & Wilson, 1982; Brooker, 1985; Mantoglou, 1987;
Tompson et al., 1987a). The second source of uncertainty arises from the way a pollutant is
transported into the subsurface heterogeneous environment. Upon entering an aquifer’s flow
field, a pollutant starts not only to move along the streamlines, but in addition to diffuse and
disperse into the geologic medium. The particle tracking method based on the ‘random walk’
approach (Ahlstrom et al., 1977; Prickett et al., 1981; Kinzelbach, 1987; Tompson et al.,
1987b; Tompson & Gelhar, 1990b; Uffink, 1990; Zimmermann et al., 2001; Hassan &
Mohamed, 2003; Delay et al., 2005b; Salamon et al., 2006b; Salamon et al., 2006a) was
adopted to simulate a plume’s advective and dispersive movement. Our choice of algorithm
was based on its ease of implementation, its mass conservative nature, its numerical

dispersion-free characteristic and its computational economy.
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The contaminant was assumed to be conservative and water soluble. While, some
contaminants are conservative (e.g. chloride), (Fatta et al., 1999), the majority are prone to
biological and chemical transformations that tend to alter the transport rate and lead to
concentration reduction (Renou et al., 2008). Although a plume’s evolution is determined by
the contaminants’ chemical characteristics and the site-specific physical, chemical, and
biological conditions - for example, the existence of low permeability zones that may lead to
fingering and the creation of diffusion-dominated ‘hot spots’ (National Academies, 1994), or
the development of geochemical conditions that may activate natural source contaminant
production (for example, chromium from ophiolites) (lzbicki et al., 2008), etc. - the
assumption of a conservative contaminant is useful in order isolate the impact on the
detection probability of sampling frequency and remedial action delay in heterogeneous

subsurface environments.

Other sources of uncertainty relate to the location and areal extent of a leak, together
with the quantity and duration of contaminant release. In this study it is assumed that any
point in the landfill can be a potential source of leakage, taking place once, and resulting in an

instantaneous ejection of contaminants into an aquifer.

Initial leakage from a landfill is usually due to holes and tears in geo-membranes
because of poor waste deposition or membrane ageing, and resulting in embrittlement, stress
cracking, and chemical erosion near welded seams (Lee & Jones-Lee, 1994; Allen, 2001).
Most of these failures are distinct and usually of very small dimensions leading to one or
multiple point sources of contamination. Thus, (Collucci et al., 1999) have reported that two
holes, each 5cmx3cm, and a crack of 63cmx31cm were the source of leachate leakage from a
municipal solid waste landfill in northern Italy, whereas (Laine et al., 1997) reported, through
an electrical leak imaging method (ELIM), leakage from two 80mm-long cuts at an active
landfill. In addition, at several waste disposal facilities with natural clay bottom barriers,
leakages may be caused by deposition of fluid containers over cracks or failure zones of small
areal extent. Consequently, we have assumed that the size of the leakage source is a single
point inside the landfill area, representing a worst case scenario in terms of detection because
the plume to be formed will be very narrow and difficult to detect (Meyer et al., 1994; Allen,
2001; Hudak, 2005).

The case of an instantaneous leak refers physically to a sudden discharge of leachate
into the aquifer as a result of high hydraulic head, which might have built up on the liner due
to continuous or localized leachate presence (Koerner & Soong, 2000), in conjunction with
the development of a crack or tear at a weak area of the bottom liner. A high hydraulic head
may develop due to clogging of the leachate collection and drainage pipeline system (Koerner

& Koerner, 1995), or due to large precipitation fluctuations, which in turn may cause
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excessive water percolation through the wastes (Collucci et al., 1999; Fatta et al., 1999; Tatsi
& Zouboulis, 2002). Numerically, instantaneous ejections can be considered leaks whose
duration is less than the modeling time step At that is used in the transport of contaminants,

set here equal to one day.

The contribution of the unsaturated zone in the contaminant’s movement and
dispersion was neglected. In the unsaturated zone, flows are gravity driven and thus are
primarily vertical, with the saturated-zone transport presenting perhaps the greatest
opportunity for a contaminant to travel large distances (Academies, 1994). Cases where
ignoring the influence of the unsaturated zone may be a valid approximation include those
when the water table is relatively close to the bottom of the facility and contaminants move
vertically towards the aquifer (Meyer et al., 1994; Celik et al., 2009); when there is a highly
permeable vadose zone or non-stratified deposits between a point source and the aquifer
(Hudak, 2005), or when there is fingered flow, which significantly increases the vertical pore
water velocity leading to rapid discharge of contaminant into the saturated zone (Selker et al.,
1996).

Seven linear configurations of monitoring installations were examined consisting of 1,
2,3, 4,6,12 and 20 wells, equally spaced from each other. Wells that were located at the ends
of each arrangement were placed half the distance from the landfill’s top and bottom edges so
that the efficiency of the monitoring system would be maximized (Yenigiil et al., 2005). The

distance, d, of the monitoring installations from the landfill’s trailing edge was normalized

with respect to the landfill’s width, L.
The procedure for the Monte Carlo simulations was as follows:

2-D random hydraulic conductivity fields were created by STUBA (Mantoglou &
Wilson, 1982) for a flow field 1,000m long and 400m wide. The variance of the log hydraulic
conductivity varied from 0.0 (homogeneous aquifer) to 2.0 (strongly heterogeneous aquifer),
while the mean of the log hydraulic conductivity was taken to be equal to 2.3. The correlation
length, 4, was considered constant and equal to 20 m for both directions X and Y

(isotropic medium).

Numerical calculations of steady state two-dimensional groundwater flow were based
on a finite difference 7-point scheme (Sarris & Paleologos, 2004), with the velocity on each
grid node calculated by Darcy’s law. Continuous velocity values inside the domain were

calculated using a bilinear interpolation scheme (Salamon et al., 2006b).

A rectangular landfill facility was located between x -coordinates of 10m and 60m, and

Yy -coordinates of 140m and 260m (Figure 3.1). A point was selected randomly inside the
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landfill as the starting point of pollution. The total pollutant mass was equal to 1,000gr,

simulated by 2,000 or 8,000 discrete particles (depending on the case investigated). The initial

concentration of the point source, C, =M, /(nVO), was 4,000mgr/It, where M, the initial

mass, N=0.25 the effective porosity, and V, =1m® The threshold concentration C s

which was detectable from the monitoring wells, was set at 0.35% of the initial concentration.
This corresponds to a level of critical contamination from nitrate, cyclohexanon, or

diethyleneglycol, which would require remedial procedures (Yenigiil et al., 2005).
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Figure 3.1 : Section of simulated flow field with a rectangular landfill W x L , a 2000
particles plume, and a magnified well-detection area

Evolution of the plume was simulated via the random walk particle tracking algorithm.
A brief overview of particle displacement equations can be found in the work of (Salamon et
al., 2006b) and in the more extensive work of (Tompson et al., 1987a). For each geologic

field reproduced by STUBA different transverse dispersion coefficients, a,, were examined,
varying between 0.001lm and 0.5m. The longitudinal dispersion coefficient, a, , was

calculated by the relation a, =10a, (Spitz & Moreno, 1996; Cirpka & Kitanidis, 2001).

For each dispersion case different linear arrangements of monitoring wells were
examined, each time step utilizing various frequency sampling policies: on-line (every day),
once every two, three, four, six and twelve months. If the contaminant's concentration at any

monitoring well of a specific well arrangement was found equal to, or greater than the
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threshold concentration, then detection was considered to have been achieved. Because the
random walk particle method provides discrete particle displacements and not the
concentration values themselves, the particle density found in each computational cell was

converted to a concentration value with the use of a mesh similar to the one used for the
solution of groundwater flow equation. The average concentration in a grid cell (i, j) with

dimensions Ax=Ay=2m inthe x-and Y -directions, respectively, is given by

_ Mgn; (t)

(0= NnbAxAy &1

Here C; (t) is the volume averaged concentration in a grid cell (i,j) attime t, M is

the total initial mass of the contaminants, N (t) is the number of particles found inside a cell

(i,j), N is the total number of particles, n is the porosity, and b is the depth of the aquifer

taken equal to unit. If a value of concentration was found, in any one of the wells of a specific

arrangement, to equal or exceed the threshold value C,,, at any time step, during the 30-year
monitoring period, then, successful detection was considered to have been attained and was

given in any simulation i the value |§3 =1, otherwise it took the value of 0.

The detection probability of a specific arrangement of monitoring wells was calculated
as the ratio of simulations where successful detection was attained over the total number of

simulations, N,,., and was expressed as

MC !

1 NMC (I)
Py = Zldet (3.2)
NMC i=1
If contamination was detected, then the total polluted area was calculated at the
moment of detection. This calculation was repeated again 3, 6, 12, 24 and 36 months after the
initial detection, in order to record the evolution of the plume. In case where no successful
detection was accomplished the total contaminated area was calculated at the end of the 30-

year monitoring period.

3.3 Number of Simulations and Tracking Particles

One of the computational shortcomings of Monte Carlo stochastic simulations is that
the accuracy of the results depends on the number of realizations utilized. Although many
stochastic numerical studies have shown (Storck et al., 1997; Sarris & Paleologos, 2004;

Yenigiil et al., 2005) that, in many cases, approximately 500 simulations may be sufficient for
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results to converge to a constant value, the calculations to estimate detection probabilities of

monitoring systems have practical use as entries in decision-making analyses. There, the
detection probability is multiplied by remediation costs, and hence an error in the value of P,

, from the constant value that is attained at a higher number of simulations, may affect the

outcome of a decision.

Figure 3.2 plots the dependence of the detection probability on the number of Monte

Carlo simulations for three different cases of well arrangements, levels of heterogeneity, and

dispersion of the plume. This figure indicates that convergence of P, is attained at about

3,000 simulations, with the average difference from the value of P, returned from 500

simulations being approximately 4%. In all subsequent calculations of our study the number
of 3,000 realizations was used for all cases of hydro-geologic investigation. Alternatively, one
could consider that the flow and transport calculations could be performed with a smaller
number of simulations and at the decision level a sensitivity analysis could be conducted on
the effect on the results by small perturbations of the value of the detection probability.

Our study investigated numerically the effect of the number of particles, used to
simulate a plume of total mass M , on the detection probability. The particle tracking method
assigns the solute mass of the contaminants to a group of N particles having identical,
unchanging amounts of mass, and free to move independently in time. A particle in each time
step is displaced in two ways: the first motion involves movement along a streamline, while
the second is a random displacement, whose direction and magnitude are chosen so that the
overall distribution of the cloud of particles reproduces the desired concentration. Because of
the need to use a large number of particles in order to obtain consistent and reliable results of

contaminant concentration there exists a strong dependence of the calculated values of P, on

the total number of particles used in the simulations. On the other hand, the computational
effort, per time step, is proportional to the number of particles used, making the optimization

of N necessary.

Contaminant concentration by the method of particle tracking is calculated by

measuring the number of particles found in each grid cell of area A, (Figure 3.1) and

applying Equation (3.1). Consequently, contrary to the space-and-time continuous

concentrations that are provided by analytical methods, the particle tracking method provides
discrete values of concentrations C(A,t) - in the form of step functions - to adjacent grid

cells. The discrepancy between the concentration distribution obtained via the random walk

tracking particle and the analytical solution, averaged over cell area A,, can be quantified
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through the total square error of the concentration over the flow domain Qg (Figure 3.1),

given by (Ahlstrom et al., 1977; Kinzelbach, 1987; Tompson et al., 1987a)

82=(M/n)z
NA,

(3.3)

This result is a global measure of the error in concentration over Q. and shows that a

factor of two reduction in the global error can be accomplished either by a four-fold increase

in the number of particles N or an equivalent increase in the sampling region ©, from which

concentrations are estimated (Tompson et al., 1987a). Since in our case Q

d

was set equal to

A, (Figure 3.1), which was derived from the finite difference mess, improvement in & is

conditioned on an increase in the number of tracking particles. (Kinzelbach, 1987) has

reported that in his numerical experiments an increase in the number of particle N did not

lead to an improvement in & as described by Eq. (3.3).
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Figure 3.2: Detection probability P4 versus number of Monte Carlo simulations for 3 cases

of well arrangement, heterogeneity, and dispersion
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Yenigiil et al. (2011) defined the theoretical detection probability Pd(TH) for a single

well, in a homogeneous medium and for an instantaneous release, as the ratio of the

maximum width 2| of the plume at time t to the width of a landfill L. These authors found

that,
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2l L L
Pd(TH): f' when yw_l >yC_E or yw+|<yc+5' (3.4)

where y_ is the y-coordinate of the landfill's center line, and vy, is the y-coordinate of the

well. When the well is close to the upper or lower boundary of the landfill Pd(TH) is given by

l+L/2-y, + . L
Pimy = LyW yc, if yW+I>yC+E, (3.5)

or

l+L/2—-y.+ . L
Py = LYC yW, if yW—I<yC—E (3.6)

respectively.

Based on the above equations the total Pd(TH) for the case of multiple, equally spaced,

wells, arranged linearly was formulated by us as the sum of the detection probability of each

individual well. When the maximum width of the plume extended over more than half the

distance d between the wells the total width of the landfill was covered, yielding Pd(TH) =1,

In every other case (21 <d) P,q,, was calculated to be

2l
Pd(TH) = nf (3.7

Figure 3.3 depicts the theoretical Pu(m) and the numerical P, for five different wells
arrangements (1, 3, 6, 12 and 20 wells) against the log,, N, where the number of tracking

particles N took the values of 500, 1000, 2000, 4000, 8000, 16000, 32000, 64000, 128000,
256000, and 512000. The results were obtained for a homogeneous field with a, =0.10a, ;

the monitoring set was located at a distance d =0.125L =15m (where maximum detection
was attained), and the maximum plume's half width was calculated to be | =3.085m (Yenigiil
et al., 2011). The threshold number of particles inside a well, in order to attain detection, was

adjusted so that the detection concentration limit remained constant at 0.35%-C,. Figure 3.3

indicates that as the number of particles increases, the numerical detection probability P,

converges to the theoretical value Pd(TH)i with P, becoming almost equal to the theoretical
value when 64,000 or more particles are used. When only one well is considered then even

8,000 particles appear to be sufficient for P, to converge to Pd(TH) :
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Yenigul et al. (2011) performed a sensitivity analysis of the approximation provided by
particles ranging from 500 to 8,000 to the analytical plume’s concentrations in a
homogeneous and heterogeneous field. This author concluded that 2,000 particles provide a
satisfactory tradeoff between accuracy and computational cost for the calculation of
concentration in these flow fields. For the detection probability, however, she concluded that

this number of particles resulted in values greater than the analytical ones.
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Figure 3.3: Comparison between numerical and theoretical P4 versus logiq of number of tracking
particles N, N=500, 1,000, 2,000, 4,000, 8,000, 16,000, 32,000, 64,000, 128,000, 256,000,
and 512,000

It is apparent from Figure 3.3 that, independently from the number of monitoring wells,
the detection probability decreases as the number of particles increases. This occurs because
an increase in the number of tracking particles would make the concentration variations
between sequential cells smoother, since a larger number of smaller particles are distributed
into various cells. As a result the contamination plume is described better, reducing some
erroneous detection cases, which occur when the concentration at a monitoring numerical cell
is found to be marginally above or below the detection threshold limit. This may explain the
discrepancy between analytical and numerical results for the detection probability, which was

observed by Yenigul et al. (2006) by using 2,000 particles for calculations.
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3.4 Results and Discussion

3.4.1 Effect of Number and Distance of Wells on Detection Probability

The number of wells that are used in a monitoring arrangement has a great influence on
the likelihood of detecting or not potential contamination events from a landfill facility. Table
1 presents the results of our simulations for different levels of heterogeneity, values of
transverse dispersion coefficients a, =0.001, 0.01, 0.02, 0.05, 0.1, 0.2, 0.5m or different
number of monitoring wells, NOW=1, 2, 3, 4, 6, 12, and 20, and for two cases, the first
utilizing 500 hydrogeological realizations and 2,000 tracking particles, and the second
utilizing 3,000 realizations and 8,000 tracking particles. The detection probabilities shown in
this table refer to the optimum distance d from the contamination source, normalized by the
width L of the landfill. The normalized optimum distance is designated as NDFS, and it
refers to that distance from the landfill where the maximum detection probability was
observed for each arrangement of wells.

Our numerical experiments showed that, in most cases, different monitoring wells, under the
same conditions of heterogeneity and dispersion, perform better at slightly different distances.

For example, Figure 3.4(b), 6 wells attain the maximum P, at a normalized distance of 0.03,
while 3 and 12 wells attain the maximum P, at NDFS=0.015. On the other hand Figure
3.4(a) indicates that all 3, 6, and 12 wells attain their maximum P, at the same distance.
Because of the computational effort it was chosen that the values of P, , shown in Table 4.1,
would be calculated (in each oy case) at the same NDFS for all arrangement of wells, with
NDFS selected as the distance where the performance of the majority of the well
arrangements was maximized.

The first observation from Table 4.1 refers to the variability of the values of P,
obtained by the numerical scheme utilizing 500 realizations and 2,000 particles, and that
which uses 3,000 realizations and 8,000 particles. This is to be expected since Figure 2
indicates that at 500 Monte Carlo realizations P, is well within the zone where significant
fluctuations around its asymptotic value still occur, and in particular that depending on 05
and «, the value of P, obtained by 500 realizations, for the case of 3 wells, may

underestimate the asymptotic value obtained by 3,000 realizations, while for 6 and 12 wells

the opposite result may hold true. This variability in P, from the two numerical schemes

becomes more pronounced when the number of wells exceeds 3, in agreement with the results

of Figure 3.3, which indicate that the choice of the number of tracking particles influences P,

more when the number of wells increases.
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Figure 3.4: Optimum detection distance for 3, 6, and 12 wells. Top: Heterogeneous
(6%nk=2.00, a;=0.20m) flow field. Bottom: homogeneous flow field with
a;=0.001m.

It is evident from the results at Table 4.1 that in all cases of hydrogeological
heterogeneity and dispersion the more wells utilized for detection purposes the greater the
detection probability. It is notable that the use of 20 monitoring wells provides extremely high
detection probabilities, which in some cases, at least at the numerical level, may reach full
detection. In terms of the minimum requirement of the 3 monitoring wells stipulated in the

1999/31/EU directive “on the landfill of waste” we found that, in agreement with (Yenigiil et
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al., 2005), the detection probability from this well arrangement remained very low, not
exceeding 19%. The implication of this result is that approximately four out of five cases of

leakage from a landfill will remain undetected if such a well arrangement is to be used.

3.4.2 Effect of Field's Heterogeneity and Dispersion

For a given geologic field the dispersion coefficient determines the form that a
contaminant’s plume takes (Meyer et al., 1994; Yenigiil et al., 2005). The longitudinal
dispersion causes elongation of the plume in the direction of groundwater flow, while the
transverse dispersion causes it to widen. This means that the farther a plume travels, the more

it spreads and dilutes into the aquifer.

The dispersion of pollutants as they travel into an aquifer results in two opposing
situations with regards to monitoring. As the plume evolves the contaminated area increases,
making it more likely for a plume to be detected by a monitoring system. On the other hand
though, as the plume evolves the concentration drops, making it more difficult to obtain high
concentration samples, and hence to detect at a distance from the source. For a fixed
heterogeneity level Table 4.1 shows that for each specific arrangement of wells the maximum
detection probability increases with increasing dispersion coefficient up to a certain value of

ar and then P, decreases. For the homogenous case this saddle point occurs at about the
value of «,=0.1m to 0.2m, while the effect of increasing heterogeneity appears to be the

appearance of the saddle point at lower «, values.

The heterogeneity of the subsurface environment also influences the detection
probability of a particular installation of monitoring wells. Analysis of the results in Table 4.1
shows that in general the efficiency of contaminant detection from a specific well
arrangement decreases as the variance of Y =InK increases. This conclusion holds
consistently for the system of 6, 12, and 20 wells, but it appears to be more tentative for the
lower number of wells. This may be attributed to the fact that arrangements of 1, 2, 3, and 4
wells return relative small detection probabilities and hence numerical errors from the limited
number of realizations and tracking particles have the potential to make this trend less
apparent. Indeed, the greater the heterogeneity the closer the monitoring wells must be to the

contaminant source in order for detection to occur.

3.4.3 Effect of Sampling Frequency

According to the EU directive 1999/31/EU on “the landfill of waste” sampling for
monitoring purposes should be conducted “...At a frequency to be determined by the

competent authority, and in any event at least once a year...” Annex Il of the same directive
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specifies that for the protection of groundwater, monitoring of its chemical composition
should follow a site-specific sampling frequency, which would be based on the velocity of
groundwater flow, in order to allow for the ““...possibility for remedial actions between two

samplings if a trigger level is reached...”

Yenigul et al. (2006) examined the way that sampling frequency affects the detection
probability of a contaminant plume, which emanates from a continuous leak of constant flow
rate. These authors concluded that in the continuous leak case the detection probability of all
the monitoring systems they considered remained insensitive to the sampling frequency, in
contrast to the contaminated area, which increased as the sampling frequency decreased.

In the present study the dependence of the detection probability on the sampling
frequency was investigated for the case where the contaminant's mass got released
instantaneously into an aquifer. Figure 3.5 shows the results of our numerical experiments

(3,000 realizations and 8,000 tracking particles) for two cases: the first is a homogeneous
aquifer with a, =0.01m, and the second is a heterogeneous one with ;=10 and
a, =0.20m. For both cases the sampling frequencies considered were: once a day, once a

month, once every two months, once quarterly, once every four months, bi-annually, and once

a year.

Figure 3.5(a) indicates that for the case of instantaneous release, if monitoring of a
homogeneous and of low dispersion aquifer is performed with up to three wells, no higher
detection of the contamination is obtained by sampling done more frequently than once a
year. If 4, 6, or 12 monitoring wells are used then conducting bi-annual sampling increases

the probability of detection by about 8% and sampling once a month improves P, by 15%

relative to the detection obtained if sampling is done annually. The case of 20 monitoring
wells indicates that full detection can be accomplished with this arrangement if bi-annual

sampling takes place.

The effect of sampling frequency on the detection probability is more pronounced
when the aquifer is heterogeneous and dispersion is increased (Figure 3.5(b)). When 3 wells
are used it is worth to proceed to bi-annual sampling, which will provide a 40% improvement
on the detection probability, or else proceed directly to daily sampling that will improve

detection by over 90%, relative to the P, determined by annual sampling. For the cases of 4
and 6 monitoring wells bi-annual sampling improves P, by 43%, and once a month increases
P, about 70%, again relative to the P, determined by annual sampling. Finally, 12 and 20

monitoring wells show a substantial improvement in the P, which approaches 40% simply
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by sampling twice instead of once a year, and much higher improvements if a more frequent

sampling schedule is performed.
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Figure 3.5: Dependence of the probability of detection on sampling frequency (5a:
homogeneous, a;=0.01m, and 5b: heterogeneous aquifer, o?,k=1.0,
ar=0.20m)

As a general rule it appears that under all conditions at least bi-annual sampling should
occur at a monitoring system. If one wants a higher detection probability then sampling at a

frequency of once a month appears to be the optimum choice for most well arrangements,
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considering both the effort involved if one were to proceed with a much more intense
sampling and the improvements on detection attained at this level. It is interesting to note that
in heterogeneous aquifers a large number of monitoring wells (such as the case of 12 wells
considered here) if sampled infrequently (for example, once a year) does not perform much
better in terms of detection than arrangements having a lower number of wells, but which are

sampled more regularly.

3.5 Remedial Action Response Delay

Decision analyses that evaluate the economic worth of different arrangements of
monitoring wells are performed by defining a risk term R, which is associated with the

probability of detection P, (and the probability of failure to detect, P, =1-P,), and the

associated cost of remediating the detected volume of contaminated groundwater, C,

(correspondingly, of the remediation cost C, of a much larger contaminated volume, due to a

plume’s failure to be detected by a monitoring system, and becoming apparent only by
reaching, for example, the drinking wells of a community). This risk term R is defined for
every monitoring system, whose economic worth is investigated, as (Bedford & Cooke, 2003;
Yenigul et al., 2006):

R=P,C,+P.C, (3.9)

The remediation costs in both cases can be obtained by multiplying the contaminated
volume, which is evaluated during the stochastic groundwater flow and contaminant transport
numerical analysis, by the remediation cost per unit contaminated water volume. The decision
analysis then proceeds by determining that particular well arrangement that optimizes the risk
factor R, i.e., determining this monitoring system that maximizes the detection probability

while minimizing the contaminated area, or equivalently minimizing the remediation cost.

Implicit in the decision analysis framework described above is the assumption that
remediation takes place immediately after detection occurs, in other words that the
contaminated groundwater volume (contaminated area, equivalently, in our case of two-
dimensional investigation), which is remediated, is the same with the volume observed and
calculated at the time of detection. In reality, there is always a delay in the response, from the
time when the exceedance of a threshold value of a chemical is observed until the time when
remediation measures commence. This remedial action delay has as a result the increase of

the contaminated volume, as the plume continues to evolve in time, and an increase of the
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remediation cost compared to that which would be calculated if the contaminated volume at
detection were to be used.

One way to address this issue is to use the ratio of A /A, wWhere A is the
contaminated area in the two-dimensional case (correspondingly, contaminated volume in 3-
D) at time t of detection, and A, is the contaminated area at time t+dt when remediation

might take place, to correct for this remedial action delay. Of course the time interval dt
between detection and remediation is not known a priori, and a sensitivity analysis can be
performed, as is done here, to determine the influence of dt on the risk factor R. Multiplying
this ratio by P, results in a reduced detection probability P;*", i.e., an increased delay in the

response to remediate can be considered, in terms of economic outcome, as equivalent to a

monitoring arrangement with a decreased efficiency to detect. While P4 contains information
about the degree of our knowledge of the event detection, P,/” can be considered as a
measure of the degree P, is utilized. For example, if 20 monitoring wells were used and full
detection were to take place, P,=1.0, then Equation (3.8) would calculate R considering the
second (failure) term equal to zero, irrespectively of the fact that in some cases remediation
might take place only when the plume has reached a critical stage, for example threatening
community drinking wells. Therefore, P/* is a way to measure the economic impact of

different remedial action delays as a divergence, from the maximum economic outcome

(which takes place at detection) occurs for a specific monitoring installation.

This approach provides also a corrected probability of failure P;°", which will increase

as the time to respond increases resulting in an increase of the weighted cost of failure that
enters into expression (3.8) of the risk factor R. In essence the above procedure downgrades
the importance of the first term in R, which provides the weighted remediation cost due to
detection, and upgrades the significance of the second term, which provides the weighted cost
due to failure to detect, in order to account in the calculation of R for a delay in the remedial

response after detection. This procedure is summarized in the following equation yielding a

corrected risk R*" that accounts for the remedial action response delay,
cor cor cor
R™ =P™ C, +P™ C, (3.9)

where

Pdcor — Pd( A j’ and PfCOI’ :1_ Pdcor (310)

+dt
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In our model it is assumed that the pollutant is conservative, and that a particle found
within a grid cell at particular time step, classifies the cell as contaminated, even if the
concentration is below the regulatory limit.
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Figure 3.6: Effect of remedial action response: Corrected detection probability P4*" for six monitoring
wells, sampling once a day, in a homogeneous field (a: a;=0.01m, and b: ar=0.10m), as a
function of remedial action delay

Table 4.2 provides the results for P/ for 3, 6, 12 and 20 monitoring wells, in two

cases of aquifer heterogeneity (c7Y2 =0.0 and O'Y2 =1.0), and for two sampling frequencies,
every day and once every six months. The ratio A /A, Wwas evaluated numerically through
Monte Carlo simulations, with A, calculate at time lags of 3, 6, 12, 24, and 36 months

beyond the detection time. Figure 3.6a shows that for six monitoring wells in a homogeneous
field of low transverse dispersion, and hence of contaminant transport taking place at a slow
rate, the use of expression (3.8) for the risk factor R provides a good approximation to an
optimum decision. A delay in the deliberations on planning, cost, and technology application
will not affect critically the contaminated groundwater volume and hence the remediation
cost. On the other hand, if contamination takes place in a homogeneous environment, but of
high dispersion, then (Figure 3.6b) indicates that the contaminated groundwater area will
increase fast with time, and so any remediation delays of the order of 3 years and above
beyond the time of detection, would be almost equivalent to a monitoring system providing

detection with half its number of wells.
Figure 3.7 summarizes the results for the effect of remedial action delay in a

heterogeneous field of o7 =1.5 and a. =0.05m, for twelve monitoring wells as a function of

the sampling frequency as well. When sampling is performed every day a remediation delay
of 36 months is equivalent to reducing the detection probability from 59% to 22%, or
increasing the failure probability from 41% to 78%. This means that the larger of the two
costs, the failure cost, which enters into expression (3.8) increases by 90% as a result of the

delay. If sampling is performed every 6 months then P, is reduced from 42% to 19%.
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Figure 3.7: Corrected detection probability P4, for a heterogeneous field o7=1.5,
a7=0.05m for twelve monitoring wells as a function of remedial action delay

and sampling frequency

3.6 Conclusions

A Monte Carlo stochastic model was developed to simulate contaminant transport into
heterogeneous, two-dimensional aquifers. Pollution originated from a random, instantaneous
point source within a landfill facility. Different arrangements and distances of monitoring

wells from a landfill were considered, and the corresponding detection probabilities P, and
contaminated groundwater areas, at different time periods, were calculated. The following
major conclusions can be drawn from the current study.

1. Convergence of the probability of detection P, to a constant value was attained at

about 3,000 Monte Carlo simulations, with the average difference, from all cases,

from the value of P, returned by 500 simulations being approximately 4%. The

number of tracking particles used to simulate contaminant transport had a strong

influence on the values of P, calculated through numerical experiments. For
arrangements of 12 and 20 wells convergence of the P, to a stable value was

attained at very high particle numbers. Cases of 1, 2, 3, 4, and 6 wells require at

least 8,000 tracking particles in order to define a stable probability of detection.
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2. Our results showed that in all cases of hydrogeological heterogeneity and

dispersion the more wells utilized for detection purposes the greater the P,. The

use of 20 monitoring wells provides extremely high detection probabilities, which
in some cases, at least at the numerical level, reach full detection. In terms of the
minimum requirement of the 3 monitoring wells stipulated in the 1999/31/EU
directive “on the landfill of waste” it was found, in agreement with (Yenigiil et
al., 2005), that the detection probability from this well arrangement remained
very low, not exceeding 19%. The implication of this result is that approximately
four out of five cases of leakage from a landfill will remain undetected if only 3

monitoring wells are used.

3. For a fixed heterogeneity level, for each specific arrangement of wells, the
maximum detection probability increases with increasing dispersion coefficient

up to a certain value of ar and then P, decreases. For the homogenous case this
saddle point occurs at about the value of a, =0.1 to 0.2m, while the effect of

increasing heterogeneity appears to be the appearance of the saddle point at lower
ot values. For transverse dispersion greater than 0.2m maximum detection is
attained very close to the trailing edge of landfill. As a general rule the efficiency
of contaminant detection from a specific well arrangement decreases as the

variance of Y increases.

4. The frequency of sampling is critical in heterogeneous aquifers of high
dispersion. Bi-annual sampling improves the detection probability, for almost all

well arrangements, by about 40%, whereas once a month sampling improves P,

by about 70%, relative to the detection determined by annual sampling. As a
general rule it appears that under all conditions at least bi-annual sampling should
occur at a monitoring system. If one wants a higher detection probability then
sampling at a frequency of once a month appears to be the optimum choice for
most well arrangements, considering both the effort involved, if one were to
proceed with a much more intense sampling, and the improvements on detection
attained at this level. It is interesting to note that in heterogeneous aquifers a large
number of monitoring wells if sampled infrequently does not perform much
better in terms of detection than arrangements having a lower number of wells,

but which are sampled more regularly.

5. Finally, decision-making analyses that evaluate the economic worth of different

arrangements of wells calculate remediation costs based on contaminated
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groundwater volumes that are estimated at the time of detection. In practice there
is always a remedial action response delay, and contaminated volumes and hence
remedial costs surpass those calculated at detection time. To correct for this
situation we propose here an expression for a corrected risk factor R*" that

accounts for remedial action response delay,

RCOF — Pdcor Cd + Pfcor Cf (311)

Pdcor — Pd( A j’ and PfCOI’ :1_ Pdcor (312)

+dt

A, corresponds to the contaminated area (volume) at detection time t, and A, is the

contaminated area (volume) at a later time due to delays in remediation procedures. Our
approach can be viewed as a way to downgrade the importance of early detection, if not
followed by quick remedial response, in risk analysis calculations.

Our expression allows us to estimate for a heterogeneous field, where twelve
monitoring wells are operating and sampled every day, that a remediation delay of 36 months
is equivalent to reducing the detection probability from 59% to 22%, or increasing the failure
probability from 41% to 78%, almost doubling the failure cost entering risk calculations. If
sampling is performed every 6 months then P, is reduced from 42% to 19%, i.e., a delay of

36 months is equivalent to reducing the performance of 12 wells to that of only 3 wells.
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CHAPTER 4

Sampling frequency of groundwater
monitoring system and remediation
delay at contaminated sites

4.1 Introduction

Geologic disposal of municipal wastes has been the dominant waste disposal practice
and still remains the most profitable option in terms of exploitation and capital costs (Renou
et al., 2008). On the other hand, disposal sites, whether old abandoned dumping grounds or
sanitary landfills, have been responsible for soil and groundwater contamination as the
aqueous effluent generated from rainwater, percolating through the wastes, or from bio-
chemical processes, has leaked into the subsurface environment (Collucci et al., 1999;
Koerner & Soong, 2000; Tsanis, 2006). Hence, early detection of aquifer contamination from
a pollution source and quick remedial response is critical for plume minimization, reduction

of remedial and legal costs, and decrease of the environmental and health impacts.

The duration of a leak may vary from a sudden to a continuous discharge of steady or
variable rate. Sudden discharges into an aquifer can occur as high hydraulic head may
develop as a result of continuous or localized leachate presence on the soil surface, or the
bottom liner of unlined or lined landfills, respectively (Koerner & Soong, 2000); precipitation
fluctuations leading to excessive percolation through the wastes (Fatta et al., 1999; Tatsi &
Zouboulis, 2002), or, in the case of a landfill, clogging of the leachate collection and drainage

pipeline system (Koerner & Koerner, 1995).

Even in lined landfills leakages can occur due to tears and holes in the geo-membranes

caused by poor waste disposal practices and/or failure near welded membrane seams (Lee &
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Jones-Lee, 1994; Allen, 2001). Synthetic materials used as bottom liners are prone to failure
due to ageing, embrittlement, stress cracking, chemical corrosion, from extended leachate
exposure, and elevated temperatures, from exothermic processes taking place in a landfill
(Allen, 2001). Most locations of failure are of small dimension in relation to a landfill’s cell
area, constituting point sources of contamination (Collucci et al., 1999). Similar failure
concerns refer to landfills with clay bottom barriers, where fracturing, due to differential
waste deposition, chemical degradation, or ageing, can lead to contaminant leaks into the

subsurface environment.

In practice it is very difficult to distinguish between instantaneous and continuous
releases of contaminants. Instantaneous contaminant releases are more difficult to detect
because they translate to narrow plumes and hence the characteristics of the geologic
environment, the density of the monitoring well network, and the frequency of sampling
become determining factors on whether detection can be achieved. Furthermore,
instantaneous contamination releases may be followed by continuous leaks as landfill failure
zones become more generalized. Continuous leaks are more probable to detect as the area
with contaminant concentrations greater that the threshold detection limits increases, but in

that case the effect of the initial instantaneous release becomes difficult to differentiate.

Detection of aquifer contamination is performed with the use of monitoring wells that
are sampled according to a frequency schedule. Effective monitoring, and hence early
remediation action, constitutes a complicated problem with many uncertainties involved,
arising from the heterogeneity of the geologic medium, the aquifer’s depth and the hydraulic
gradient, the quantity and nature of the contaminants, all affecting the number, location, and

frequency of sampling of a monitoring network.

Yenigiil et al., (2005) conducted numerical experiments of the influence of aquifer

heterogeneity and dispersion, and well density on the probability of plume detection, P,,

resulting from landfill contaminant releases. These authors concluded that the number of
wells and aquifer dispersion are the dominant factors affecting detection probability.
(Papapetridis & Paleologos, 2011a) demonstrated that the frequency of sampling is critical in

heterogeneous aquifers, with bi-annual or monthly sampling improving P, by 40 %, and 70

%, respectively, relative to that by annual sampling. They recommended that sampling should
take place twice a year, at a minimum, with once- in-a-month appearing the optimum choice,
considering the effort involved and the improvements in detection. These authors also
introduced the notion of remedial action delay and provided a correction to decision analyses

to account for the cost of delays in remedial actions.
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The present study utilizes the stochastic Monte Carlo framework to investigate
contaminant transport in heterogeneous aquifers (Hudak & Loaiciga, 1992; Meyer et al.,
1994; Storck et al., 1997; Yenigil et al., 2005; Bierkens, 2006; Yenigul et al., 2006;
Papapetridis & Paleologos, 2011a, 2011b; Yenigiil et al., 2011) in order to evaluate the effect
of sampling frequency on the detection probability of a linear monitoring arrangement of
wells. Although our study considers for illustration purposes that an instantaneous
contaminant release has emanated from a random point within a landfill’s area, our analysis is
also relevant for other cases as well, such as when contamination can be considered to have

emanated from a small area of waste deposition, and from an unknown point of contamination

within that area (Hojberg et al., 2007). The change in P, for various sampling schedules,

degree of heterogeneity and dispersion is quantified, together with the average time needed
for detection depending on the sampling performed. In addition, the concept of the remedial
action delay is further expounded for specific well arrangements and sampling schedules in
geologic environments of differing heterogeneity and dispersion. Our study aims to define the
critical factors that determine an optimal groundwater monitoring sampling strategy and to
quantify how the contaminated area, and hence the cost of remediation is affected by delays

in remedial actions.

4.2 Model Description

Our study employed the Monte Carlo numerical framework to simulate groundwater
flow and contaminant transport in 2-D heterogeneous aquifers with the use of the Spectral
Turning Bands Method (STUBA) (Tompson et al., 1987a; Ababou et al., 1989; McLaughlin
et al., 1993; Elfeki, 1996; Paleologos & Sarris, 2011). The range of the log hydraulic
conductivity variance varied from 0.0 (homogeneous aquifer) to 2.0 (strongly heterogeneous
aquifer), and the mean of the log hydraulic conductivity was set equal to 2.3. The correlation

length, 4, was considered constant and equal to 20m for both x— and Y- directions.

Contaminant transport into the subsurface heterogeneous environment was simulated using
the particle tracking method based on the ‘random walk’ approach (Ahlstrom et al., 1977;
Prickett et al., 1981; Tompson & Gelhar, 1990a; Uffink, 1990; Zimmermann et al., 2001;
Hassan & Mohamed, 2003; Delay et al., 2005b; Yenigiil et al., 2005; Salamon et al., 2006b;
Yenigil et al., 2011). For each case of heterogeneous field 3,000 Monte Carlo realizations
and 8,000 particles were utilized to calculate the groundwater velocity and the contaminant's

movement into the subsurface environment. Transverse dispersion coefficients, «, , were set

equal toa, =0.01, 0.02, 0.05, 0.10, 0.20, 0.50m, corresponding to values observed in field
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experiments (Gelhar, 1986), and the longitudinal dispersion coefficient, «, , was calculated

by the relation a, =0.10a, .

Steady state groundwater flow in an isotropic, heterogeneous porous medium, with a
fixed depth of aquifer was considered with a constant hydraulic gradient of 0.001m, between
the nodes lying perpendicular to the direction of flow, and no-flow conditions at the lower
and upper boundaries of the flow domain. Although hydraulic gradient variations or other
hydrogeological considerations, such as the existence of fast pathways or of “hot” spots,
where contaminants may be sorbed and slowly released at a later time have been seen to
occur, our analysis did not extend on these aspects that are difficult to address, without
detailed field investigations (Mahar & Datta, 2000). The simulated region was 1,000 m long
and 400 m wide (Figure 4.1), and it was discretized in cells of area dx-dy=2-2m?, creating a
500x200 grid. A rectangular area simulating a contaminant potential source area (CPSA), for
example a section of a landfill, or the area of a waste storage facility, was situated between
x —coordinates 10m and 60m, and Y —coordinates of 140m and 260m (Figure 4.1). At a
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Figure 4.1: Half section of simulated flow field illustrating the rectangular CPSA, an 8000
particles plume evolved for 10 years, and a magnified well-detection area
(wells are deliberately placed further away for illustration purposes)
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point within these boundaries a contamination event was initiated that polluted the aquifer.

The total contaminant mass was equal to 1,000 gr, and was assumed conservative and fully

water soluble. The initial concentration of the point source, C, =M, /(nV, ), was 4,000mgr/I,
where M, the initial mass, n=0.25 the effective porosity, and the volume V, =1m® The

threshold concentration C

TH !

detectable by the monitoring wells was set at 0.35 % of the
initial concentration, corresponding to C,,, =14mgr/It or 112 particles in a single cell. The
uncertainty regarding the potential location within a cell of a landfill, where a leak might have
developed, stems from the lack of information on potential failure locations at a landfill’s
bottom liner. In case pollution from a different facility is assumed, such as from an industrial
plant or a military facility, uncertainty about the contamination’s point source may stem from
our inability to detect leaks from waste carrying pipelines, or underground storage areas of
liquid waste, or even accidental spills during operations. In either case, it was assumed that
any point within the rectangular CPSA is an equal-probable source of leakage, taking place
once as a single failure event at zero time (when the simulation begun) and resulting in an
instantaneous ejection of contaminants into the aquifer. Monitoring wells were assumed to
fully penetrate the aquifer resulting in vertically-averaged concentration measurements. Six
linear configurations were examined consisting of 1, 3, 6, 8, 12 and 20 wells, equally spaced
from each other. Wells that were located at the ends of each arrangement were placed half the
distance from the cell’s top and bottom edges so that the efficiency of the monitoring system
would be maximized (Yenigiil et al., 2005). Monitoring of the aquifer and plume evolution

was simulated for a 30-year period.

4.3 Sampling Frequency of Groundwater Monitoring

Table 4.1 and Table 4.2 present the results for the detection probability P, (%) achieved for
different number of wells (NOW), where NOW=1, 3, 6, 8, 12, 20, for various levels of
heterogeneity, o, =0.0, 0.5, 1.0, 2.0 and values of transverse dispersion coefficients, a, =
0.01, 0.02, 0.05, 0.10, 0.20, 0.50m. The values for the detection probability are given at
NDFS, which was the distance from the trailing edge of the CPSA where P, was maximized,
normalized by the width (L, =120m) of the facility. (Papapetridis & Paleologos, 2011a) have

shown that, in most cases, different monitoring wells, under the same conditions of

heterogeneity and dispersion, performed better, in terms of P,, at slightly different distances.
However, because of the computational effort it was chosen that the values of P, , shown in

Table 4.1 and Table 4.2, would be calculated (in each a, case) at the same NDFS for all
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Table 4.1: Detection Probability P, (%)

NOW 0'zanZO-o UzanZO-s

NDFS D 1M 2M 3M 4M 6M A NDFS D 1M 2M 3M 4M 6M A

at=0.01m ar=0.01 m
1 225 60 57 56 55 54 54 49 150 54 52 52 52 51 50 45
3 225 189 182 178 175 17.1 169 159 150 15.1 145 143 141 139 136 118
6 225 354 343 336 334 327 323 298 150 30.7 295 29.0 28.6 28.2 275 24.1
8 225 472 455 448 442 433 428 399 150 415 39.7 38.9 383 379 37.1 327
12 225 705 685 67.4 66.7 658 64.8 59.5 150 57.0 55,5 545 535 53.1 51.8 46.7
20 225 99.6 99.5 99.4 994 99.3 99.3 95.1 150 77.2 759 75.0 742 735 72.7 66.8
a7=0.02 m ar=0.02 m
1 150 58 56 55 54 53 52 45 050 59 59 59 57 57 56 45
3 150 18.2 175 17.0 16.7 163 159 140 050 16.9 16.6 164 159 16.0 155 12.8
6 150 34.6 329 318 31.2 310 302 274 050 332 324 32.0 317 31.2 308 258
8 150 46.3 439 43.0 421 415 402 365 050 43.6 42.0 415 409 40.7 395 3338
12 150 69.0 656 64.5 632 624 60.3 550 050 61.9 60.0 59.2 58.7 58.0 57.0 48.6
20 150 994 99.3 99.0 98.7 985 97.1 894 050 844 83.0 822 819 81.6 80.8 718
a7=0.05m ar=0.05m
1 050 58 55 52 53 51 49 44 050 56 50 47 45 42 40 30
3 050 182 17.3 16.7 16.3 16.3 15.6 13.9 050 149 136 129 126 12.0 115 8.9
6 050 34.1 319 31.0 30.6 30.2 29.0 25.3 050 29.9 27.0 255 24.7 24.0 228 17.0
8 050 45.8 43.2 422 413 405 39.4 34.7 050 39.1 35.1 33.7 33.0 315 29.7 234
12 050 69.0 65.1 63.0 619 60.7 59.0 52.3 050 55.7 50.2 48.0 46.2 44.4 41.8 332
20 050 99.4 989 98.1 974 96.5 94.9 84.7 050 782 734 709 69.2 67.4 645 517
ar=0.10 m ar=0.10m
1 0.125 57 53 51 49 50 47 44 0125 64 59 56 53 52 48 40
3 0.125 18.1 169 164 159 16.0 153 139 0.125 16.2 149 144 139 135 129 103
6 0.125 33.9 318 309 300 295 286 251 0.125 30.3 28.0 27.1 26.0 25.7 243 19.9
8 0.125 458 42.6 414 40.7 399 388 341 0.125 422 384 37.1 359 36.0 338 27.6
12 0.125 67.9 63.7 62.0 605 59.8 57.5 51.1 0.125 62.2 56.4 54.6 52.3 51.8 48.7 39.8
20 0.125 99.1 97.3 96.0 95.1 93.9 923 83.6 0.125 87.0 819 79.9 77.9 765 73.2 60.7
ar=0.20 m ar=0.20m
1 0030 47 41 38 36 36 33 27 0030 48 42 41 40 39 37 27
3 0.030 143 123 116 109 110 101 81 0.030 129 112 109 106 104 98 7.2
6 0.030 26.1 225 21.2 205 195 192 146 0.030 24.1 20.2 19.2 186 179 16.7 117
8 0.030 36.1 30.7 29.1 279 275 26.1 20.0 0.030 325 285 27.1 259 254 232 16.2
12 0.030 53.9 46.0 443 421 42.0 39.1 30.2 0.030 48.3 423 405 39.2 379 359 253
20 0.030 80.8 709 68.2 659 64.8 62.1 477 0.030 69.6 617 59.7 58.0 56.6 53.3 37.4
a=0.50 m at=0.50 m
1 0015 24 22 19 19 19 17 01 0015 30 26 24 22 21 18 09
3 0015 73 62 58 56 55 50 04 0015 78 69 66 62 59 49 18
6 0.015 13.7 115 111 10.7 105 98 0.8 0015 135 109 105 100 93 7.8 28
8 0.015 18.2 151 144 13.7 135 125 13 0.015 180 151 144 137 13.0 106 34
12 0.015 27.6 239 225 222 213 198 24 0015 275 226 213 205 195 16.1 56
20 0.015 405 36.7 350 342 334 310 31 0.015 382 340 328 31.7 300 254 8.7

NOW: No of Wells, NDFS: Normalized Distance from Source, D: Daily, 1M: Every Month, 2M: Once every two
months, 3M: Once every three months, 4M: Once every four months, 6M: Bi-Annually, A: Annually
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Table 4.2: Detection Probability P, (%)

6k=1.0 0%nk=2.0
NOW

NDFS D IM 2M 3M 4M 6M A NDFS D 1M 2M 3M 4M 6M A

at=0.01m at=0.01m
1 125 57 53 52 52 51 50 4.0 050 53 51 51 51 48 47 33
3 125 147 140 136 134 132 128 104 050 142 139 138 136 13.1 124 9.7
6 125 274 263 256 250 245 238 199 050 238 232 227 225 221 20.9 16.9
8 125 357 344 336 329 326 31.3 256 050 323 316 31.1 30.7 30.0 284 2238
12 125 504 484 478 46.7 46.2 452 375 050 46.8 458 452 444 43.6 40.9 33.6
20 125 68.8 66.7 65.7 647 643 624 536 050 64.7 634 627 621 61.1 58.2 475

a7=0.02 m a7=0.02 m
1 050 63 59 57 57 56 53 45 025 50 49 48 47 47 46 338
3 050 17.0 162 159 157 155 148 120 0.25 135 13.0 129 127 124 120 9.7
6 050 285 275 269 266 26.0 25.0 20.7 0.25 28.0 271 26.7 26.0 25.7 244 19.8
8 050 421 408 399 393 386 37.0 299 025 36.7 353 345 343 333 316 254
12 050 575 55.6 547 539 535 522 441 025 506 49.1 481 47.6 46.2 440 355
20 050 77.0 755 746 742 735 720 619 025 717 702 69.0 68.6 67.0 64.6 54.4

a7=0.05m a7=0.05m
1 0.125 57 56 55 54 51 50 37 0125 51 49 47 46 44 41 30
3 0.125 17.0 165 16.2 16.0 154 148 119 0.125 14.0 134 130 126 124 115 9.0
6 0.125 333 319 312 308 302 292 23.7 0.125 29.8 283 278 27.0 265 24.7 20.3
8 0.125 435 421 415 409 403 39.0 32.7 0.125 404 383 375 37.1 36.1 343 27.0
12 0125 61.8 59.7 59.1 583 575 558 47.1 0.125 56.4 542 531 522 51.2 482 39.1
20 0.125 86.3 84.7 842 831 829 80.6 68.7 0.125 769 748 739 731 71.7 689 56.9

ar=0.10 m ar=0.10 m
1 00625 54 51 51 48 48 46 37 00625 49 46 44 41 41 39 31
3 00625 17.1 159 158 152 149 14.1 109 0.0625 14.7 13.7 130 124 122 115 8.4
6 0.0625 316 294 285 276 27.1 255 19.7 0.0625 289 26.6 25.7 25.0 24.0 22.7 17.2
8 0.0625 432 40.0 386 37.8 36.8 34.8 27.6 0.0625 37.5 34.7 332 324 312 29.2 227
12 0.0625 60.8 56.5 54.8 53.7 525 495 38.8 0.0625 545 504 48.9 471 456 42.7 325
20 0.0625 86.2 82.7 81.0 795 785 749 593 0.0625 74.7 711 69.4 678 659 619 479

ar=0.20 m ar=0.20 m
1 0030 40 34 32 30 30 27 17 0015 38 35 34 32 30 27 19
3 0.030 12.8 11.2 106 103 100 9.2 59 0.015 122 104 100 94 89 79 51
6 0.030 220 192 180 178 16.7 156 100 0.015 22.0 19.0 178 16.6 158 143 9.7
8 0.030 31.1 26.6 253 245 232 213 147 0.015 29.2 248 234 222 212 18.6 12.6
12 0.030 44.7 386 37.0 358 343 31.7 21.0 0.015 440 382 36.2 34.8 33.0 29.4 18.6
20 0.030 646 57.8 55.6 53.6 52.7 48.0 32.8 0.015 623 55.6 53.0 509 486 434 299

ar=0.50 m ar=0.50 m
1 0015 22 20 19 16 15 12 04 0015 21 18 17 15 14 10 07
3 0015 77 67 64 58 54 41 16 0015 68 54 49 44 40 31 138
6 0.015 127 109 104 97 93 7.2 27 0.015 12.0 100 89 80 73 56 34
8 0.015 18.1 156 144 134 122 95 40 0.015 16.6 139 125 118 106 84 4.6
12 0.015 253 216 205 190 17.8 140 57 0.015 254 221 205 19.2 175 135 6.0
20 0.015 369 329 315 298 280 223 9.2 0.015 347 306 289 268 246 193 9.9

NOW: No of Wells, NDFS: Normalized Distance from Source, D: Daily, 1M: Every Month, 2M: Once every two
months, 3M: Once every three months, 4M: Once every four months, 6M: Bi-Annually, A: Annually
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arrangement of wells, with NDFS selected as the distance where the performance of the
majority of the wells was maximized. (Mahar & Datta, 2000) have concluded that, with the
exception of low transverse dispersive subsurface environments, observation wells should be
located downstream, in close proximity to contamination sources. All humerical experiments
were based on 3,000 Monte Carlo flow simulations and 8,000 tracking particles. Sampling
frequencies that were considered were as follows: daily (D), once every month (1 M), once
every 2 months (2 M), once every 3 months (3 M), once every 4 months (4 M), bi-annually (6
M), and annually (A).
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Figure 4.2: Percent detection change between daily and annual sampling for different
well arrangements and types of soil

Several conclusions can be drawn from these tables. Monitoring networks with up to 6
wells have, at best, a 35% chance to detect subsurface contamination, which quickly

deteriorates even further if sampling becomes less frequent than once-a-day and the geologic

environment departs from ideal homogeneous conditions. The addition of two more wells,
i.e., a network of 8 wells with sampling only twice per year performs practically at least as
well, for all types of soils considered here, with 6 wells, where samples are collected and
analyzed every day. It appears therefore that networks of 6 wells do not accomplish the goal
of successful monitoring, considering both their low probability of detection and the fact that
an intense, daily, sampling effort, and corresponding expenditure, is required in order to
maintain such low performance. Furthermore, for all types of soils and dispersions analyzed,

networks of 8 wells, even if sampled daily, have a maximum detection probability that does
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not exceed 50%. This means that under the best conditions, at least at the numerical level, one
out of two contamination events would remain undetected, if monitored by 8 wells. If a higher
confidence is needed in the performance of a monitoring network to detect contaminant
plumes then 20 wells are required in order to at least, with a monthly sampling, in the

majority of situations (a, <0.20m) have a probability of detection that is greater than the

probability of failure to detect.

Figure 4.2 plots the percent change of P, between daily and annual sampling for all

combinations of monitoring wells and different types of soils. When the subsurface
environment is homogeneous and of low dispersion (ar=0.01 m) arrangements that consist of

up to 12 wells have a deterioration of about 20% in their respective P,, whereas 20 wells

have a decrease in detection of about 5%. A potential explanation of this result, in conjunction
with the values in Table 1 that show almost full detection for 20 wells, is that in homogeneous
media of low dispersion a large number of wells, such as 20 wells, provide such a dense
coverage of the area downstream a landfill that a plume cannot remain undetected and even a
single observation is sufficient to verify a contamination event. In contrast homogeneous soils

of high dispersion (a, =0.5m) indicate an almost doubling of the detection capability if

sampling is performed daily compared to that of annually. This result indicates that,
irrespective of the density of the monitoring network, because contaminants disperse strongly
concentrations at the monitoring points can quickly drop below the threshold detection limits,
and hence the detection capability of a monitoring network in such an environment can
become extremely low, unless a rigorous sampling schedule is followed. A similar situation
holds for heterogeneous soils of high dispersion, with the heterogeneity appearing to
ameliorate slightly the dispersion effects, but not sufficiently, in practical terms in order to
alter our conclusion about the criticality of the sampling schedule. Finally, heterogeneous
soils of low dispersion appear to increase the discrepancy between the sampling schedules
with most notable the influence on 20-well arrangements. In this type of soils full detection is
no longer possible with 20 wells and only the combination of a dense network and frequent

sampling can retain a credibly high level of detection (Table 4.1 and Table 4.2).

The effect of dispersion on the detection probability attained through various sampling

frequencies is illustrated in Figure 4.3. This figure utilizes 12 wells and plots the ratio of

Pd/Pd(D) as a function of the log, (a, )for homogeneous soils (op, =0.0). Here P,
corresponds to the detection probability of a sampling schedule, and Pd(D) to that of daily

sampling. For a homogeneous field as transverse dispersion increases the ratio of P, / Pd(D)

decreases. For all sampling schedules (with the exception of annual sampling) it appears that
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for ar in the range of 0.01lm to 0.10m the departure of detection achieved by any sampling

frequency to that by daily sampling, Pd(D), appears to remain approximately constant and
smaller than 10%. At a, =0.20m an additional 10% decline in detection is observed relative

to that at a. =0.10m, and subsequently the ratio P, / Pd(D) remained constant, until a, =

0.50m. If annual sampling is considered then the ratio Pd/Pd(D) continuously declines, and

when a, >0.10m the rate of decline becomes very sharp. This figure in conjunction with
Table 4.1 indicate that in homogeneous soils and for dispersions up to a, <0.20m monthly

sampling at 12 wells retains a probability of detection that is greater than 60%, which in
practical terms does not differ significantly from that attained by daily sampling. For greater
dispersion coefficients this particular well arrangement returns a probability of detection that
is equal to or lower to the probability of failure to detect, deteriorating very rapidly the
moment sampling departs from a daily schedule. For 12 wells in heterogeneous soils a similar
analysis did not provide any additional insight to the pattern of behavior observed in Figure
4.3 and Figure 4.4.
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Figure 4.3: 12 monitoring wells: Py /Pyp) versus logi(ay) for homogeneous soils
(o2, = 0.0)

Field heterogeneity did not appear to affect contaminant detection probability as
strongly as transverse dispersion did. Figure 4a indicates that when the transverse dispersion

coefficient was equal to or less than 0.20m and for sampling performed at least three times a
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year the ratio P, / Pd(D) remained approximately constant (with minor fluctuations, which are

on the average less than 2%) as the variance of InK InK, o}, , increased. If sampling
became more sparse then a decrease of P, / Pd(D) on the average of 5%, and 20% for the bi-
annual and annual schedules, respectively, relative to daily sampling was observed.

When the transverse dispersion coefficient a, equaled 0.50m it appeared that in certain
situations an increase in the heterogeneity ameliorated the effects of large transverse
dispersion. This can been seen in Figure 4.4(b) for all types of sampling, up to bi-annual,

where initially, the detection probability declined by approximately 6%, relative to that by

daily sampling, as the field became mildly heterogeneous (Gﬁ]K =0.5), and then increased by

the same amount when O_Ian =1.0 to remain constant and equal to the detection achieved by

daily sampling, for higher heterogeneities. For bi-annual sampling the initial decrease in
P, / Pyo) was 18% at o, =05 and continued to decrease by an additional 10% as

heterogeneity increased. In contrast when sampling took place only once a year the ratio

P, / Pd(D) improved with increased field heterogeneity. This improvement was of the order of
120% from o, =0.0 to 0., =0.5, and by another 20% as 0., reached the value of 2.0.

An explanation for this behavior may be that while high transverse dispersion leads to
greater dilution and lower concentrations at set monitoring points after a time interval, which
would not be possible to detect if sampling is not frequent, high heterogeneity through the
presence of low permeability regions may impede the lateral spread of contaminants, thus
counteracting the effects of transverse dispersion. Irrespective of the above, at this level of
dispersion the use of 12 wells achieved a maximum detection of 27% (Table 4.1), if sampled
daily and any other sampling schedule corresponded to a monitoring of plume migration of an
even lower efficiency. The frequency of sampling is of interest in order to minimize the time
lag between the time that concentrations above a threshold limit first appear at the locations of
a monitoring network and the time that these concentrations are actually observed through
sampling. The effort of course is to identify the extent of the contaminated area as soon as

contaminants become observable and to initiate remediation efforts as soon as possible.

. . . —_ 2
In order to investigate these aspects in each Monte Carlo realization, for each 0}, and
a, hydrogeological case analyzed, the time of contaminant release from the landfill facility

was set to zero. The time step of our numerical calculations was 1 day and the number of days

(T,,) required for concentrations above a threshold limit to arrive at an, at least, one well of
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an 8-well arrangement was recorded for each realization. Then, if one were to utilize, for
example, a monthly monitoring schedule the concentrations at the well monitoring locations
would be checked 30-days after the initial contaminant release to observe whether they
exceeded or not the threshold limit. If no exceedance of the limit was detected then the next
checking period at the wells would be 30-days later and so on. The number of days (T,,, ) for
observation of contamination to be achieved at the monitoring points, based on a specific

sampling schedule, would be recorded. The ratio of average observation time, <T, >, to

average arrival time of contaminants at the monitoring points, <T, >, over 3,000

simulations for each O-IiK and a, case is plotted on the y—axis of Figure 4.5. Of course a

daily sampling with our numerical time step set equal to 1 day would return a ratio equal to

unity for all hydrogeological cases.
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Figure 4.5 shows that when dispersion is low (a, =0.05m) the average observation

time does not differ from the average arrival time if groundwater is sampled no later than

every 4 months. The frequency of sampling starts to affect the ratio <T, >/<T, > only

when the variance of InK becomes greater than one and sampling is performed bi-annually
2 . .

or annually. When a, =0.05m and 0, =2.0 then annual sampling returned a <T_, > that is

20% higher than <T,, >.
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Figure 4.5: <T,,>/<T,> versus sampling frequency for an 8-well monitoring arrangement in
different hydrogeological environments

The average observation time starts to diverge from the average arrival time when

dispersion is high (a, =0.50m) and sampling is performed less frequent than every 3 months.

Then there is a 25% difference between the times of observation and first arrival of the
contaminants at the monitoring locations, which increases to 240% in the case of annual
sampling. Therefore, it appears that if one wishes, under the specific conditions of the
hydraulic gradient considered in this study, to detect contaminants as soon as they reach
monitoring check-points collection of samples every 2 months appears to be a safe sampling
strategy for a wide range of hydrogeological environments. When the hydraulic gradient is

one order of magnitude smaller than the one considered here it was calculated through

numerical experiments that the average P, differs by about 15% from that of our base

hydraulic gradient case, leading to approximately the same sampling strategy. On the other

hand, when the hydraulic gradient is one order of magnitude greater than our base hydraulic
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gradient case the average P, from all monitoring cases differs by about 60% from the results

presented here, and the sampling strategy to be developed would differ from that of the base

case discussed here.

The discrepancy between average observation and arrival times translates into
differences between the average area of the plume that exists when the first above-the-

threshold concentrations have reached the monitoring points, < A >, and the extent of that
area when observation of the subsurface contamination is made, <A, >. The extent to

which a contaminated area has grown as a result of infrequent observation has of course
consequences in the volume of groundwater needed to be treated, and correspondingly, in the
cost of remediation.

Figure 4.6 shows that when groundwater samples are obtained at least once a month,
then no change in the contaminated area occurs as a result of the monthly delay in sampling
compared to that by a daily schedule, irrespective of hydrogeological conditions. When

dispersion is low (a, =0.05m) it appears that the movement of contaminants in the

subsurface environment is so slow that the contaminated area does not increase by more than
10% from the area that an optimum daily sampling would discern. In this case even sparse
information on the state of groundwater, even of the order of once a year, would not lead to

significantly more costly remediation efforts.

For high dispersion (a, =0.50m) an initial observation from Figure 4.6 is that with the

exception of monthly sampling all other less frequent sampling schedules result in significant
delays in detecting contaminant concentrations at the monitoring points, which allow the
plume area to enlarge and hence result in more costly remediation efforts. The less frequent
the sampling the more the plume has time to enlarge, with for example, in the case of
sampling that is performed every 4 months, the plume to have grown, in some subsurface
environments, by at least 50% relative to its size at the time of the plume’s first arrival at the
monitoring wells. The second observation is that when dispersion is high, stronger
heterogeneities (the existence of high and low permeability zones) appear to mitigate a
plume’s evolution and not allowing it to spread as much as in environments of low

heterogeneity.
Thus, Figure 4.6 shows that for all sampling schedules in high dispersion environments
strong heterogeneities oy, >1.0result in smaller <A, >/<A, > ratios than those that

correspond to o7, <0.5. The fact that infrequent sampling in strongly heterogeneous

environments provides plume areas that do not diverge as strongly, from the plume areas

existing at the time of monitoring-point arrival, as in mild or homogeneous environments
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seems to support the notion that the existence of high and low permeability zones appear to

impede a plume’s spread and the effects of high dispersion.
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Figure 4.6: <Ags>/<A,> versus sampling frequency for an 8-well monitoring
arrangement in different hydrogeological environments

4.4 Remediation Delay

Decision analyses of remediation actions define a risk term R, which associates the

cost of remediation of a contaminated volume of groundwater, C,, and the cost C, of a

much larger volume, due to failure of the monitoring system to detect with the probability of

detection P, , and the probability of failure P, =1—P, . Thus, R measures the performance of

various monitoring systems via the impact that different levels of detection have on

remediation costs (Freeze et al., 1990; Yenigul et al., 2006):

R=P,C, +P,C, (4.1)

This description assumes that remediation takes place immediately after detection, i.e.,
that the groundwater volume to be remediated coincides with the contaminated volume at
detection time. (Papapetridis & Paleologos, 2011a) provided a correction for the delay in
response, which results in an increase of the contaminated volume, as the plume continues to
evolve, and correspondingly to an increase of the remediation cost compared to that if the

contaminated volume at detection were to be used. Papapetridis and Paleologos (2011a)
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(Papapetridis & Paleologos, 2011a) defined a corrected risk R®" that accounts for the

remedial action response delay as follows:

R* =P™C, +P"C, 4.2)
where
ey .
vt
and
P =1-P (4.9)

The corrected detection probability P is a measure of the economic impact of a
remedial action delay, when the contaminated area has extended to A_,, as a divergence
from the maximum economic outcome that would take place at detection time, when the
contaminated area is A . This procedure results in increasing the failure probability and
weighted cost of failure in the calculation of the risk factor as the time interval dt increases.

Sensitivity analyses can then illustrate to decision-makers the influence of remedial delays on

the cost of remediation.

Figure 4. demonstrates the influence of dispersion on the first term, the weighted cost due to
detection, and correspondingly, the increase of the much larger failure term in Equation (4.1),

through the ratio A /A., , in homogeneous and heterogeneous soils for different Remedial
Action Delay Times (RADTI). In homogeneous soils (Figure 4.a) delays of even 6 months at
a, =0.10m result in a 20% downgrading of the first term of equation (4.1), and at a, =0.50m
this reduction reaches about 60%. At 2 or 3-year time delays for a, =0.10m an almost 45%
reduction of the weight of the first term in the calculation of the risk has occurred, which for
highly dispersive environments of a, =0.50m this reaches almost 80%. The difference
between homogeneous and heterogeneous soils (Figure 4.b) is that in heterogeneous soils the
impact of consecutive delays on the ratio A/A,, tends to be greater than that in
homogeneous soils of similar dispersion. It appears that in highly dispersive environments not
only sampling must be very frequent, in order not to allow the contaminated area to grow as a
result of lack of observation, but in addition the remediation response must be of the order of

a few months if one does not wish the remediation costs to grow significantly.
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Figure 4.7: A;/A;,q: versus log(ay) for 6 monitoring wells and different Remedial
Action Delay Times (RADTI): (a) homogeneous, and (b) heterogeneous
soils with 6% = 1.0

The heterogeneity of the subsurface environment influences the ratio A /A, but not

to the same extent as dispersion. Figure 4.8 illustrates that in low dispersion environments (

a, =0.02m) delays of up to 6 months would decrease the ratio A /A, by less than 20% in

highly heterogeneous soils, an equivalent result to that obtained previously for a, =0.10m

and homogeneous soils. A five-fold increase in the dispersion coefficient produces an
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equivalent spread in the contamination to that by several orders of magnitude increase in the

heterogeneity of a field. At 2 or 3-year time delays again for (a, =0.02m an almost 45%
reduction of the weight of the first term in the calculation of the risk has occurred at
ol =2.0, an equivalent result to that of homogeneous soils with a five times higher
dispersion. Results in high dispersion environments (a, =0.20m) exhibited a similar pattern
to that of Figure 4. with the main difference being that the impact of consecutive delays on the
ratio A/A,, tended to be greater at the same o, than that presented in this figure. Both
Figure 4. and Figure 4.8 calculate the areas A considering immediate detection, i.e., of

sampling that is performed daily.

4.5 Conclusions

This work investigates the impact of sampling frequency on the probability to detect
groundwater contamination in various subsurface environments, as well as the effects that
sampling schedules and remediation delays have on the growth of contaminated subsurface
areas and remediation costs. High-resolution numerical Monte Carlo realizations were utilized
to simulate contaminant movement in heterogeneous, two-dimensional aquifers and to

calculate the probabilities of detection P,, and contaminated areas by various monitoring

well arrangements. Networks of 8 wells, even if sampled daily, had a maximum detection

probability that under the best conditions allowed one out of two contamination events to
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remain undetected. If a higher confidence in the performance of a monitoring network was
needed then 20 wells sampled monthly returned a probability of detection greater than the
probability of failure even in highly dispersive environments. In homogeneous media of low
dispersion a large number of wells provide such density of coverage of the area downstream a
landfill that a plume cannot remain undetected even with few observations. In contrast in
homogeneous soils of high dispersion, irrespective of the density of monitoring network,
because contaminants disperse strongly and concentrations at the monitoring points drop
below the threshold limits quickly a rigorous sampling schedule must be followed in order to
retain a network’s performance. A similar situation holds for heterogeneous soils of high
dispersion, with the existence of low permeability zones appearing to ameliorate the
dispersion effects, but not sufficiently in order to alter our conclusion about the criticality of
the sampling schedule. The frequency of sampling is also of interest in order to minimize the
time lag between the time that concentrations above a threshold limit first appear at
monitoring locations and the time that these concentrations get to be observed through
sampling. The objective of course is to delineate the extent of the contaminated area and to
initiate remediation efforts as soon as possible. Analysis of the lag between the time that
contaminants appeared at monitoring sites and the time they got to be observed led to the
conclusion that, in terms of time delay, sampling every 2 months constitutes a safe strategy
for a wide range of hydrogeological environments. In the case of aquifers that exhibit fast
pathways of contaminant transport, through the existence of high permeability zones, farther
investigation is required. However, in terms of growth of contaminated area with the
exception of monthly sampling all other less frequent schedules resulted in significant

enlargement of plume areas, thus leading to more costly remediation.

Traditional decision analyses assume that remediation takes place immediately after
detection that is that the groundwater volume to be remediated coincides with the
contaminated volume at detection time. Based on a correction presented by (Papapetridis &
Paleologos, 2011a) for remedial response delays, which result in an increase of the
contaminated volume as the plume continues to evolve, the current study demonstrates that in
highly dispersive environments the remediation response must be of the order of a few
months if one does not wish the contaminated areas and remediation costs to grow

significantly.
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CHAPTER 5

Parameters on stochastic simulation
of contaminant detection probability

5.1 Introduction

Groundwater contamination plume detection is an important aspect of environmental
protection, during landfill operation and after closure time. Groundwater monitoring network
design and operation has become a subject of major concern mainly in the last three decades
(Nunes et al., 2007). Successful detection of an underground pollutant transported into an
aquifer is directly dependent on the information of a possible protective barrier failure and the
possibility of calculating the movement and dispersion of the pollutant in an environment
about which very few things are actually known. This lack of information is caused by the
fact that there are difficulties of experimentally measuring, at any point in the geological
field, its various hydraulic properties (hydraulic conductivity, hydraulic head, porosity etc.) so
as to predict, or even approximate, the way a plume can propagate into the aquifer. Additional
uncertainty factors of the problem are lack of information about the geometry and the number
of sources from which pollution originates in a landfill waste, the quantity of pollution

intruding into the aquifer as well as the duration of the leak.

In order to simulate hydro-geological as well as epistemic uncertainties, the latter
arising through lack of knowledge of the landfill and monitoring installation system
parameters, a stochastic model in a Monte Carlo context has been utilized. Yenigul et al.
(2006) performed simulations studying in two dimensions the effect of a field’s heterogeneity
and dispersion on detection probability of groundwater pollution by a linear arrangement of a
landfill’s downgradient monitoring wells, originating from a random, single point source
inside the vicinity of the installation. The effect of the number of wells, their distance from
the landfill and the size of the source were studied too. Papapetridis and Paleologos (2011a)
performed high resolution Monte Carlo numerical experiments studying more hydro-

geological cases, in addition to the effect of monitoring wells sampling frequency.
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In the present study we examine how the number of point sources, the size of the
controlled area (landfill) and the quantity of an instantaneous aquifer injection pollution event
affect groundwater pollution detection probability of a monitoring installation. For this
purpose a two-dimensional stochastic model is utilized to perform numerical experiments.
The monitoring installation was considered in different cases to be located in various
distances from the landfill facility and perpendicular to the flow field. This work extends that
of Papapetridis and Paleologos (2011a), thoroughly investigating additional uncertainty
aspects of detecting instantaneous aquifer pollution. In each examined parameter it is
considered that the rest of the factors affecting detection probability estimation remain
constant. Simulations are performed in the context of uncertainty factors deriving from the
environment itself, where the pollution is propagating, and from the lack of information about
certain parameters, concerning the initial conditions of the leak.

5.2 Model description and simulation results

A 2-D steady groundwater flow in a heterogeneous, isotropic and confined aquifer was
considered in this study. Our study employed the Monte Carlo numerical framework to
simulate groundwater flow and contaminant transport in 2-D heterogeneous aquifers with the
use of the Spectral Turning Bands Method (STUBA) (Mantoglou & Wilson, 1982) to
stochastically simulate hydro-geological heterogeneity and the Random Walk Tracking
Particles algorithm (Tompson et al., 1987a; Salamon et al., 2006b) to simulate the advection
and dispersion of the pollution into the aquifer.

Hydro-geological heterogeneity was expressed through the natural logarithm of
hydraulic conductivity variance o7, , which varied among 0.0 (homogeneous aquifer), 1.0

(medium heterogeneity) and 2.0 (strongly heterogeneous aquifer). The mean of the log
hydraulic conductivity was set equal to 2.3. The correlation length, 4, was considered

constant and equal to 20 m for both directions x and Y. Transverse dispersion coefficients,
o, , were set equal to o =0.01, 0.05, 0.10, 0.50 m, corresponding to values observed in field
experiments, and the longitudinal dispersion coefficient, z, , was calculated by the relation
o, =10c; . Contaminant transport into the subsurface heterogeneous environment was
simulated using the Particle Tracking method based on the ‘Random Walk’ approach.

The simulated region was 1000m long and 400m wide, discretized by
Ax=Ay =2x2m?* cells, creating a 500x200 grid. 3,000 Monte Carlo realizations were

performed in order to calculate groundwater pollution detection probability by a linear

arrangement of monitoring wells. Six linear configurations were examined, consisting of 1, 3,
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4, 6, 8, 12 and 20 wells, equally spaced from one another. Wells that were located at the ends
of each arrangement were placed half the distance from the cell’s top and bottom edges, so
that the efficiency of the monitoring system would be maximized. Monitoring of the aquifer

and plume evolution was simulated for a 30-year period.

The simulation parameters of the control area where simulation originated, the quantity
of pollution that entered the aquifer instantaneously at t =0 and the number of sources were
customized accordingly, so that their effect on monitoring efficiency could be examined.
More details on the simulation model development are referred at Papapetridis and
Paleologos (2012a).

5.2.1 Control Area Size

A rectangular control area of 120x50m* — a landfill cell or other installation capable

of causing groundwater pollution — was used as reference area L, situated between x-
coordinates of 10 m and 60 m, and y-coordinates of 140 m and 260 m. This specific size was
chosen in order to concur with the dimensions of the area used at the study of Papapetridis
and Paleologos (2012a). Control area cases that were numerically studied were equal to

0.3L, 2L/3, L, 4L/3,5L/3 and 2L . It was assumed that any point within a cell of the control

area was an equally-probable source of leakage, taking place once as a single failure event at
zero time (when the simulation began) and resulting in an instantaneous ejection of
contaminants into the aquifer. The total contaminant mass was equal to 1,000 gr, and was

assumed conservative and fully water soluble. The initial concentration of the point source,
C, =M,/(nV,)was 4,000 mgr/It, where M, the initial pollution mass, n=0.25 the effective
porosity, and V, =1.0m* the volume. The threshold concentration C,,, , detectable by the

monitoring wells, was set at 0.35% of the initial concentration, corresponding to
C,, =14mgr/It.

Simulation results showed that when the size of the control area became larger than L,
then detection probability P, diminished. On the other hand, when the size became smaller
than L, detection probability P, increased or, if it had already achieved maximum value, it
remained the same. At Figure 5.1 it is observed that in case of a homogeneous, low dispersion
field (Figure 5.1.a) P, drops fast as the control area is increased. Between reference sizes L
and 2L there is a 60% reduction in P, when 20 monitoring wells are used, while in the case

of a dispersive homogeneous field (Figure 5.1b) the same reduction is only 43%. At

monitoring installations with a smaller number of wells this reduction is even bigger, as in

case of 3 wells, for example, where P, reduction is 84%. When the control area becomes less
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that the reference area, then in the first case (Figure 5.1.a) we observe that P, remains the
same, as it has reached maximum, while at the dispersive case (Figure 5.1b) P, continues to

increase as the monitored area goes from Lto 0.3L.

When a heterogeneous field is considered, the same change in P, occurs. The

difference in P, between the control area reference size L and 2L is 58%, in case of 20
monitoring wells in a low dispersion field (Figure 5.1c), and 54% when a higher dispersion
field is simulated (Figure 5.1d). If an installation is made up of 3 wells, P, percentage

reduction is 85% and 84% respectively.
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Figure 5.1: Detection Probability P, change in relation to control area relative size, in a homogeneous
low (a) and high (b) dispersion field, and in a heterogeneous low (c) and high (d)

dispersion field.
At the heterogeneous case it is observed, though, that when the control area becomes

smaller than the reference size L, then P, increases. In a heterogeneous, low dispersion field

a dropdown in P, (Figure 5.1c) occurs when the control area becomes smaller than 2L/3

and at least 12 wells are used, and this fact results from the way monitoring wells are located
by the model itself on the grid nodes. During simulation the trailing edge of the control area is
divided by the number of wells to be used. The integer part of the outcome is used as the

space between two successive wells. In addition, the integer part of half the previous outcome
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is used as the starting point for Nol well. In cases where 12 and 20 wells are used, the starting
point of the placement of the wells is at the beginning of the control area’s trailing edge,
leading to a portion of the trailing edge at the top end, equal to the distance between two
wells, being unattended. This is why in these cases detection probability seems falsely to be
reducing. When dispersion becomes higher, then the effect of monitoring wells placement
faints, due to the fact that in higher dispersion aquifers pollution originating from an
unattended portion of the control area can still be detected as it covers a larger area while it is
transported. In conclusion, it can be said that as the control area’s size becomes larger,
detection probability P, decreases. It has been numerically verified that the fewer the
monitoring wells, the less the detection probability. When the control area becomes smaller,

P, increases until it reaches a maximum point.

Examining the case where monitoring wells density remains constant as the control
area changes, then it has been observed (Figure 5.2) that detection probability changes very
little. In Figure 5.2, as control area width increases from 0.3L (40 m) to 2L (240 m), the
number of wells increases from 2 to 12, providing this way a constant density of wells equal

to 0.005. Besides the case of low dispersion homogeneous field, where a P, dropdown of
50% is observed between sizes 4L/3 and 2L, in the rest of the cases detection probability
P, changes less than 15%, meaning that monitoring installation efficiency practically remains

the same. Consequently, if the width of a control area where possible groundwater pollution
may originate is to be increased, so should the number of monitoring wells, maintaining at

least the same density as for the initial size.
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Figure 5.2: Detection probability P, change shown as monitoring wells density in relation to
control area width is kept constant and equal to 0.05.

5.2.2 Multiple Point Sources
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Uncertainty regarding the potential location of a leak within a cell of a landfill stems
from the lack of information on potential failure locations at a landfill’s bottom liner. In all
stochastic modeling so far, single pollution source has been the common case. It is not
impossible, though, to have more than one pollution source at the same region, caused by the
same or different reasons. At least in one case (Collucci et al., 1999), two different tears at a
landfill’s protective liner have been documented, providing this way two groundwater

pollution sources charging the aquifer at the same time.
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Figure 5.3: Change in detection probability P, for a single source (dashed lines) and dual source

(solid lines) pollution, as the number of wells is increased, for homogeneous (alan =0)

and heterogeneous (02 =1 o’ =2)cases, considering four dispersion cases,

InK InK

a, =0.0Im(a), a, =0.01m (b), a, =0.0Im (c) and a, =0.01m (d) .

In the present study it was assumed that two point pollution sources act at the same
time. Both of them inject the same quantity of pollution into the aquifer at, providing an
initial concentration at the point of injection. Both plumes are transported independently,
without any other interaction between them. Both sources are inside the control area vicinity
(equal to reference size) and in each computational realization different sources are
independently selected with equal probability. The objective is to study how dual pollution

sources affect detection probability achieved by a groundwater linear monitoring arrangement

~119 ~



If pollution plumes originate from adjacent sources, they may be transported very
closely, crossing each other, providing this way greater pollutant concentration at grid cells.
On the other hand, it is possible for them to move to completely different regions, increasing
the detection probability as there is more areal coverage. Simulation results showed that
groundwater detection probability is increased when two sources are the case (Figure 5.3). In
all cases of heterogeneity and transverse dispersion coefficient, it is observed (Figure
5.3a,b,c,d — Figure 5.4) that, as the number of monitoring wells is increased, the difference

between P, tends to decrease. More specifically, when dispersion is among
a; =0.01-0.10m, the average relative percentage difference between dual and single sources
is 37% , while in the case of higher dispersion, where a; =0.50m, the same difference is
47%. In the case of a low dispersion homogeneous field there is no difference in P,,

something that results from the fact that 100% detection had already been achieved in the

single source case.
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Figure 5.4: Detection probability P, relative percentage difference between a dual and a single
pollution source case in two different transverse dispersion coefficient cases.

In all simulated cases, the general observation (Figure 5.3) is that when two equivalent
groundwater pollution sources are present their detection is easier, as the average P, increase

is among 35% — 55%, but for the cases where detection was already 100% successful due to
the presence of a dense monitoring network (20 wells). It is obvious that if there were more

than two instantaneous sources, injecting the same initial pollution concentration, as in the
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cases at hand, would make theP, difference even greater, as it seems that plume
superposition results in an average detection probability increase of 45%. This means that in
any single pollution case where P, is at least 50%, an average increase of 90% would be

expected if at least three pollution sources were present, setting monitoring wells detection

capabilities to a maximum of 100%.

Different sampling frequencies were studied in the case of two pollution sources. It was
assumed that sampling was performed at the same time at every monitoring well. Time

intervals were assumed to be daily (ED), monthly (1M), bimonthly (2M), quarterly (3M),
every four months (4M), biannually (6M) and annually (12M). Studying P, change in
relation to sampling frequency in the case of two sources, the same trend is observed (Figure
5.5a,b,c) in every numerically studied case of field heterogeneity and pollutant dispersion
coefficient. The same P, increase relative to single source cases is observed, independently of

the sampling frequency. Consequently, aquifer sampling more often does not alter monitoring

efficiency in terms of the presence of more pollution sources.
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Figure 5.5: Change of detection probability P, for a single source (dashed lines) and

dual source (solid lines) pollution, as sampling frequency changes from daily
(ED), monthly (1M), bimonthly (2M), quarterly (3M), every four months
(4M), biannually (6M) and annually (12M)

5.2.3 Quantity of Pollution

The sensitivity of groundwater pollution detection probability P, to pollutant quantity,
instantaneously injected into a 2-D aquifer through a randomly selected single point source,
was examined during numerical experiments. A rectangular reference control area L was, in
all simulations, the region where pollution could originate. Three heterogeneity cases were
studied, as reflected in o, of hydraulic conductivity K, where o2, =0.0 was the
homogeneous one, o, =1.0 was the medium heterogeneous one and o7, =2.0 was the
strong heterogeneous one. Four different pollution dispersion cases were examined,

corresponding to &, =0.01m, 0.05m, 0.10m and 0.50m .

Eight different initial pollution quantities were numerically studied, among 125gr,
250gr, 500gr, 1,000gr, 1,500gr, 2,000gr, 2,500gr, and 3,000gr, providing an initial pollution
concentration C;, of 500mgr/lt, 1,000 mgr/lt, 2,000mgr/It, 4,000mgr/It, 6,000mgr/It,
8,000mgr/It, 10,000mgr/It, and 12,000mgr/It respectively. Detection threshold concentration
was set equal to C,, =14mgr/Itin all cases. Each different initial pollution quantity was

simulated in all hydro-geological cases, as previously described.

Simulation results indicated that when the initial concentration of pollution is below
1,000mgr/It then its detection is very hard, as P, is below 20% even for a 20-well setting, in
every hydro-geological configuration (Figure 5.6:, Figure 5.7, Figure 5.8:). As the initial
concentration of pollution is increased, so does detection probability. In the case of a

homogenous field, when initial concentration is bigger than 4000mgr/It, there is little change

in P, achieved by every monitoring configuration when dispersion is less than a; =0.50m
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(Figure 5.6:a,b,c). In the case dispersion is as large as a, =0.50m, it is observed (Figure

5.6:) that as C is increased so does P,. For example, when C =6,000mgr/It, detection

probability of a 12-well installation is P, =42.4%, while when

C =12,000mgr /It

probability is P, =81.8% respectively, which is almost twice as big as the pollution
concentration.
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Figure 5.6: Change of detection probability P, of different monitoring wells installations, as the initial
concentration of a single source instantaneous pollution increases at a homogeneous

o2, =0.0 aquifer

Another interesting observation is the fact that in high dispersion value (Figure 5.6:)

P, differences between different monitoring wells settings tend to decrease as the initial

concentration of pollution increases. This effect is observed in all heterogeneity cases when

transverse dispersion coefficient is as high as a, =0.50m (Figure 5.6:, Figure 5.7d, Figure

5.8:). In all other lower dispersion cases it is observed that, as soon as initial concentration

overcomes C =4,000mgr/It, then P, changes very little (less than 5%), regardless of the

number of wells, which means that further pollution injection into groundwater does not make

its detection easier. This is very interesting, as it indicates that actually in low to medium

dispersion aquifers monitoring wells efficiency reaches a maximum, which is independent of
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the initial mass of pollution intruding into groundwater (Figure 5.6: Figure 5.7a,b,c, Figure
5.8:). Only in high dispersion environment increase of pollution reflects to higher detection

probability. The turning point for the concentration of initial pollution is C =8,000mgr /It

which is the value where P, starts to stabilize. Lower concentrations were harder to detect,

dictating that in order for a monitoring setting to be sensitive, at least at simulation level, even

in small amounts of pollution a large number of wells must be used.
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Figure 5.7: Change of detection probability P, for different monitoring wells installations, as the
initial concentration of a single source instantaneous pollution increases at a
heterogeneous oy, =1.0 aquifer

Simulations indicated that dispersion is the main hydro-geological parameter that
affects plume detection in relation to the initial concentration of pollution. When dispersion
increases as high as a; =0.50m, P, increases almost linearly to initial concentration,
because pollution disperses faster in a larger area and, in conjunction with the fact that a
larger pollutant mass reserves greater detectable areal coverage, plume is detected more
easily. On the contrary, in lower dispersion fields smaller plumes are produced and, even if a
larger pollution mass is injected into groundwater, it leads to polluted regions of greater

concentration and not in greater areal coverage, which is the main geometric attribute for a
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plume to be more easily detected (Yenigul et al., 2006; Papapetridis & Paleologos, 2011a,
2012), resulting in a P, plateau.
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Figure 5.8: Change of detection probability P, for different monitoring wells installations, as the initial
concentration of a single source instantaneous pollution increases at a heterogeneous
oL =2.0 aquifer

5.3 Conclusions

In the present work a Monte Carlo approach of a stochastic model was used, simulating
hydro-geological and epistemic uncertainties in groundwater pollution transport and detection
by monitoring wells in order to study how the number of point sources, the size of the
controlled area (e.g. a landfill facility) and the quantity of an instantaneous injected pollution
affect plume detection. In each examined parameter it was considered that the rest of the
factors affecting P, estimation remain constant. Simulations were performed in the context of
uncertainty factors deriving from the environment itself, reflected onto hydraulic conductivity

K parameter and the lack of information about the initial conditions of a leak.

It was numerically verified in the cases examined in this work that as the size of the

control area became larger and the number of wells remained constant, detection probability

P, decreased. In addition, the fewer the monitoring wells, the smaller the detection
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probability. However, when the control area became smaller, then P, increased, until it

reached the maximum value of 100% detection. Consequently, if the width of a control area
was to be increased, so should the number of monitoring wells, maintaining at least the same

density as that of the initial case.

In all simulated cases, the general observation is that when two equivalent groundwater
pollution sources are present, then their detection is easier as the average P, increase is among
35% — 55%, except for the cases where detection was already 100% successful due to the
presence of a dense monitoring network (20 wells). The same trend in P, increase relative to
a single source case is observed, regardless of the sampling frequency. More frequent aquifer
sampling does not alter monitoring efficiency in terms of the presence of more pollution

sources.

Simulation results indicated that when the initial pollution concentration was below
1,000 mgr/It , its detection was very hard, regardless of the aquifer’s hydro-geological
parameters. The efficiency of low to medium dispersion aquifers monitoring wells reaches a
maximum, which is independent of the initial mass of pollution intruding into the aquifer. The

turning point of the initial pollution concentration was C =8,000mgr /It, which was the
value where P, reached a plateau. It has been observed, too, that only in high dispersion

environment, where a, =0.50m, increase of pollution reflects higher detection probability.

In every case, lower concentrations were harder to detect, dictating that in order for a
monitoring setting to be sensitive, at least at simulation level, even in small amounts of

pollution at least 12 wells must be used.
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CHAPTER 6

Modeling of aquifer pollution detection
probability triggered by precipitation

6.1 Introduction

Groundwater pollution is mainly caused by the presence of chemical compounds in
concentrations for which, according to National and International regulations, water is
considered harmful and unusable not only for human and animal consumption but even for
irrigating purposes. Most of these substances, produced during various human activities,
should be treated and disposed appropriately as soon as they are considered wastes by the end

user, so as not to pose a threat on the environment and to public health.

There are some occasions, though, where these chemicals intrude into the aquifer
accidentally, by reckless handling or even due to the lack of any administration provision.
Cracks on underground petroleum tanks, chemical transportation accidents and uncontrolled
waste disposal are some possible pollution sources. The current legislation system states that
the polluter, whether proven to have polluted on purpose or by accident, pays not only for the
damage caused to other properties but for the restoration of the environmental damage too.
However, in the case of water pollution there is an accountable loss on its value, as
Paleologos (2008) showed, through water’s quality degradation after restoration, because
Water Regulations state that initially potable water must be restored to that condition where it

can be used at least for irrigation.

Agquifer pollution can be the result of an undiscovered condition, where infrastructure
damage or failure may lead to uncontrolled liquid wastes disposal, first into the vadose zone

and finally into the groundwater flow. Landfills may be an example of the situation described,
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as leachate concentrate at the lower level of the installation are pumped out using perforated
tubing systems. There are cases, however, where leachate penetrate protective liner and clay
barriers, usually through small cracks and holes (Laine et al., 1997; Collucci et al., 1999;
Tatsi & Zouboulis, 2002; El-Zein, 2008), causing groundwater pollution. It is speculated that
in the United States alone a 40% of active sanitary landfills suffer from leachate leakage
problems (Paleologos, 2008). This is the main reason for installing downstream aquifer
pollution monitoring wells, so that a case of leachate leak into groundwater can be detected
and appropriate countermeasures can be taken.

Groundwater quality monitoring wells are also used at industrial sites (Bierkens, 2006),
as it is possible for certain quantities of dangerous chemical compounds to escape and
contaminate the aquifer due to waste handling or storage failure. The main objective is to
detect pollution originating from the facility, at some distance from it, so that it can be
cleaned up or controlled before contaminated groundwater reaches areas outside the site. In
this case a bigger number of wells can be utilized, according to the magnitude of the facility

and the danger that its waste may pose to public health.

Moreover, illegally dumped municipal or industrial wastes are another uncontrolled
source of groundwater pollution. Waste may initially contain various dangerous chemical
compounds, which may pose serious threats to local communities and ecosystems if they
escape into the environment and especially into groundwater. Long term air exposure of
organic matter contained into waste, as well as biological decay processes may cause toxic
substances production (Fatta et al., 1999). These dangerous substances dissolve into, mix with
or chemically react with precipitation water during raining periods, producing solutes which
flow and finally infiltrate groundwater, where pollution is uncontrollably transported by the

flow.

Waste dumps can be considered as point pollution sources triggered each time by
precipitation to deliver pollutants into the aquifer. Although it is natural to assume that the
chemical footprint of pollutants will not possibly be the same as time passes (Kulikowska &
Klimiuk, 2008; Renou et al., 2008), that organic matter decomposes or other chemical
processes take place, that concentrations will not remain constant as rainfall varies and that
the quantity of the pollutant is not the same, precipitation is a mean that may cause or amplify
the effects of a point pollution source. Pollutants mass transfer takes place by dissolving them
into precipitation water, thus increasing their mobility, leading in protective barrier overflow
or rapid infiltration into groundwater. Leachate flow rate from sanitary landfill sites varies
both from site to site and seasonally at each site. In relatively warm climates the increase in
leachate production after precipitation is quite rapid (Shinozuka & Jan, 1972). At least in one

case it has been documented that, during a raining incident, groundwater’s pollutant
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concentrations (COD, CI, NHy4) originating from a small liner crack in the landfill increased
temporarily and repeatedly according to the local precipitation event (Collucci et al., 1999)
(Figure 6.1). As a first approximation, the quantity of leachate produced may be regarded as

proportional to the volume of water percolating through waste (Shinozuka & Jan, 1972).
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Figure 6.1: Plot of Groundwater Monitoring Data Indicating High COD and CI Levels after a
landfill leak case repair has taken place (vertical line), where the spikes are due to rain
episodes on the area (Collucci et al., 1999).

In the real world however, there are many different ways for a pollution to happen. It
may be spotted in a very small region or it may cover a large area. It may take place in a short
period of time, as it usually happens during an accident, or it may be continuous if there is a
permanent undiscovered leak, for example in a hydrocarbon pipeline transfer system.
Moreover, it may be triggered by some other random event, such as rapture in a high pressure
fuel transfer pipeline system or a precipitation event which augments solute infiltration into
an aquifer. This means that not only does the event of pollution affect the way groundwater is
contaminated, but also spatial and time characteristics contribute to the evolution and

consequences of this event.

Considering a different way of a groundwater pollution incident in the context of
triggering it according to local precipitation events, in the present study we have assumed that
there is a point pollution source inside a controlled area of specific dimensions which injects a
quantity of pollutant inside the aquifer, each time rain occurs. It can be assumed that this is a
municipal waste sanitary landfill cell where a local liner failure has occurred or an area where
uncontrolled industrial waste dumping has taken place and a local leak has commenced,
causing pollutant exposure, flow and concentration at the lowest point of the area.
Furthermore, it has now been recognized that the dominant mechanism of contaminant

migration may be diffusion through the protective liner and not advection (Tompson et al.,
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1989; Allen, 2001; El-Zein, 2008). The pollutant has been assumed to dissolve into rainwater
percolating through wastes, concentrating at the bottom of the facility, where the developed
hydraulic head causes pollutant intrusion into groundwater. The quantity of the pollutant that
infiltrates is considered linearly analogous to the recorded daily average precipitation height,
for a specific location. While there are computational models to simulate or to forecast
precipitation intensity as well as time events (Moustris et al., 2011), a 30-year time series rain
data from Macedonia Airport in Thessaloniki was used in order to save computational time.
The area, which in our study was simulated in two dimensions (2-D), is downstream
controlled by a linearly arranged monitoring network, consisting of a different number of
drilling wells arrangements in each study case. The ability of the monitoring installation is
evaluated through the probability of successful pollution detection, and its performance is
evaluated in different hydro-geological environments.

The pulsing ejection of different quantities of pollution into groundwater during every
time step, represents a different concept of time dependence between the time of ejection and
the quantity that is ejected, as it is different from the instantaneous or the continuous cases
with a steady inflow rate. While in the case of instantaneous ejection of pollution a certain
number of particles enters the aquifer at the beginning of the simulation (Yenigiil et al., 2005;
Papapetridis & Paleologos, 2011a) or in the case of continuous pollution a certain number of
particles is ejected during each time step (Yenigul et al., 2006), in the case of pulsing
pollution a relation between a natural phenomenon that augments pollution transportation and

pollution quantity is established.

6.2 Model Description

Heterogeneous aquifer structural properties, such as size, position and amount of clay
lenses, sand and gravel layers, as well as the resulting distribution of hydraulic conductivity,
porosity and hydro-geochemical parameters significantly control groundwater flow and
spread of solutes (Dagan, 1989; Ptak et al., 2004). In order to study the effects of pollution
transport and dispersion into a heterogeneous subsurface environment in relation to its

detection probability P, by a monitoring wells network, the Monte Carlo numerical

framework was used. Uncertainty due to contaminant subsurface heterogeneity is reflected by
the spatial variability of hydraulic conductivity. Hence, hydraulic conductivity is treated as a
random space function. The natural logarithm of the isotropic hydraulic conductivity [Y
=In(K)] is modeled as a stationary Gaussian field with a geometric mean value of 2.30m/day.

Variance ranged among 0.0 (homogeneous aquifer), 1.0 (medium heterogeneous aquifer) and
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2.0 (strongly heterogeneous aquifer) and the isotropic covariance of Y is chosen to be of

exponential form with correlation length A =20m.

In each different hydro-geological case that was examined, the Monte Carlo scheme
consisted of 2,000 simulations. Heterogeneous aquifers in the model were simulated using the
2-D Spectral Turning Bands method (STUBA) (Mantoglou & Wilson, 1982; Ababou et al.,
1989; Tompson & Gelhar, 1990a; McLaughlin et al., 1993; Emery, 2008; Paleologos &
Sarris, 2011). The aquifer is assumed to be confined, with a given hydraulic head at its left
and right boundaries, resulting in a macroscopically constant hydraulic gradient of 0.001m.
Source location uncertainty was envisaged considering equally probable different points of

pollution origin during each different simulation which belongs inside the control area.

Contaminant advection and dispersion were simulated using the Random Walk
Tracking Particle approach, as described by Tompson et al. (1987b) and comprehensively
reviewed by Salomon et al. (2006b). This choice is based on the algorithm’s ease of
implementation, its mass conservative nature and its computational effort economy, since it is
independent of the control area we want to simulate. In each of the 2,000 Monte Carlo
heterogeneous field realizations, pollution was simulated by a certain number of equal mass
particles, which were ejected into the aquifer. In our study we considered that the number of
particles entering the streamline flow of groundwater was related linearly with the total daily
precipitation height at the simulation region. Precipitation events triggered pollution
infiltration, resulting in a pulsing ejection, each time with different quantities, of pollution. In
fact, precipitation increased pollution mobility, either by dissolving pollutants into the water
or by simply mixing them with it and, in some cases, where chemical processes occurred,
caused the increase of the pollutant quantity. Either way, this ended up with larger quantities
of pollution that were transported along with rainwater through the vadose zone into the

aquifer.

In this study we assumed that pollution enters directly into groundwater flow,
neglecting transportation effects into the unsaturated zone. Even if the thickness of the vadose
zone significantly affects the leakage of an installation’s protective barrier, resulting in a
substantial overestimation up to a factor of about 3.5 (Celik et al., 2009), this holds true if the
aquifer is very near at the source of pollution or if a fingering effect favors a specific direct
path of pollution propagation into groundwater flow (Selker et al., 1996). In addition, the
coupling of precipitation and pollution events focuses only on the pollution quantity
infiltrated into the flow, considering mainly a mass diffusion transfer mechanism (Tsanis,
2006), and not on the recharge of the aquifer with polluted water due to precipitation. As a
result, a steady state flow of groundwater without a free surface recharge is assumed. Even if

aquifer recharge is not taken in mind, meaning that flow equation still satisfies Laplace
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equation (Harr, 1962; Bear & Buchlin, 1987), this computational simplification isolates and
excels the effects on pollution dispersion and detection of a pulsing pollution source, which is

related with an actual phenomenon.

It was considered that if during a simulation time step, equal to dt=1day, a
precipitation event took place, then a certain quantity of pollution, proportional to the total
rain height, would have infiltrated the aquifer and diffused into the flow, without disturbing
groundwater flow. A proportionality factor between the total daily precipitation height and
pollution mass infiltration was set in, so as to provide a detectable concentration of pollution
at the point (cell) and time of ejection. Considering that the lowest recorded precipitation
height data was 1mm, it was assumed that this quantity would provide detectable pollution.

Threshold detection limit was set at C,,, =14mgr/It, which indicates the presence of chemicals

into groundwater in such a degree that remediation actions should take place. This level of
pollution is typical for chemicals such as nitrate, cyclohexanon and diethyneglycol (Yenigiil
et al., 2005). The threshold detection limit of pollution concentration in a 2x2m cell (the
depth is considered to be equal to 1m for unit consistency) is produced by 28 particles, which
provide enough resolution to describe the plume’s transportation and detection by monitoring
wells (Yenigiil et al., 2005; Papapetridis & Paleologos, 2010). Given that concentration in a

cell equals C:M/(nV), where N =0.25 is the effective porosity constant during all

simulations, the pollution mass representing the detectable limit equals 14,000mgr or 500mgr

per particle.

A thirty-year time series of daily average precipitation data from Macedonia airport in
Thessaloniki was used. A total precipitation height for this period of time was recorded equal
to 13,291.06mm. Considering that a 1mm precipitation height ejected pollution into the
aquifer is represented by 28 particles, the total number of particles utilized to simulate the
pollutant's advection and dispersion into the subsurface environment, at the end of the 30-year
simulation, was 372,150. During each simulation time step, total precipitation height for that
day was taken into account and linearly transformed into a number of pollutant particles.
Then, this number of particles was added, through the same point source, to the total number
of particles that were already transported into the aquifer. As a result of this kind of pollution
inflow, a continuous plume of pollution was formed. If its concentration was larger than the
threshold limit at the time of sampling at the grid cells where monitoring wells were located,
then a successful detection was recorded. In every simulated case studied, detection time was
recorded and the total contaminated area was calculated. In order for a 2x2m cell to be

considered polluted, concentration must be at least equal toC,, , meaning that at least 28

particles must exist inside the grid’s cell at the moment of sampling. At the end of the 2,000
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simulations the average time of detection and the average contaminated area are calculated if
daily (ED) sampling is assumed. Moreover, the average contaminated area is also calculated
assuming different sampling frequencies, namely monthly (1 M), bimonthly (2 M), quarterly
(3 M), every 4 months, biannual (6 M) and annual (A). The polluted area was additionally
calculated 3 months, 6 months, 1 year, 2 years and 3 years after successful detection in order
to evaluate the remedial action delay time (RADTI) as this was introduced by Papapetridis
and Paleologos (2011a).

A computational model developed by Papapetridis and Paleologos (2011b) was used
in order to perform the Monte Carlo simulations. The model was initially developed in order
to simulate an instantaneous case of heterogeneous aquifer pollution. The practical meaning
of instantaneous pollution is that the event itself takes place in a very short period of time in
relation to the 1-day time step which the simulation uses. Consequently, a pressurized tank or
a pipe system that is suddenly relieved due to some localized structural failure, an industrial
accident or a landfill leak may potentially produce such kind of pollution. In order for the
model to facilitate multiple pollution injections into the aquifer originating from the same
point, during the 30-year monitoring period, certain modifications were made. Even if in the
scenario of pulsing pollution the computational time needed was significantly increased, a

contemporary workstation was able to provide results in a reasonable time span.

Five different cases of transverse dispersion coefficients, «, , were investigated. These
values varied among «,=0.001, 0.01, 0.05, 0.10, and 0.50m, corresponding to values
observed in field experiments (Gelhar, 1986) which describe soils of low, medium and high
dispersion. In each simulation, dispersion was considered to remain constant and the
longitudinal dispersion coefficient, «, , was calculated by the relation a, =0.10a, (Spitz &

Moreno, 1996).

The simulated region was 1,000 m long, 400 m wide and, assuming a discretization of

the area in cells of dx-dy=2x2m?, a 500x200 grid was created. A rectangular area
simulating a contaminant potential source area (CPSA), for example a section of a landfill, or
the area of a waste storage facility, was situated between X — coordinates 10m and 60m, and
y —coordinates of 140m and 260m. At a random point within these boundaries a

contamination event was initiated, which polluted the aquifer every time a precipitation event

occurred.

The contaminant mass was assumed conservative and fully water soluble. The
uncertainty, regarding the potential location within a cell of a landfill where a leak might have
developed, stems from the lack of information on potential failure locations at a landfill’s

bottom liner. In case pollution from a different facility is assumed, such as from an industrial
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plant or a military facility, uncertainty about the contamination’s point source may stem from
our inability to detect leaks from waste carrying pipelines, underground storage areas of
liquid waste, or even accidental spills during operations. In either case, it was assumed that
any point within the rectangular CPSA there was an equally probable source of leakage,
taking place once as a single failure event at zero time (when the simulation began) and
resulting in an instantaneous ejection of contaminants into the aquifer. Monitoring wells were
assumed to fully penetrate the aquifer, resulting in vertically-averaged concentration
measurements. Eight linear configurations were examined, consisting of 1, 2, 3, 4, 6, 8, 12
and 20 wells, equally spaced from one another. Wells that were located at the ends of each
arrangement were placed half the distance from the cell’s top and bottom edges so that the
efficiency of the monitoring system would be maximized (Yenigiil et al., 2005). Monitoring
of the aquifer and plume evolution was simulated for a 30-year period.

6.3 Simulation Results

6.3.1 Number of Wells

Considering the number of wells of the monitoring and detection arrangement of the
installation, simulation results showed that even one of the smallest monitoring networks, that
of 4 wells, in case of a homogeneous medium dispersive field, is capable of providing a 100%

successful detection of pollution (Figure 6.2a). Even in a highly heterogeneity field where

Ok = 2.0 with as low dispersion as a, =0.01m, 4 wells will detect groundwater pollution

half the time (Figure 6.2b). Comparing simulation results in relation to detection probability
P, between instantaneous pollution of the aquifer with a small quantity of pollution (1 kgr of
a conservative pollutant, providing a 4,000mgr/It initial concentration) and precipitation
initiative pollution, for the latter it is clearly seen that P, rapidly increases as the number of
monitoring wells is increased, reaching a maximum of 100% detection when more than 3
wells are utilized, while for the former P, presents an almost linear increment, succeeding
maximum detection only with a dense monitoring arrangement. In case of a strongly
heterogeneous field, P, is always significantly less than the precipitation initiative case. In the
precipitation initiative pollution case even a 3-well installation, which according to EU
legislation is the minimum requirement for groundwater monitoring of an operational landfill,
can detect aquifer pollution in more than 50%, depending on the field’s hydrogeological

properties.
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Figure 6.2: P4 change as the number of monitoring wells increases from 1 — 20, as well as comparison
between an instantaneous case of pollution and a precipitation coupled case for a medium
dispersion homogeneous field (a: o?(logK)=0.0, a7=0.10m) and a low dispersion
heterogeneous field, (b: 62(logK)=2.0, a;=0.010m).

6.3.2 Field Heterogeneity

Subsurface heterogeneity, which in this study is reflected by the spatial variability of
the hydraulic conductivity, has been examined for three different cases. When a small number
of wells is used, as shown in Figure 6.3 where 3 wells are considered, at very low dispersion
fields, P, decreases by 23% when heterogeneity increases from 0.0 to 2.0. At low dispersion
environment a 27% decrease is observed between homogeneous and strongly heterogeneous

cases. At higher dispersion value, P, remains practically constant as heterogeneity increases.
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Figure 6.3: Groundwater pollution detection probability P4 of a 3-well arrangement in relation to the
field’s heterogeneity as this is reflected through variance of the natural logarithm of

hydraulic conductivity (a,an). Dashed lines are the precipitation triggered pollution
(Precip.) and solid lines are for instantaneous cases (Instant.).
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Examining an arrangement consisting of 12 wells (Figure 6.4), it is seen more patently

that, as dispersion is increased, the effect of heterogeneity increase on P, is languished. More

specifically, at a very low dispersion field, where the transverse dispersion coefficient equals

a, =0.001m, there is a significant 33.5% dropdown at the P, between the homogeneous and
the strong heterogeneous cases, while at a, =0.01m the dropdown is 15%. At greater
dispersion values, it is observed at the simulation results that there is no difference in
detection probability, as it is 100% for every heterogeneous case that has been studied.

If an instantaneous pollution case is considered (Figure 6.4), then it is noted that P, is
decreased as heterogeneity is increased. At transverse dispersion coefficient a, =0.001m a
29% decrease is observed, while at a, =0.01m and at a, =0.1m the decrease is 31% and

19% decrease respectively. Similarly, as the dispersion is increased, the effect of field
heterogeneity on detection is lessened. This pattern holds true in both simulation scenarios,

either instantaneous or precipitation caused pollution is computationally examined.
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Figure 6.4: Groundwater pollution detection probability P4 of a 12-well arrangement in relation to
the field’s heterogeneity as this is reflected through variance of the natural logarithm of

hydraulic conductivity (O'Iik). Dashed lines are the precipitation triggered pollution
(Precip.) and solid lines are for instantaneous cases (Instant.).

Hydraulic conductivity variation highly affects pollution plume propagation into the
aquifer, as several tracer field experiments have shown (Freyberg, 1986; LeBlanc et al., 1991;
Boggs et al., 1992). A solute plume in a given realization can be pictured as diffusing slowly,
owing to local scale dispersion, and winding like a meandering stream because of large-scale
regional heterogeneity (Dagan, 1984) (Figure 6.5). This solute behavior sometimes tends to

separate a plume’s formation into more than one branches, resulting in regions of smaller
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pollutant concentration and flow paths that bypass the monitoring arrangements. While in the
case of instantaneous pollution fast deformation of pollution plume due to hydraulic
conductivity variations may lead to areas of lower concentration than that of the detection
threshold limit, which will result into a no detection situation, in the case of precipitation
initiated pollution, because the pollutant keeps being added into the flow, it is more logical to
assume that detectable preferential flow paths are formed through highly hydraulic
conductivity paths, allowing for a significant portion of plume to escape detection (Figure
6.5).

However, as dispersion is increased, pollution dilutes faster and in a greater area
(Figure 6.5). Considering the fact that a variable amount of pollutant mass is added
throughout time, greater areal coverage is possible where concentration is above a detectable
limit. This means that dilution of the plume below the detection limit, due to deformation
along the propagation path, is not observed. The effect of plume deformation along with

higher dispersion alleviates the influence of heterogeneity on P,. The fact that the average P,

decrease is 16% in case of 12 wells, when at the same configuration for the instantaneous case
the average decrease is 26%, indicates that preferential flow is possibly the main mechanism

responsible for P, decrease as the field gets more heterogeneous and dilution of the plume is

hindered by pollutant injection

6.3.3 Dispersion

For a given structure of the simulated geological field, subsurface heterogeneity and
dispersion are the main factors that directly determine the form that the developed
contaminant plume will have. In the case of an instantaneous pollution event the longitudinal
dispersion causes the elongation of pollution in the direction of movement of groundwater
flow and is proportional to the total underground travel time of the pollutant and its speed in
the subsoil. On the other hand, the transverse dispersion causes the widening of the plume and
also depends on the total time running and the flow rate. This means that the farther a plume
travels, the more it spreads and dilutes into the ground, rendering it non-detectable
(Papapetridis & Paleologos, 2010). This behavior is reflected by the fact that as dispersion is
increased (in this study all comparisons refer to different transverse dispersion coefficients)

among a, =0.05-0.10m, as demonstrated in Figure 6.6, depending on heterogeneity and
assuming all other parameters remain the same, detection probability of groundwater
pollution P, initially increases to a maximum, because of the plume dispersion leading to a
larger area coverage where pollutant concentration is bigger than the threshold limit, resulting

in more detectable cases. However, as dispersion continues to increase, it is observed that Pd

~137 ~



8 8
122328 § o oo - — *
g 8 g 8
g § g g
g g R g
S 8 § § 8
W
= g 8 g g
= $ § g 8
N
o} # & 8 §
3 & 8 8
g g g 2
§ 8 & 8 ° § & & < 3 i -°
8 g .
:1‘_ Jysanct, - — g
g g &
-
# : g g :
8 1
2 8 g 2
Q 8 8 g 5
Tlvl '
= : $ $ 8
~
o & g 8 8
g g g B
8 8 g g
T 8 & 8 ° § 8 & ¥ ° 3 & ?
e § _ 8 8 ¥
e T i " e o
§ § g g
g g g g
8 g g 2
(]
CID' g 8 § g
:él\ g 8 8 g
r?_ § § § .
o} 8 g & &
g g g #
g g g g
R R T TE T = % § % *° 3 e”

a=0.01m a;=0.05m a;=0.10m a;=0.50m

Figure 6.5 : Pollution dispersion and deformation as it is transported during a 30-year time span into
aquifers, where on the vertical axis heterogeneity increases and on the horizontal axis
transverse dispersion coefficient increases.

decreases again, reaching as low as 40% of the maximum value achieved (Figure 6.6). This

happens because pollution dissolves so fast into groundwater that the concentration drops
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rapidly below the detectable limit, causing the plume’s detection escape. This behavior is the
same for every well configuration.

On the other hand, examining the results of precipitation related pollution, we notice
that detection probability P, tends to increase as the field’s dispersion is increased. In case of
a 3-well installation (Figure 6.6) the average difference between a, =0.001m and
a, =0.50m is 78%, in all three cases of heterogeneity studied. It is noteworthy that even this

configuration, which constitutes the least demand of monitoring for a sanitary landfill, may

succeed detection in every case when dispersion is equal to or higher than a, =0.50m, while

in the case of medium heterogeneity a successful detection of over 50% can be achieved in as

low a dispersion as a, =0.01m. Of course, these results refer to the specific computational
model and all of its initial assumptions made during the Monte Carlo simulations.
Nevertheless, a behavior of the monitoring system is indicated, even if different assumptions
may lead to different numbers.

It can also be seen that there is a small difference in P, as field heterogeneity is
increased. In homogeneous and low heterogeneity cases P, at a, =0.001m is 24%, while in
the case of o7, =2.0 the P, =18.6%. P, increases almost linearly and when dispersion gets
larger than a, =0.10m heterogeneity does not seem to affect the effectiveness of the

monitoring network.
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Figure 6.6: P4 change of a 3-well arrangement, in relation with transverse dispersion coefficient o
increase, in three different heterogeneity cases, as well as comparison between
precipitation related pollution cases (dashed lines) and instantaneous pollution cases (solid
lines)
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This behavior is mainly the result of the way heterogeneity and dispersion of the field
affect the geometry of the plume and the areal coverage as plume is transported in

groundwater. As it was explained in the previous paragraph, the plume’s deformation due to
heterogeneity causes a P, decrease as o}, is increased. This happens until a specific point

of dispersion, as further dispersion increase results in no heterogeneity effect on the detection
outcome (Figure 6.5). Contrary to instantaneous pollution, the fact that pollutant mass is
constantly added to the aquifer, driven by precipitation through a mass diffusion mechanism,
provides enough pollutant to larger portions of the plume’s area, resulting in possible
detection. This means that when pollution is added, thus preventing the plume’s dissolution
into the aquifer below a detectable limit, dispersion is the main factor that affects its

detectability.

6.3.4 Sampling Frequency

Sampling frequency is an important factor that may significantly affect the
effectiveness of a monitoring installation. For example, according to European Council
Directive 1999/31/EC of 26 April 1999 on the landfill of waste it is stated that “The
frequency of (groundwater) sampling could be adapted on the basis of the morphology of the
landfill waste. This has to be specified in the permit.” In addition, a landfill operator is
obliged to report all monitoring results to the competent authorities once a year. This
obligation poses a maximum boundary on sampling frequency. Moreover, it is also stated that
“the frequency must be based on possibility for remedial actions between two samplings if a
trigger is reached”. This dictates a minimum sampling strategy on groundwater sampling
frequency, assuming that there is adequate knowledge of the hydro-geological environment,
of the chemical footprint for all possible pollutants and, of course, of the fact that remedial
actions should commence the moment the trigger event has occurred, which could be the
detection of groundwater pollution by a monitoring well. In most of the cases, groundwater
sampling frequency is determined by partial knowledge of the velocity of groundwater flow

and the cost of the applied sampling policy.

Detection probability dependence on sampling frequency was investigated by
Papapetridis and Paleologos (2011a, 2011b) in the case of an instantaneous pollution
originating from a landfil. In that study it was assumed that the starting point of a leak comes
from a single point in the control area and that all of the leachate’s quantity enters instantly
into the aquifer’s field of flow. This type of failure is very difficult to detect, since the trace of
the source is very small, as opposed to massive, multiple or continues leaks, where the trace is
often large enough to be directly detected (Papapetridis & Paleologos, 2010). Seven different

sampling frequencies were applied, which assumed sampling from every monitoring well of
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the installation at the same time daily (D), monthly (1 M), bimonthly (2 M), quarterly (3 M),
every four months (4 M), biannually (6 M) and annually (A).
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Figure 6.7: Percentage change of Py as sampling frequency changes for a 4-well monitoring
installation among daily (D), monthly (1 M), bimonthly (2 M), quarterly (3 M), every 4
months (4 M), biannual (6 M) and annual (A) sampling. The first column of the graphs
reflects the results of an instantaneous case of pollution and the second column reflects a
precipitation event related pollution, while horizontally heterogeneity changes, as is
reflected through the variance of the InK.

Simulation results by Papapetridis and Paleologos (2011b) showed that in case of
instantaneous release, the effect of sampling frequency on detection probability is more
pronounced when dispersion of pollution into the aquifer is increased. In the case of a 4-well
installation (first column in Figure 6.7) it can be observed that when a homogeneous field is
considered the decrease of detection probability P, is almost 100%, which means that the
monitoring installation is actually cancelled, as it is entirely ineffective. As heterogeneity is

increased, from o, =0.0 to o, =2.0, the average improvement of P, regarding a 4-well

network, between biannual (6 M) and daily (D) sampling, excluding the case of high
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dispersion (a, =0.50m), is 17% while the same gain of P, between annual (A) and sampling
daily (D) is 46%. If we consider the improvement between biannual (6 M) or annual (A) and

monthly (1 M) sampling, then the P, gain is 12% and 40% respectively.

It can be seen by simulation results that there is a significant difference when sampling
once a year and once every 6 months. This difference becomes even bigger if a high
dispersion geological environment is considered. As a general rule, it appears that under all
conditions at least biannual sampling should occur at a monitoring system (Papapetridis &
Paleologos, 2011b), which complies with EU Directive in case of a waste sanitary landfill. If
one wants higher detection probability, then monthly sampling appears to be the optimum
choice for most well arrangements, considering both the effort involved if one were to
proceed with a much more intense sampling and the improvements on detection attained at
this level. It is noteworthy that in heterogeneous aquifers a large number of monitoring wells
(a setting larger than 8 wells) does not perform much better in terms of detection if sampled
infrequently (for example, once a year) than arrangements having a lower number of wells but

are sampled more regularly.

Detection probability P, in relation to sampling frequency in case of a pulsing
pollution triggered by a precipitation event presents a totally different behavior, as it is
depicted in the second column of Figure 6.7, where P, changes in relation to applicable
sampling frequency. The striking observation is that pollution dispersion amplifies the
effectiveness of the monitoring wells arrangement. Even in the case of 4 wells it can be seen
that despite the field’s heterogeneity a 100% detection is achieved at every sampling

frequency applied, when transverse dispersion is as high as a, =0.50m. Even in lower
dispersion fields it can be seen that there is practically no gain in detection if groundwater is
sampled more frequently than once every three months, as the average gain in P, is less than

3%. When sampling is performed biannually then the average improvement in relation to
monthly sampling, regardless of the geological heterogeneity, is 5% and if we consider annual
sampling then the improvement to monthly sampling is 8%. It can also be noted that as
dispersion increases the importance of sampling frequency is diminished, which is the

opposite in the case of an instantaneous ejection of pollution into the aquifer.

The fact that pollution infiltrates the aquifer due to precipitation triggered events and
that groundwater is recharged with pollutant mass result in retaining a plume’s pollutant
concentration above a detectable limit in a larger area. In heterogeneous fields, as field
experiments have shown (Boggs et al., 1992), pollution is transported in paths where

hydraulic conductivity is higher in relation to the adjacent areas. As dispersion causes greater
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areal coverage by the plume, which in addition maintains detectable concentration values,
detection is easier even if sampling is scarcer, as the paths of the plume remain basically the

same, depending on hydraulic conductivity values.

It can be stated that in order for the operator of a controlled facility to succeed
sufficient levels of possible groundwater pollution detection, they must focus on the problems
that may come up from an instantaneous ejection rather than from a precipitation related one.
It could safely be assumed that in the case of a continuous leak of pollutant into the aquifer
the same results concerning sampling frequency policy would apply.

6.3.5 Time of detection and contaminated area

The average time needed until pollution is actually discovered from the monitoring was

studied and compared to cases of instantaneous pollution. Assuming that <T, >is the
average number of days over 2,000 Monte Carlo simulations, in order for observation of
contamination to be achieved at the monitoring points, based on a specific sampling schedule,
and (T, ) being the average time for the pollution to arrive at the detection network , then in
Figure 6.8 the ratio of <T, >/<T, > is plotted on the y—axis in relation to sampling
frequency. Six different diagrams depict how time ratio changes for each three studied
heterogeneities o, and two cases of transverse dispersion a, , where the solid line describes
the precipitation coupled pollution (PCP) events and the dashed line the instantaneous one

(IP). A daily sampling with a 1-day numerical time step gives a ratio equal to one for all

hydro-geological cases.

Diagrams depict, once more, that dispersion is the main contributing factor which
influences the average detection time of groundwater pollution. The same behavior is
observed in both cases of pollution origination, precipitation event started or instantaneous. In

the case of a low dispersion environment, where a, =0.01m or less (Figure 6.8, first
column), <T,, >/<T, > ratio does not practically change when a homogeneous field is

considered, while in the case of a heterogeneity field there is an average 10% increase in
detection time ratio between daily and annual sampling, independently from the magnitude of
heterogeneity, when pollution is coupled with precipitation, while in the case of instantaneous
pollution the same difference is 8%. Practically, it can be said that there is no difference
between instantaneous and pulsing pollution when the transverse dispersion coefficient is as

low as a; =0.05m or lower.

In cases of higher values of dispersion where a, =0.1m or more (Figure 6.8, second

column), <T,, >/<T, > ratio actually increases as heterogeneity is increased. Pollution
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dispersion functions as a background field attribute, which augments the influence of

geological heterogeneity on the average time needed in order for pollution to be detected. It
can be seen that in the case of PCP, when hydraulic conductivity variation is o, =1.0, then

the <T,,, >/<T, > ratio changes 15.5% between the monthly and bi-annual sampling and

22% between the monthly and annual sampling frequency, while for o2 =2.0 the

Ik
differences are 11% and 27% respectively. The same trend is observed in the cases of IP, but
the time ratio difference in the case of o, =1.0 is 7% between the monthly and bi-annual
sampling and 13% between the monthly and annual sampling frequency. In the case of
o., =2.0 the difference is 5% and 18% respectively. Either way, heterogeneity increase in a

high dispersion geological environment causes delayed pollution detection by the same
monitoring wells network. As heterogeneity increases, differences in the average detection
time between different sampling frequencies tend to decrease when sampling is performed at
least twice a year or more. However, when sampling is performed once a year and
heterogeneity increases, then the average needed detection time is increased, dictating that
pollution is transported and dispersed for more time into the aquifer in order for detection to

be accomplished.

It is also observed that when o =20, the average change of the time ratio
<Tye >/<T, > between bimonthly and every 4 months sampling frequency is less than 4%,
while in the case of IP there is no practical difference even when the aquifer is sampled once
every 4 months. In the corresponding diagram (Figure 6.8, o. =20, a, =0.05m)
<T,, >/<T, >drops below one, meaning that groundwater detection is accomplished 1%
faster when sampling is performed fewer times a year than daily. This is artificial due to

numerical approximations during computational procedure.

However, it is a fact that, as far as the presented simulation results are concerned, under
the same hyd