TECHNICAL UNIVERSITY OF CRETE
SCHOOL OF PRODUCTION ENGINEERING AND MANAGEMENT
MANAGEMENT SYSTEMS LABORATORY

Anticipated Emotions in Nascent Entrepreneurship: A
machine learning analysis

M.Sc. Thesis

Anastasia Koufaki

Thesis Committee:
Professor Vassilis Moustakis, Thesis Supervisor
Professor Tom Kontogiannis
Associate Professor Konstantinos Kafetsios

Chania, June 2016



AVOPEVOUEVE CVVOIGONNOTO GTO TPAOLNO GTAOLN TNS EMLYELPTUATIKOTTOGS:
Agpgovnon péoc® pedoo®v unyovikiyc pnddnong

H gpappoyn pebddov unyovikng pdbnong pe okomod v avdivon dedopévmv amoterel véa Tdon 610 medio
NG EMLYEPNUATIKNG OVAAVONG. L€ LT TV SWTAMUATIKY Epyacio mpoteiveTat £va pebodoroykd mhaicto, To
Omol0 GTOYEVEL GTNV OVOYVMOPIST] CNUOVIIKOV CLUCYETICEMV KOl AETOVPYIKOV GYECEMV OVAUECOH CTO
OVOLEVOLEVOL GUVOLGON LT TTOV KATO10G ouGHAVETAL KOTA TNV TPMOIUN ETLXEPNUATIKY OpacTnplodTnTO Kot
OTIG HETAPANTES 0EOAOYNONG TOV OVTITPOSMTELOVY EMLYEIPNHUOTIKA YOPUKTIPIOTIKA, OTT®G T0 péyedog g
TapoKivnong tov acBdvetar yio va apyicel va avantdicoetl 1o d1kd Tov kepdioto (Emyyeipnuatikéc mpobéoelc,
Entrepreneurial Intentions - INT), tn otdon tov amévavtt otnv emyeipnuoatikotto (Attitude Towards
Entrepreneurship - ATT) xot 11g dtokprtég 0e£10TTeG MOV MIGTEVEL OTL €YEL YO TNV AVATTLEN TPOUUNG
EMYEPNUATIKNAG dpaotnprottog (Aviihapfovopevog Zvumepipopikds Eleyyog, Perceived Behavioral
Control - PBC)

Ta dedopéva mov ypnoomombnkay oTnV €pyacio OmOTEAOVV €vo LTOGVVOAO OedoUEVEOV TO. Omoid
oLAAEYON KOV Yo Tponyoduevn perétn. Exeivn 1 pelémn otoyeve oty e€étaon TV TPOGOOKIDY OV £YOVV
QOTNTEG GYETIKA Le TNV KovoTopia Kot TV avamtuén kepoahaimv. 1160 gortntég mavemotnioy and OAn v
EAMAGSa amdvinoov o€ epoTNUATOAOYI0 omd TO omoio £yve eEoywyn TOV TPUOV TPOavoIQeEpBEVTDV
EMYEPNUATIKAOV YOPOKTNPIOTIKAOV KOl TOV OVOUEVOLEVOV cuvaucstnudtov mov vidBouy GYETIKA [e TNV

EVapEn EMXEPNUATIKNG OPUGTNPLOTITOG.

[a v viomoinon tov 7PoTEWVOUEVOL pEBOdOAOYIKOD TAOLGIOL YPNOOTOONKAY ETPAETOUEVES
(supervised) kot un-emPrendpeveg (unsupervised) pébodot pnyovikng péonong.

270 TPOTO UEPOG TNG AVAALGONG OESOUEVMVY XPNGLOTOLOVVTOL 0AYOP1OL0L atd TO TESI0 TG UN-EMPAETOUEVNC
naonong. Eywve avt 1 emthoyn tpokeévou vo tpaypotomomdet diepeuvntikn avdivon dedopévov, yio Tov
EVTOTIGUO KPLODOV OOUMV GTO. 0ES0UEVA [Le OKOTO VO, GLYY®VELOOVV TOPOLOL0 GLVIIGHNLOTO GE OULADEG.
210 0g0TEPO UEPOC TNG TpoTeEWVOUEVNG HeBodoroyiag ypnolwomotovvior aiydpiBuol and to medio NG
emPrendpevng pdbnong, pe okomd vo dnuovpyndovv kot va ekrodevboiv tagvountég (classifiers) mov Ha
emtpéyouv va tpoPre@bovv ot katnyopieg cuvarsOnudToV (BeTiKd - apyNTIKA) pe BACT XOPAKTNPIGTIKA TOV
AVTIGTOLYOVV OE EMYEIPTLLATIKES TPOBETELS.

To 1pito pépog g pebodoroyiag otoyevel otnv opbn alloddynon g omddoong TV TOEVOUNTOV
(classifiers) péoa and petpnoeig akpipelag (accuracy), evacOnociog (sensitivity) kot eWdwkodTnTog (specificity).
210 fjpa avTd ovadelkviovTal To CNTHLOTO TTOL TPOKAAOVVTAL A0 TIV AVIGOPPOTILN TV SEGOUEVMV, 1 OTTOlN
umopei va odnynoet o€ AavBoouévn epunveia g arddoong e peboddov ta&vounonc.

To Térapto pépog ¢ avdivong tepthapPavel ETAOYN YOPOKTNPIOTIKAOV, TPOKELEVOL VA TPOCIOPIGEL TOLN
amd To TPl EMUXEPNUATIKE YOUPOKTNPIOTIKA CLVOEOVTOL GE ONUOVTIKO Pobud pe v mpoPAremopevn
Katnyopio cGuvalcHNUATOG.

To mpotevopevo mhaicto vAomombnke ot yAdooa R.

To Pacwod onueio mov TPOKHTTEL OO TAL AMOTEAEGHATA TG TTOPATAvVe pebBodoroyiag ivar 6tL pébodot
UNYOVIKNG pébnong pmopovv va ypnoyomoindodv pe emtvyio yio v poPreyn BeTik®dV 1 0pyNnTIKOV
cuvacOnudatov mov Bacilovrol oe petafAntéc aloldoynong (emyelpnuatikd yopaktnplotikd). Emmiéov, n
otdon amévavtt oty emnryepnuotikotta (ATT) avayvopiletor ®G T0 TO CNUOVTIKO ETLYEPNUATIKO
YOPOKTNPIOTIKO TOV TPOKAAEL OETIKA 1] pVITIKG GLVOLGONUATO OTO TPDOULO CTAGL ETLYEPNUOTIKOTNTOGC.

Ocov agopd HeAAOVTIKEG €pYOGieG, QQOV TapOTNPEiTOL OTL 1 OVICOPPOTID TOV OEOOUEVOV ATOTEAEL
onuovtikd mapdyovta mov meplopilel v amddoon g tagwvounons, Oa pmopodoov va €PAPUOGTOHV
neBodoroyieg e0KEG Yo avicoppomio, OTMG Tuyaic VId-detypatoinyia. Téhog , véa ceT dedopévmv, Katd
TPOTIUNGT GET SEJOUEVMV TTOV OEV TAGYOLV A0 OVIGOPPOTia, Ba LToPovGAV Vo ETEEEPYACTOVV LE TO 1010
neBodor0YIKO TANIG10, TPOKEUEVOL VO, aEloA0YN00VV TEPALTEP® T EVPNUATO AVTNG TNG UEAETNG.



Abstract

The application of machine learning methodologies for data analysis is the new trend in the field of business
analytics. In this thesis, a methodological framework is proposed, which aims to identify significant
connections and functional relationships between the anticipated emotions someone feels in nascent
entrepreneurship and variables that represent entrepreneurial features i.e. the level of motivation they have to
start developing their own venture (Entrepreneurial Intentions - INT), the Attitude Towards Entrepreneurship
(ATT) and the perceived skills towards nascent entrepreneurship (Perceived Behavioral Control - PBC).

The data used are a subset of data collected in a previous study that aimed to examine the expectations of
students towards entrepreneurship and venture growth. 1160 university students responded to a questionnaire
from which the aforementioned three entrepreneurial features and the anticipated emotions that are examined
in this study were extracted.

Supervised and unsupervised machine learning methods are utilized in the proposed framework. The first part
of the data analysis process of this study utilizes algorithms from the field of unsupervised learning, in order
to conduct an exploratory data analysis, to identify hidden structure in the data and to merge similar emotions
into clusters. The second part of the proposed methodology utilizes algorithms from the field of supervised
learning in order to build and train classifiers which enable us to predict emotion classes based on features
that correspond to entrepreneurial intentions The third step of the methodology aims at correctly assessing the
performance of the classifiers through the metrics of accuracy, sensitivity and specificity and highlights the
issues caused by class imbalance in the data, which can lead to misleading interpretation of the classification
accuracy. The fourth step of the analysis includes feature selection, in order to identify which of the three
entrepreneurial intention features are significantly associated to the emotion class being predicted. The
proposed framework is implemented in the R language for statistical computing.
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1. Introduction
1.1 Related Work

Inspiration

Our inspiration concerning data analysis using machine learning methodologies came from a paper by
Meuleman & Scherer (2013) “Nonlinear Appraisal Modeling: An Application of Machine Learning to the
Study of Emotion Production” [1]. In that study, the data were collected from a web-based expert system GEA
(Geneva Emotion Analyst). The system asked each participant, first to describe an intense emotion event, then
to choose from a list of 12 emotions which one described better the primary emotion they felt during the event
and then to assess that emotion in a six-point scale with 25 appraisal variables. The sample of the study
consisted of 6034 respondents. Their data analysis had three stages: (1) cluster analysis, (2) black box
modeling, (3) appraisal feature selection.

First, they performed cluster analysis in order to find the common structure among the 12 emotion classes,
based in the score the respondents assess in the 25 appraisal variables. They obtained mean appraisal profiles
by calculating the mean value of each appraisal variable for each emotion class (a 12x25 matrix, each row
represents each emotion class centroid vector). The method used was hierarchical clustering, in order to
perform a non-flat examination of the structure of the emotional classes.

Second, in the black box modeling stage they selected 14 classification machine learning methodologies, 4
linear and 10 nonlinear, in order to find a model which better describes that kind of data. They modeled the
12 emotion classes (categorical data), as a function of the 25 appraisal variables (six-point scale - ordinal
data). They used a training set of 1200 samples (100 respondents of each emotion class) and the rest of the
sample was the validation set. The accuracy of each model was assessed only in the validation set, in order to
avoid overfitting. The predictive performance of a fitted model was calculated as the bootstrapped average hit
rate across the 12 emotion classes. They also performed t-tests in order to compare the top rated models
accuracy formally.

In the last stage, feature selection, they performed regression analysis (LASSO — Least Absolute Shrinkage
and Selection Operator) in order to find out which of the 25 appraisal variables were significant.

Data

For this study, the data were provided from a previous statistical analysis study [2]. In that previous study,
1160 university students responded to a questionnaire regarding the expectations they had towards
entrepreneurship and venture growth, similar to the one in the Appendix A section. The questionnaire is
divided in seven sections:

(A) demographic information (categorical data),

(B) assessment of 2 entrepreneurial intention features: Attitudes Towards Entrepreneurship (ATT) and
Entrepreneurial Intention (INT), in a seven-point scale (ordinal data),

(C) assessment of the perception the respondents — students had regarding the level of difficulty when they
begin to perform action in order to start their new business in a five-point scale (ordinal data),

(D) assessment of the emotions they feel when they thought of starting their own business in 67 emotion
adjectives in a five-point scale (ordinal data),

(E) assessment of the approval from the immediate environment when the student mentions the thought that
he or she wants to start his or her own business in a five-point scale (ordinal data),

(F) assessment of the entrepreneurial intention feature, called Perceived Behavioral Control (PBC) in a seven-
point scale (ordinal data),

(G) assessment of the degree of positive attitude towards entrepreneurship depending on negative attitude
(grid table).

A



In this study the data set is formed from sections B and F in order to obtain the score of the students in 3
entrepreneurial features and from section D to obtain the primary emotion they felt when they were thinking
about starting their own business.

1.2 Thesis Outline and Innovation

Scope

The aim of this study is to perform a machine learning analysis of data that describe anticipated emotions in
nascent entrepreneurship. Namely, we aim to find any significant connections between the emotions someone
feels, when beginning to think of starting their own business, and their intentions in entrepreneurship.

In this research, a particular situation is examined. That is, when an individual is thinking to start a business.
Each individual appraises this situation differently and forms a personal pattern. Depending on that pattern,
either positive or negative emotions are elicited. This study aims to assess whether state of the art machine
learning methodologies can be successfully utilized to identify an appraisal pattern which is responsible for
the elicitation of, and can be used to predict, positive or negative emotions. In addition, the appraisal variables
(three entrepreneurial features) which form the patterns are evaluated through feature selection in order to
identify possible markers of nascent entrepreneurship.

Strategy and Innovation

This study is inspired by the methodology of Meuleman & Scherer [1]. Contrary to [1], this study does not
investigate intense emotional events in general but focuses specifically to the case where the emotional event
is the intention for entrepreneurship. Similar to [1] Hierarchical clustering is applied in order to find similar
subgroups of emotions and then supervised learning methods are utilized to predict the emotion felt based on
entrepreneurial features. However, in contrast to [1], not only LASSO is used to reduce the number of
entrepreneurial features but also the features selected by LASSO are further examined using t-tests in order to
see whether they differ significantly between the different emotion classes.



2. Theoretical Background

2.1 The Appraisal Theory of Emotions

Appraisal theory, namely claims that emotions are elicited by evaluations of events or situations. An individual
appraises a situation and therefore an appraisal pattern of the situation is created. That pattern elicits either
positive or negative emotions. For example, in response to the successful score in a University exam, some
students are feeling relief, some others happiness and others have no emotion response. However, some
students can also feel anger or sadness because even though they succeed, the score was not the anticipated
one. Appraisal theories were developed/proposed in order to help researches solve particular problems that
other emotion theories (behavioral, psychological) had difficulties to explain. [3]

In the beginning, appraisal theorists claimed that there is a strong and invariable one to one relationship
between the appraisal pattern and the elicited emotion of a specific situation. In addition, researchers claimed
that appraisal theories aid in developing/creating appraisal patterns which have a strong and invariable
relationship with a particular emotion. In recent research, appraisal theorists concluded that emotion responses
are organized and adapted in particular external and internal circumstances of a situation that triggers the
emotion. [4][5]

The appraisal of emotions can be elicited from a cognitive procedure. That procedure it is not necessary
automatic, usually an evaluation of a situation can be controlled by logic and the emotion outcome is biased
from the attitude of each individual, for example different patterns could be created if a person is an optimist
or a pessimist. [6] The evaluation of a specific situation (imaginary or not) is generating the emotion process
by initiating changes in behavior, attitude and intentions as a result of a specific emotional state. [4][7][8][9]
If a situation is appraised as motive inconsistent then the emotion that it elicits is more likely negative, if a
situation is evaluated as motive consistent then the emotion that it elicits is more likely positive. [10]. Many
researchers had accused appraisal theories that they cannot account unreasonable or involuntary emotional
responses. Appraisal theorists [4][11][12][13] also mention that although appraisal involves cognitive, logical
and complex processing, it also involves low level cognitive processes (unconscious thoughts also elicit
emotions). These emotions are usually irrational and unrelated to the appraisal pattern of cognitive procedure
when a situation occurs.

One situation is evaluated differently, each individual creates a different appraisal pattern for the same
situation and these differences in evaluation elicited different emotions too. In this research the situation which
is examined is nascent entrepreneurship, when someone starts to think about the possibility of creating his
own business, emotions are elicited from the appraisal of the situation.

2.2 Machine Learning and Pattern Recognition

In this study we obtain an outcome measurement of categorical data (six emotion classes), that we wish to
predict based on a set of features (three indicators of entrepreneurial intentions).

We have a training set of data in which we observe the outcome and the feature measurements for a set of
objects (students). Using this set we build a learner (prediction model) which will enable us to predict the
outcome for new unseen objects. A good learner is the one that accurately predicts such an outcome.

Supervised learning algorithms [14] solve regression and classification problems. Namely, applying a
supervised learning algorithm in a classification problem helps predict (aids in predicting) the probability of
a right classification of a new sample in an existing learning model.



Unsupervised learning algorithms [14] aid in finding a structure description of an existing sample of data
based in characteristics features of the data. That procedure is important in mapping the relevant associations,
which are formed among the data, depending a similarity function.

2.3 Clustering Methods - Hierarchical Clustering

First, we aim to observe the similarities among the mean score in the 3 entrepreneurial features of the 6
emotion classes. It is significant to show how this 6 emotion classes are related based only on the mean score
of the sample in the 3 entrepreneurial features without the suggestion which is proposed from the appraisal
emotion theory. (unsupervised learning problem)

Hierarchical Clustering [14] [15] is a method, that finds hierarchical structure (grouping) in the data, in a non-
flat way. Namely, when clusters have sub-clusters, which have sub-clusters and so on. In order to better
understand the utility of this method, think of a biological taxonomy. Biologists classify a particular organism
in a hierarchical structure in order to analyze the relations of that organism with others in the ecosystem. The
results of a hierarchal cluster analysis usually they are presented by a dendrogram.

There are two approaches for the hierarchical clustering procedures: (a) agglomerative, and (b) divisive. The
case of agglomerative clustering is based on a bottom-up approach where each single observation is initially
considered to be a single cluster and in each subsequent step the two “most similar” clusters are merged until
a predefined number of cluster remains, usually a single cluster. Then, the whole process of iteratively merging
similar clusters can be visualized using a dendrogram. Three different similarity criterions for clusters are
used in practice: (1) single-linkage (nearest neighbor approach) which tends to produce elongated clusters
(chaining), (2) complete linkage (furthest neighbor approach) which avoids chaining but might violate the
closeness property i.e. members of the merged cluster might lie closer to members of other clusters than
members of their own cluster and (3) average linkage which is a compromise between single and complete
linkage. The case of divisive clustering consists of a top down approach, where in the first step all data points
are considered to belong to a single cluster and the hierarchy is formed by subsequently splitting clusters.

Hierarchical Clustering procedures are among the best known of unsupervised methods, because of their
conceptual simplicity. But, they have lower efficiency compared to other methods of unsupervised learning.
That low efficiency comes from the computational complexity O(n?) of hierarchical clustering algorithms,
which makes them impractical for large data sets. Nevertheless, they consist a very popular tool of exploratory
data analysis due to their ability to efficiently visualize similarities and possibly latent hierarchies of subgroups
within the data, especially if the data to be analyzed do not correspond to “big data”, where computational
complexity would be an issue.

Ward's Method

The Ward’s method [16] [17] is a criterion applied in hierarchal agglomerative cluster analysis. Ward 's
method, called also minimum variance clustering, is a popular algorithm which minimizes the total variance
within a formed cluster. In each step, it selects the merge with the smallest Residual Sum of Squares (RSS), a
measure of how well the centroids represent the members of their cluster. the squared distance of each vector
from its centroid summed over all vectors

RSSi = Yxew,|x — u(w)|?// RSS = Y_; RSS).
The merge criterion in Ward's method is an objective function which is optimized when of all individual
distances from the centroid are minimum. Namely, it addresses it as a problem of variance. In this research,
the Euclidean distance is used to define the initial cluster distances.
It is important to mention that algorithms in the extended family of agglomerative clustering such as single
linkage and complete linkage implement recursively the Ward's criterion in each step in order to optimize the
analysis.



2.4 Classification Methods

Second, we aim to train a classifier in order to be able to automatically distinguish samples belonging to
positive and negative emotions based on the scores of three entrepreneurial features. This problem of assigning
discrete labels to unknown samples, based on the known labels of some observation is called classification
and is a problem of supervised learning. In order to find a model that maximizes predictive performance on
the available data, several classifiers were assessed: two kernel based algorithms (SVM-linear and SVM-
RBF), one non parametric method (K Nearest Neighbors-KNN) and one methodology based on ensembles of
decision trees (Random Forest).

Support Vector Machine — Linear (SVM)

The Support Vector Machine (SVM) [14] classifier is a maximum margin classifier which finds the separating
hyperplane with the maximum margin between the classes, where the margin is defined as the distance
between the separating hyperplane and the closest sample(s) of each class to the hyperplane. In the original
SVM algorithm the classes are considered to be linearly separable, however the algorithm has been extended
to handle the non linearly separable case using slack variables. Moreover, one of the reasons that the SVM
classifier is so popular is that it can be extended using kernel functions to efficiently classify samples in cases
where the classes are not linearly separable. The main idea behind using kernels (kernel trick) is that while
the data are not linearly separable in the input space (original space), through the kernel function they are
mapped to a higher dimensional space where they could be linearly separable. Depending on the choice of the
kernel function, the higher dimensional space might even have infinite dimensions. One advantage of SVMs
is that the determination of the model parameters corresponds to a convex optimization problem, and so any
local solution is also a global optimum - although the training process involves nonlinear optimization, the
objective function is convex, and so the solution of the optimization problem is relatively straightforward.
As stated above, in support vector machines the decision boundary is chosen to be the one for which the
margin is maximized. The maximum margin solution can be motivated using computational learning theory,
also known as statistical learning theory.

Figure 2.1: Graphical illustration of the maximum margin of SVM [21]
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Support Vector Machine — Non Linear (SVM-RBF)

In the linear approach of SVM it is observed that a line divides the point of the two classes. If the data which
are under examination cannot be effectively distinguished by a line a different kernel can be used in order to
optimize the performance of the classification.

A very popular non-linear kernel frequently used in conjunction with the SVM is the (Gaussian) Radial Basis
Function (RBF) [14]. As discussed above, when the SVM with RBF kernel is implemented, the separation of
the data samples is performed in a higher dimensional space (of infinite dimensions) where the data may be
linear separable. The structure of the RBF kernel is in essence a Gaussian function without the normalization
term, which is not necessary since the output is not a probability. That is,

where o is a hyper parameter which can be tuned using cross validation.

Gaussian RBF kernel
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Figure 2.2: Graphical illustration of the Gaussian RBF Kernel

K — Nearest Neighbor (KNN)

The K-Nearest Neighbor classifier [14] [15] is a very straightforward non-linear classification method which
simply assigns a class label to each unknown sample based on the majority vote of it’s K nearest neighbors.
The nearest neighbors are selected according to a distance metric, which is usually the Euclidean distance in
the input space. The number of nearest neighbors K is a hyper parameter that can be tuned using cross
validation. It is a positive integer, typically small. In the case of K=1 the unknown data point is simply assigned

to the class of it’s nearest neighbor. Despite it’s conceptual simplicity it can achieve good results and it can
11



be mathematically proven that the error rate or the 1-NN classifier is not worse that two times the optimal
Bayes rate. The main drawback of the K-NN classifier is it’s O(n?) computational complexity (where n the
number of training samples), which makes it impractical for very large datasets. Moreover, in order to achieve
good results, K-NN requires “sufficient” density of training data, especially close to the class border.

K=5

Figure 2.3: Graphical illustration of the KNN classification method [21]

Random Forest (RF)

The Random Forest (RF) classifier [14] is a very popular ensemble learning classification method which is
one of the top performers in many classification tasks. It is based on the idea of bootstrap aggregating
(bagging), where a committee of low bias high variance classifiers, in this case decision trees, is trained on a
set of datasets generating from bootstrap resampling (with replacement) from the original dataset and
aggregating the results (majority voting), which results in improved classification performance. Another
advantage of Random Forests is that they also further enhance the classification performance by reducing the
correlation between individual trees in the forest through selecting a subset m of all features before splitting
the node of each tree during the training process. The subset m of features to be randomly selected before each
split is a hyper parameter that can be tuned through cross validation.

K-fold cross validation (K-fold)

K-Fold Cross Validation [22] is a technique used in assessing the predictive capability of a classification
method while avoiding extraction of misleading performance estimates. That is, if all the data are used for
training and the same data are subsequently used for testing the model, then the predictive performance
observed will be too optimistic since the model will be tested on data it has seen before. K-Fold Cross
Validation for K=10 is illustrated in figure 2.4. In this study 10-fold cross validation was used since K=10 is
frequently used in literature and is also recommended by [22]. K-Fold Cross Validation splits the dataset into
K different parts (folds) of approximately the same size. The method then proceeds to iteratively use k-1 of
the folds for training the model and the remaining 1 fold for testing, using a different fold for testing during
each of the K iterations. In the end, all of the samples have been classified and k different performance metrics
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have been extracted (one for each fold). The average performance over all folds is then calculated. If ak is the
accuracy achieved in each of the folds, the overall accuracy is just the average over the folds:

— 1ok
- % Li=1 Qi
Typical values used for K are K=3, 5 or 10 or setting K equal to the number of samples in the dataset (Leave

One Out Cross Validation). If the ratio of the different classes in each fold is the same as the ratio of different
classes in the original dataset, then the process is called stratified K-Fold Cross Validation.

test

iteration 1/10
set
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iteration 10/10 set

Figure 2.4: lllustration of 10-fold cross validation

2.5 Reliability assessment of the Classification Methods

A common mistake that frequently occurs when it comes to the assessment of classification results, is naive
interpretation of the classification accuracy [24]. For example, when the classification of a data set which
contains 80% positive and 20% negative samples gives a result of 80% accuracy if all of the samples are just
assigned to the ‘positive’ class. The 80% accuracy achieved in that case may seem high but it has no practical
significance. The reason is that such an outcome shows that the classifier classifies every sample in the positive
class and none in the negative, resulting in a true negative rate of zero.

In order to avoid confusion and to interpret the results in a meaningful ways, it is necessary in each classification
method to calculate not only the accuracy of the model but the sensitivity (true positive rate) and the specificity
(true negative rate), as well. Those measures can be obtained from the confusion matrix extracted after each
classifier has been applied on the data. The confusion matrix summarizes the performance of a classifier by
displaying how many samples of a given class have been correctly assigned to it, and how many samples of
the same class have been incorrectly assigned to another class. An example of a confusion matrix for a binary
classification problem can be seen in table 2.1.
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Classified as

Positive Negative Actually is
True Positive (TP) False Negative (FN) Positive (P)
False Positive (FP) True Negative (TN) Negative (N)

Table 2.1: A confusion matrix extracted after a classifier has been run on the data

Sensitivity or True Positive Rate (TPR) [23] is the percentage of the correctly identified positives of a data set
after a classification method has been applied. It is computed from the extracted confusion matrix as,
TP _ TP
(TP+FN) P
Specificity or True Negative Rate (TNR) [23] is the percentage of the correctly identified negatives of a data

set after a classification method has been applied. It is computed from the extracted confusion matrix as,
TN TN

(TN +FP) N

TPR =

TNR =

2.6 Feature Selection with LASSO and t-test

Finally, we aim to find which of these 3 entrepreneurial features is the most significant that aids the most in
the classification procedure in comparison to the other two. (supervised learning problem)

LASSO

Least Absolute Shrinkage and Selection Operator (LASSO) [14] [18] is a machine learning method that
embeds feature selection in the regularization term of the statistical model. That is, unlike traditional 12-
normalization where many variables are set to small values but not exactly zero, LASSO forces exactly zero
weight to the features that are “irrelevant” to the prediction of the outcome. LASSO was originally developed
for regression problems but has also been extended to cover the classification case. Another characteristic of
the LASSO is that it tends to select only one “representative” feature out of a subset of correlated features and
exclude the rest from the model.

t-test

The t- test [19] is a statistical hypothesis test which assesses whether the observed difference of the means of
two samples is statistically significant. That is, given two samples a and b, with means pa pb and variances ca
ob, the t-test assesses whether the difference is statistically significant or is observed probably due to chance.
That is, given that the Null Hypothesis Hy: u, = up, the t-test calculates the probability that the Alternative
Hypothesis Hy:p, # pp (two-tailed) is observed due to chance. In the one-tailed case the alternative
hypothesis is either Hy: u, > up, or Hy: pg < pyp. The probability that the alternative hypothesis is observed
merely by chance is the p-value. If the p-value is sufficiently small (e.g <0.05), then one can 'reject' the Null
Hypothesis in favor of the alternative. That is, given the observed data the analyst is sufficiently convinced
that the two samples arise from two distributions with different means.

Given two classes (positive/negative), feature selection on the basis of the t-test can be performed by selecting
only one of the features and performing the t-test (two-tailed) on the two subsets of the data set (positive and
negative). The main idea is that the more the selected feature separates the two classes, the smaller the
corresponding p-value for that feature will be. So the importance of different features can be compared by
directly comparing their p-values.
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3. Methodology

3.1 Methodology Overview

In order to gain insight into data, the field of machine learning and pattern recognition provides us with
statistical learning tools, that aid us in extracting information and possibly knowledge from a data set. These
tools can be classified as supervised or unsupervised. Supervised learning involves building a model for
predicting, or estimating, an output based on one or more inputs (features). In the case of unsupervised
learning, we observe only the features and have no measurements for the outcome. That is, there are no class
labels available for any of the samples and the goal is to find some hidden structure in the data (clustering).

The first step of the data analysis process of this study utilizes algorithms from the field of unsupervised
learning, in order to find the hidden structure in the emotional classes, depending on the 3 entrepreneurial
intention features. Hence, related work from bibliography [1] suggest that we should perform hierarchical
clustering analysis. In order to perform this kind of analysis we preprocessed the data to create a 6x3 matrix,
where each row represents each emotion's class centroid vector by calculating the mean value of each
entrepreneurial intention feature for each emotion class.

The second step of the data analysis process utilizes algorithms from the field of supervised learning in order
to build classifiers (output estimation model), which enable us to predict the outcome for data with unknown
labels. In general, a classifier aims to generate a function, given a set of labeled samples. We have an outcome
measurement (class label) of categorical data (emotion classes), that we would like to estimate based on a set
of features (3 indicators of entrepreneurial intentions), for a sample of 1160 students. In order to perform a
more meaningful classification analysis we characterize the 6 emotional classes as positive or negative,
according to the results of the hierarchical clustering. As result we have 2 class labels:

1. positive emotions: by merging interest and enjoyment
2. negative emotions: by merging anger, fear, distress and surprise.

Hence, related work from bibliography [1] recommends that we should apply non-linear methods for
classification to analyze the data. Support Vector Machines (linear and non-linear), KNN, Random Forests
are the suggested methodologies for classification. They are popular, state of the art methodologies due to
their good prediction performance in real data proposed by the literature.

In the third step of the analysis, the performance of each classifier is assessed. The performance of each method
is assessed through 10Fold Cross Validation. However, the choice of the performance metric is also important
since, especially in the case of imbalanced datasets, looking at accuracy alone can be very misleading. As a
result, the sensitivity and specificity of each classifier are considered along with accuracy.

The fourth step of data analysis includes feature selection through regularized regression, in order to find
which of the 3 entrepreneurial intention features are significantly associated to the outcome (emotion class).
The LASSO method embeds feature selection in the training process and eliminates the features that are not
significantly associated to the outcome. In addition to the LASSO, follow-up t-tests were performed in order
to verify and validate the results of LASSO. Moreover, the t-test provides an alternative method to assess the
importance of difference features, through their corresponding p-values. An overview of the proposed
methodology can be seen in figure 3.1
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Hierarchical Clustering:
Exploratory data analysis for the extraction of
two emotion classes (positive and negative)

¢

Classification:
Building a predictive model of positive and
negative emotions in nascent enterpreneurship

¢

Reliability Assessment:
Assessing the predictive performance of the
classifier given the nature of the data

¢

Feature Selection:
Identifying the most significant features for the
prediction of positive and negative emotions in

nascent enterpreneurship

Figure 3.1: Steps of the proposed methodology

Preprocessing of the Dataset

In order to apply the selected data analysis methodology, it is necessary to pre-process the data.

The main reason for the pre-processing of the data set is the fact that the extracted data are selected for a
different analysis approach. Therefore, it is important to form the data in a way that can fit the selected
methodological approach, a machine learning analysis in entrepreneurial intentions.

For the hierarchical clustering analysis, we have to obtain one matrix that presents the average performance
in each entrepreneurial feature of each emotion class. That table presents the mean score of the entrepreneurial
intention someone has depending on the emotion that someone feels in the nascent entrepreneur phase-stage.
For the classification and the feature selection analysis, we have to obtain two matrices, one class label vector,
which represents the primary emotion of each student - respondent in 6 emotion classes (enjoyment, fear,
distress, anger, interest, surprise) and then according to the results of the hierarchal clustering analysis in 2
emotion classes (positive, negative). And another data matrix, which represents the mean score of each student
in 3 appraisal features of entrepreneurial intentions (ATT, INT, PBC).

The data, which are analyzed in this research were selected for a previous research project. 1160 students
answered a questionnaire (Appendix A) about their entrepreneurial intentions and the emotions they feel when
they put themselves in the stage of nascent entrepreneurship. These data were collected for a different analysis
approach, hence in order to perform a machine learning analysis these data must be pre-processed. As stated
in chapter 1.2, for this analysis will be used a part of those data in a specific form.

The class label vector is extracted from section D (Appendix A). The answers to the 67 emotion queries from
the 1160 students are related to 6 emotion classes (enjoyment, fear, distress, anger, interest, surprise). The
score of 67 emotion queries is grouped in 6 emotion classes (Appendix B), inspired by the Differential
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Emotion Scale (DES) [20] designed by Izard in 1991 (Table 3.2) and applied in the questionnaire which
collected the data [2] (Appendix A). The overall score of each emotion class for each student is extracted from
the mean value of the group queries of each emotion class. Hence, a 1160x6 matrix is created, where each row
is a vector that represents each student’s evaluation according to each emotion class. In order to find the class
label vector, we found the position of the max value in each row vector in the 1160x6 matrix.

Emotions Adjectives
Enjoyment Delighted Joyful Happy
Fear Fearful Afraid Scared
Distress Distressed Sad Discouraged
Anger Mad Enraged Angry
Interest Alert Attentive Interested
Surprise Astonished Amazed Surprised

Table 3.2: DES for the six emotion classes, 3 adjectives that describe each emotion class [2]

The data matrix is extracted from sections B and F (Appendix A). The answers from the 1160 students
represent the 3 appraisal features for entrepreneurial intentions. The 3 features are:

(1) Attitudes Towards Entrepreneurship (ATT) [2]: reflects the attitude (emotional) towards the prospect of
starting his/her own business as an entrepreneur, (By definition tents to reflect the emotions someone feels
about the possibility of starting a new business)

(2) Entrepreneurial Intention (INT) [2]: reflects a tendency to invest time and resources in order to become an
entrepreneur and his/her own business,

(3) Perceived Behavioral Control (PBC) [2]: reflects how one perceives the skills related to start a new
business.

The overall ATT, INT and PBC score for each student is calculated as the mean value of the corresponding
question group. In order to create the data matrix, we merge the vertical vectors of the ATT, INT and PBC
score of each student. Hence, we have a 1160x3 data matrix, where each row is a vector that represents each
student’s evaluation according to the 3 appraisal features of entrepreneurial intentions.

These matrices, the class label vector and data matrix, allow us to obtain a matrix that represents the mean
entrepreneurial intention profile for each emotion class (Hierarchical Clustering data — HC-Data), in order to
perform cluster analysis. Namely, they are used in order to create a 6x3 matrix, where each row represents
each emotion's class centroid vector by calculating the mean value of each entrepreneurial intention feature
for each emotion class.

HC-Data ATT |INT |PBC
Enjoyment 4.44 296 |3.18
Fear 3.30 2.86 |2.61
Distress 3.60 243  [2.70
Anger 3.69 3.18 |2.75
Interest 4.12 2.60 |2.99
Surprise 3.81 297 |3.17

Table 3.1: Input data for hierarchical clustering analysis
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Moreover, the class label vector and data matrix, are used as the main input for the majority of machine
learning classification, regression and feature selection methods.

3.2 Exploratory Data Analysis — Hierarchical Clustering

Hierarchical Clustering is an informative structure which presents all the clusters that are formed until every
input ends up in one cluster. The advantage of the use of this method is that there is no need to specify the
number of clusters from the beginning and as an output is a figure presents a hierarchy of clusters until one is
formed.

For the purpose of this research, hierarchical clustering is selected in order to observe the possible structures
that are formed among 6 emotion classes based in the mean score each class has in the 3 appraisal entrepreneur
features. It is, according to literature, the most appropriate method to use if the data are grouped in subsets,
because the agglomerative hierarchal clustering algorithms have low efficiency when it comes to analyze large
data sets. For that reason, the sample was grouped in 6 emotion classes and the mean value of the 3
entrepreneurial features of each emotion class was calculated. The purpose is to observe if there is similarity
among them and more specifically if each vector of the mean value of the 3 entrepreneurial intention aid in
the form of clusters that can be interpreted by the appraisal theory of emotions.

Ward's Method

Ward's method is proposed by literature, because it optimizes the objective function in each step of the cluster
analysis. This criterion in each step selects the merge with the minimum Residual Sum of Squares (the squared
distance of each vector from its centroids summed). By repeating this process until only one group remains,
the complete hierarchical structure and a quantitative estimate of the loss associated with each stage in the
grouping can be obtained.

Moreover, the pvclust package for R also offers the possibility to observe the p-values of each merge that is
formed with the Ward function with bootstrap. That function executes the algorithm 10 times and presents the
overall result in a dendrogram. The only difference with the previous algorithm is that it shows how high-
strong-significant is the similarity in each cluster.

3.3 Classification — Predicting Positive or Negative Emotions of
Nascent Entrepreneurship

Classification aids in the research when 2 groups of positive and negative emotions are formed from the
hierarchal clustering step. In this step of the analysis, classification is performed in order to obtain how positive
and negative emotions correlate with the 3 entrepreneurial features. By visual inspection of the 3D
representation of the data (Figure 3.2) it is obvious that there is no clear linear boundary separating the two
classes of positive and negative emotions, so non linear methods for classification are expected to be more
suitable to the task and perform better. In this regard, four methods of classification were selected: SVM —
Linear, SVM — RBF (non linear), KNN and Random Forest.
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Figure 3.2: 3D representation of the data samples, the red dots are the positive and the black dots are the
negative, in the axes are the 3 entrepreneurial features (ATT, PBC, INT)

Another interesting fact that is observed is that the majority of the samples are positive (82.1%) and a small
minority are negative (17.9%). That arises a discussion about avoiding overfitting and misinterpretation of
high but misleading accuracy of the model. (Unit: 3.4 Reliability assessment of the Classification Methods -
Confusion Matrices)

3.4 Reliability assessment of the Classification Methods

In this research the data set used for classification is imbalanced because 82.1% of the sample is feeling
positive emotions and 17.9% negative. In order to avoid misinterpretation of the classification results [24] it
is crucial to assess not only the accuracy of the prediction model but the the true positive(TPR) and the true
negative rate(TNR). The output of the classifiers in R programming is a confusion matrix which allows us to
calculate the sensitivity(TPR) and specificity(TNR) of each method. Since the negative samples of the data
set are the fewest the assessment of the true negative rate is the one to define the method which performs
better than the others.

3.5 Feature Selection with LASSO and t-test

Another interesting question is: “Which of these 3 entrepreneurial features is the most significant and aids the
most in the classification procedure in comparison to the other two?”. LASSO and t-test are the proposed
methodologies from the literature to answer that question. LASSO selects the most representative features and
sets all the others to zero, characterizing them as irrelevant. The t-test assesses whether the observed difference
of a given feature among two different groups is statistically significant or is observed merely by chance,
resulting in a corresponding p-value. The lower the p-value the lower the chance that the difference in the
average value of the feature happens by chance, hence the feature is more important. Finally, to aid in the
qualitative visual assessment of the quantitative results of the above methods, the differentiation of each
feature among the different emotion classes can be displayed in a corresponding box plot.
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4. Results

In this chapter, the results of the proposed methodology are presented. First, the extraction of the emotional
clusters (2 emotional classes) using the exploratory data. Then, the performance of the classification models
and the assessment of the predictive performance of the classifiers given the class imbalance of the data set.
In the end, the identification of the most significant features for the prediction of positive and negative
emotions in nascent entrepreneurship.

4.1 Hierarchical Clustering Results

The data matrix used for clustering the emotions into similar subgroups can be seen in table 4.1. Each of the
6 emotions (Enjoyment, Fear, Distress, Anger, Interest, Surprise) has three corresponding values of the
entrepreneurial features (ATT, INT, PBC), which correspond to the mean of each feature for the given
emotion. The 6 emotions are clustered hierarchically using Ward’s method with and without bootstrap.

HC-Data ATT |INT |PBC
Enjoyment 4.44 296 |3.18
Fear 3.30 2.86 |2.61
Distress 3.60 243 [2.70
Anger 3.69 3.18 |2.75
Interest 4.12 2.60 |2.99
Surprise 3.81 297 |3.17

Table 4.1: The input data for the hierarchical clustering analysis, represent the mean score of the
entrepreneurial features in each emotional class. (The rating scale is 1-7)
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Figure 4.1: The graphic result of hierarchical clustering analysis with Ward’s method
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Ward’s Method with Bootstrap Results
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Figure 4.2: Graphical illustration of hierarchical clustering analysis with Ward’s method with Bootstrap.

By qualitative assessing the quantitative results of the hierarchical clustering, it is observed that there is strong
distinction in 2 main emotion categories, positive and negative. These results are based on the mean values of
3 entrepreneurial features in the 6 emotion sub-categories. Clustering enjoyment and interest into the group
of positive emotions and the rest (anger, surprise fear, distress) into negative emotion is easily interpreted
qualitatively, as well. Moreover, by taking a closer look in the negative cluster it is observed that there are
two subgroups within the negative cluster (anger, surprise) and (fear, distress), which also make sense
qualitatively. Furthermore, the above grouping also arises a discussion on whether the emotion of surprise
should be grouped as negative when it comes to entrepreneurial intentions. In that case, an assumption was
made that the emotion of surprise can be interpreted as ignorance of the business field leading to a feeling of
uncertainty and only in that context it is possible to group it in the negative emotion class.

4.2 Classification Results

First, by observing the representation of the data set in 3D illustration in figure 4.3 it can be concluded that

probably a non-linear classifier is required for the successful classification of the data set. Since there is a

high degree of overlap in the 3D space of the samples belonging in the two classes. As a result, there seems

to be no linear boundary that efficiently separates the two classes.
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Figure 4.3: 3D representation of the data is used for the classification analysis
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Figure 4.4: The histogram of the class labels (negative-1, positive-2) of the data set.

The histogram illustrates the class imbalance of the data set between positive and negative samples. The 82.1%
of the sample is feeling positive emotions and 17.9% negative.
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In the next table (Table 4.2) the metrics of the classification performance can be observed. The classification
algorithm was executed for ten iterations and the mean value of the performance metrics was calculated. As
it is mentioned in previous chapters (2.5, 3.4), the imbalanced data sets need to be assessed not only with the
accuracy performance metric but with true positive and negative rates, as well. Since the class imbalance is
caused because the negative samples are only 17.9% of the set, the true negative rate (TNR) is the most
significant performance metric (since we only have very few negative samples). The highest the specificity
(TNR), the highest the possibility to correctly predict the negative samples as negative and not as false
positives. Even though the accuracy of the SVM-linear classifier is the highest, the true negative rate (TNR)
is almost zero (1.6%). On the contrary, Random Forest has the lowest accuracy but the highest specificity
(TNR). That shows higher prediction performance also in the negative samples compared to the other
classifiers. Summarizing, Random Forest is the best prediction model for this data set considering all
performance metrics and keeping in mind the class imbalance present. The performance of the classifiers is
also illustrated in figure 4.5.

Mean value of 10 iterations SVM Linear SVM — RBF KNN RF
Accuracy — ACC 81.79 % 80.83 % 80.50% | 77.67 %
Sensitivity — SEN (TPR) 99.37 % 96.87 % 96.62% | 91.78 %
Specificity — SPC (TNR) 1.30 % 7.40 % 6.73 % 13.07 %

Table 4.2: The classification results of all methods, in terms of accuracy, sensitivity and specificity.
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Figure 4.5: Graphical illustration of the results of all classification methods (Accuracy , Sensitivity ------ , Specificity ------ ). The x-axis corresponds to

10 independent rounds of 10-fold cross validation, while the y-axis corresponds to the metrics of classification performance.



4.4 Feature Selection Results

In the following table (4.3) one can see the weights assigned to each of the entrepreneurial features
by the LASSO method. As a reminder, LASSO only keeps the features which are considered
important for the prediction of the outcome, while all other features are considered redundant and
set to zero. According to the results of LASSO the only significant feature is ATT while the others
are considered redundant.

LASSO
ATT 0.026
INT 0
PBC 0

Table 4.3: LASSO feature selection results

A t-test was performed to assess the statistical significance of the difference of the average value
of each of the features between the two classes of positive and negative emotions. The lower the
p-value of the test, the less likely the observed difference in the average difference of the feature
happens by chance. That is, the smaller the p-value the more significant the feature. The results of
the t-tests performed can be found in table 4.4. According to the observed p-values ATT is the most
significant feature, while PBC is also considered to have statistically significant difference between
the two emotion classes.

t-test p-values

ATT | 83110798
INT | 7.83107°!
PBC | 9.16107%

Table 4.4: t-test p-values results for feature selection

Both methods agree that the most significant feature is Attitude Towards Entrepreneurship (ATT).
On the other hand, PBC is rejected by LASSO while deemed significant according to the t-test.
The rejection of PBC by LASSO is probably a mistake and can be explained by its high correlation
(0.83) to the ATT attribute, since LASSO only selects one feature in a group of highly correlated
features [14]. The rejection of INT by LASSO is probably correct since it cannot be explained the
same way given that it has a very low correlation to ATT (0.067). So ATT it is correctly rejected
by both LASSO and t-test. The average differences of each feature between the emotion classes
which assessed by the t-tests are also visualized in the box plots of figure 4.6.
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Figure 4.6: Box plots of the 3 entrepreneurial features
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5. Conclusion

In this study, a quantitative analysis was conducted on data related to anticipated emotions in
nascent entrepreneurship. The hypothesis of appraisal theory states that the effect of one appraisal
variable on emotions can be affected by another appraisal variable [25]. In this regard, the aim of
the proposed methodology was to utilize state of the art machine learning methodologies in order
to identify any significant connections between the emotions someone feels when beginning to
think of starting their own business and their intentions in entrepreneurship.

In the first step of the study, the quantitative results of supervised learning (Hierarchical Clustering)
supported the qualitative assessment of grouping six emotion classes (enjoyment, interest, fear,
anger, distress and surprise) in two classes i.e. positive (enjoyment, interest) and negative (fear,
anger, distress and surprise). Furthermore, the above grouping also arises a discussion on whether
the emotion of surprise should be grouped as negative when it comes to entrepreneurial intentions.
In that case, an assumption was made that the emotion of surprise can be interpreted as ignorance
of the business field leading to a feeling of uncertainty and only in that context it is possible to
group it in the negative emotion class.

In the second and third steps of the analysis which involved supervised learning (classification)
methods, the predictive capability of the classifiers was characterized by low specificity due to
class imbalance in the dataset. When not only accuracy but also sensitivity and specificity were
considered non linear methods performed best, as expected, since there seems to be no linear
boundary that efficiently separates the two classes. Among the non-linear classifiers Random
Forest performed the best, achieving double sensitivity while maintaining similar specificity to the
other methods. The findings once again highlighted the problem of class imbalance in classification
problems, which can be easily overlooked if accuracy is used as the only performance metric. For
example, Linear Support Vector Machines classified almost all the samples into the positive class,
which lead to the best overall accuracy but almost zero sensitivity, so looking at accuracy alone
can be misleading.

In the fourth and final step, feature selection was performed using the LASSO and t-test methods
in order to identify the most significant of the entrepreneurial features. As supported by both feature
selection methods, Attitude Towards Entrepreneurship (ATT) was the most important feature. That
entrepreneurial feature reflects the attitude (emotion) of a person towards the prospect of starting
his/her own business as an entrepreneur. This quantitative result can also be explained qualitatively,
since by definition ATT reflects the emotions someone feels about the possibility of starting a new
business, so the high correlation between that feature and the appraised emotion towards
entrepreneurship is to be expected. Another entrepreneurial feature: Entrepreneurial Intention
(INT) was also deemed important by statistical analysis (t-test) but is not characterized as important
by LASSO. This is a known drawback of LASSO, since it only selects one feature out of a group
of correlated features. Since INT is strongly correlated to ATT, LASSO only selected one of the
two as important.

The key point that arises from the results of the aforementioned methodology is that state of the art

machine learning methodologies can be successfully utilized to predict positive or negative
emotions based on appraisal variables (entrepreneurial features). Moreover, ATT is identified as
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the most important appraisal pattern that elicits positive or negative emotions in the case of nascent
entrepreneurship. In terms of future work, since class imbalance is proven to be a major factor
limiting classification performance, methodologies that specifically counter class imbalance, such
as random under-sampling, could be utilized. Furthermore, additional datasets, preferably datasets
not suffering from strong class imbalance, could be processed in order to further validate the
findings of this study.
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Appendix A

EPEYNA A TIZ MPOZAOKIEZ ENAITEAMATIKHZ ANOKATAZTAZEIZ EAAHNQN
OOITHTQN

H épeuva Tou kpaTdg oTa xépla gou aToxXeUEl OTN CUYKEVTPWON TIPWTOYEVWY OTOIXEIWVY YId TIC ATTOYEIG EAAAVWY
@OITNTWY o€ BEUaTa ToU £XOUV vd KAVOUV UE TIC TTPOOTITIKEC £TTAYYEAUATIKAG amokaTdoTaong divovrag éugacn
KUpiW¢G OThV auTo-amaax6Anon Kal TV €TIXEIPNUATIKOTNTA.

H Borifsia cou otn cuykekplpévn épeuva eival moAvTiun. ZnTdw Th SIKA 00U dTToyn, Thv oTroia KATaBETeIG EVTEAWG
avwvupa Kai yi' auté TapakaAw va amavTAoeic Pe eIAIKpiveld 6Ad Ta epwThpatd. Aev undpxouv cwotég i AdBog
anavtioel. Td cuNTTAnpWHEVA epwWThHATOAdYIA Ba TUXOUV TTOIOTIKAG Kal TTodoTIKAG eme epyaciag.

Ogpun TapdkAnon va pnv apnoeig EpWTACEIC AvATTAVTNTEG.

2 € €UXAPIOTW TOAU €K TWV TTIPOTEPWYV.

A. TENIKA 2TOIXEIA-TAYTOTHTA THZ EPEYNAZ

1. H nAia cou
1.

2. Tuvaika

3. Eloat:
1. TMpomTUXLaKOG

4. Eloat ¢poltnTAG TOU TUAUATOC:

2. METAMTUXLAKOG

5. EXEL KATIOL0G OTtO TOUG YOVELG GoU 6. N'vwpilelg mpoowrikd Kamolov
Sk Tou emxeipnon; ETUXELPNHOTIO;

1. NAI 1. NAI

2. OXl 2. OxXi

7. Exelg epyaotel wg UMAAANAOG KAt
TO MapeABOV;

1. NAI

2. OXi

B. OAHTIEZ: MapakaAw BaOpoAoyroTe KAOE [ia oo TG TOPAKATW TPOTACELG avaAoya UE To BaBuo
Stadwviag (Mo kovta oto 1) | to Badud cupdwvia cag (Mo kovta oto 7)
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1 2 3 4 5 6 7

1 To va elpal emiyelpnuatiog £xeL meplocotepa

TIAEOVEKTILOTOL OTTO LELOVEKTHMOTA
2 Mou ap€0eL va KAVW KOPLEPA WC ETLXELpNUATiOG
3 Av gilxa TNV guKkaLpia Kot Toug mopoug Ba ekvovoa

™ SWKLd pou emixeipnon Attitudes towards entrepreneurship
4 To va eipatl emyelpnuatiog vopilw ot Ba pou

npoodepe HeyaAn Lkavormoinon
5 Avapueoa og dladopeg emhoyEG TTou £xw Ba

TPOTLUOU O VA ELMOL ETILXELPNUOTIOG
6 MpotiBepal va Egkviow tn SIKLA pou emLxeipnon

oTO YEAAOV
9 ALapKWE avolnTw EMLXELPNUOTIKEG EUKALPIEG
11 Amotaplelw Xprpata yla va EEKvow T SLKLA pou

ETUXElPNON

Entrepreneurial intention

12 AtaBalw BLRALa oxeTIKA HE TIC Sladikaoieg Evapéng

ETUXELPHOEWV
14 Kavw oxédla yla va eklviiow tn SIKLA pou

ETUXElPNON
15 Adlepwvw xpovo yla va pdbw mwe Snuloupyeitat

pLoL ETXElpnon

C. OAHTIEZ: Noapaxdtw Oa StoBaocels Siidopeg EVEPYELEG TTOU TIPALYLOTOTIOLOUV OL ETILYELPNMLOTLEG TTOU Bpiokovtot
oTaL APXKA oTASLo Snovpyiag G véag enyeipnong. Agou tig Stafaocelg Bo nOeAa va karraypeL yot KAOE o
OItO QUTEC TO TTOoN TPooTtAOELa Oa TIpEMEL val KATABAAELS Yo VoL OAOKANPWOELG KAOE LLiot oto TIG EVEPYELEG QLUTES,
othv nepimtwon nou EZY Ba 1Beleg va §ekivioelg T SiKid oou enyeipnon.

KaBdAou Muwkpn Métpla MoAu MNapa oAU
MpoomndBela MNpoonabeia Mpoondbela MNpoondbeia TmpoondBeLa

1 Avolypa tpamneltkol Aoyaplacpol eL8LKA ya
TV eMIxeipnon
EKIOvVNon XpNHUOTOOLKOVOULKAG LEAETNG UE

2 nipoPAEYPELG yla TNV LEAAOVTIKA TtOpEia TG
ETUXELPNONG

3 Avoalitnon oWKOVOULKWY TIOpwV (Y. amnod
tparmneleg n emevOUTECG)

4 MNpooAnyn utaAAniou

5 Eyypadn o€ empeAntnpLo

6 E€eUpeon XWPOU EYKATACTOONG TNC
ETUXELPNONG

7 YuM\oyn mAnpodopLwv yla toug bavouc
OVTAYWVLOTEG

8 Anuoupyia Lotooeibag

9 Ayopd MPpWTWV VAWV

10 Ekmovnon emnyelpnuatikol oxediou
(business plan)

11 | NMpoéoAnwn Aoyloth

12 | MpowBNTIKEG EVEPYELEC

13 Avalntnon mAnpodopLwV yLol KAVOVIGUOUG

KoL poSiaypadEg mou Loxouv

D. OAHIIEZ: O mopokdtw mivokog ortoteAeiton oo AEEELS o neplypdadouv Stapopetika cuvouodrporta. ZKEYou
TOV EQUTO GOV OTL EXEL EEKWVIOEL T SLaSkaloiol val AELToupynoeL T SIKLAL Tou emxeipnon. AnAadr) eicon ota apyka
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OTASL0 TPOETOWAGLOG XWPIG OKOLLOL VOL EXELG TIAPELS XPrLOrTaL oo T AELttoupyial g emysipnong. Oa nOsia va
KarraypA €L To BaBLo TIOU IIEPUYUEVELG VAL VIWOELG TO KAOE cuvailoBnLaL yiLoL TNV KOTAoTOLoN TIoU 0o NepLEypada.

EAGxIoTa wg Aiyo MéTpia 'OxI ndpa noAu Mapa noAu
kaBoAou
' 2 5 ; 5
1. AnoBappnuévog 2 3 4 5 35. Tpopaypévog 2 3 4
2. 'EToipog yia dpdaon 2 3 4 5 36. Mapappwv 2 3 4
3. Euxapiotnuévog 2 3 4 5 37. ZKENTIKOG 2 3 4
4. Neuplkog 2 3 4 5 38. ZaQVvIaouevog 2 3 4
5. AvaoTatwHEVOG 2 3 4 5 39. MepIPPOVNTIKOG 2 3 4
6. Avaudog 2 3 4 5 40. EniBeTIKOG 2 3 4
7. AppwaToq 2 3 4 5 41.DoBIouEVOG 2 3 4
8. ZapKacoTIKOG 2 3 4 5 42. EVOXANHEVOG 2 3 4
9. Nw8pdG 2 [ 3] 4 | s 3%"*:25'"5'“""5"0" 2 3 |4
10. Andiaouévog 2 3 4 5 44. Xapoupevog 2 3 4
11. Sepvog 2 3 4 5 45, MkpdyxoAog 2 3 4
12. NaveuTuxng 2 3 4 5 46. Kahokapdog 2 3 4
13. EnavaoTarikdg 2 3 4 5 47. Ex0pIKOG 2 3 4
14. EEaypiwpEVOG 2 3 4 5 48. Tpepapevog 2 3 4
15. KaranAnKkTog 2 | 3| 4 5 326(';"; o‘:;zg”“" 2 3 |4
16. EKOTACIQONEVOG 2 3 4 5 50 ZTOXaOoTIKOG 2 3 4
17. MeTapeAnuévog 2 3 4 5 51.Mepippovnuévog 2 3 4
18. MPOOEKTIKOG 2 3 4 5 52. Avenapkng 2 4
19. ZuveoTaApEvog 2 3 4 5 g;ahljlngiqoenpa 2 3 4
20. NTponiaouévog 2 3 4 5 54. ZTEVOXWPNHEVOC 2 3 4
21. 'EvTpopog 2 3 4 5 55. EvepynTIkOG 2 3 4
22. MNepIinaikTikdg 2 3 4 5 56. EEopylopévog 2 3 4
23. Koupaopevog 2 3 4 5 57. EvBouoindng 2 3 4
24. Movaxikog 2 3 4 5 58. YneponTikdg 2 3 4
25. ZunvnTtog 2 3 4 5 59. Aunnuévog 2 3 4
26. 'Evoxog 2 3 4 5 60. 'EKknAnKTOG 2 3 4
27. Ahalovag 2 3 4 5 61. OUPWMEVOG 2 3 4
28. ®pdvipog 2 3 4 5 62. MeTavimPEVOG 2 3 4
29. MpoKANTIKOG 2 3 4 5 63. ATOAMOG 2 3 4
30.A&10KaTaKpITOq 2 3 4 5 64. SUYKAOVIOUEVOG 2 3 4
31. Avavdpog 2 | 3| a 5 ﬁgé)'(‘gssl‘;iq"en“a 2 3 |4
32. Avnouxog 2 3 4 5 66. MavikoBANnTOG 2 3 4




33. EpIoTIKOG 1 2 3 4 5 67. EUTUXIOHEVOG 1 2 3 4 5

34. ZuvaiolnuaTikog 1 2 3 4 5

E. OAHTIEZ: Av anog Aol vou EEKIVIOELG TN SIKI) GOV EMUXELPNON TOL ATOLOL OTO OTEVO GOU KUKAO Oat eVEKpLVAY L
tétola anodaon; H andvtnon oouv va givai o Kovtd oto éva av Sev Bal To evékpivav KABOAOU KaL TILO KOVTAL 010 5
OV TO EVEKPLVOLV OTTOAUTOL

1 OL olKOYEVELD GOU
2 OL dpidoL cou
3 OL oupdoltntég cou

Subjective norms

F. OAHTIEZ: MapakaAw Badpoloyrote KAOE pia omo TG MAPAKATW MPOTACELS avaAoya HE To BaOuo
Stadwviag (Mo kovra oto 1) f To Badud cupdpwvia cag (Mo Kovtd oto 7).

1 2 3 4 5 6 7

1 | Mou daivetar ebkolo va §ekviow TN SiKkLd pou
ETIXELPNON Kal va tn dlatnpriow o€ Asttoupyia

2 | Elpat étolpog/n va éekiviiow pla Blwaotpn emnixeipnon

3 | Nopilw 6t prmopw va avtipeTwiow tn dtadikacia
Snuloupylag pag veéag emyeilpnong

4 | Tvwpilw T anapaitnteg AemTopépeleg yia va §ekviow
™ SIKLA Hov TXElpnon

5 | Av &ekvoloa pia emixeipnon Ba eixa peydAn
mbavotnta va emTuyw.

Perceived behavioral control

G. Mevika, WG TLOTEVELG OTL Oa EviwBeg av Kamnote oto péEAAov EKLVOUOEG T SLKLA OOV EMIXEipNON;
(Obnyieg: oto napakdtw nivaka, BaAe X oe ENA povo tetpaywvo, avaioya Le To Baduo mov Ba EviwBeg BeTKA 1) apvnTika
n Kat ta Vo).

@eTLRA-————— >

Kabdbrou | MAlyo MétpLa (2)
(0) (1)

Apxketd (3) I&poa oAU (4)

KaBdAou
(0)

Nlyo
(1)

MétpLa
(2)

Apxret&
(3)

<---pii11liady

I&po
TIOAU
(4)
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Appendix B

Enjoyment Fear Distress Anger Interest Surprise
1 |3. Evyapomnuévog|11. Zepvog 1. AmoBappnuévog |8. ZapraoTtikog 2.’Etoog yio dpdion 6. Avowdog
2 |12. TTavevtoymg  |19. Zuveotaipévog |4. Nevpikdg 10. Andacpévog 13. Enavactotikdg 15. KatdmAnktog
3 22. Mepumonktikdg |20. Ntpomacuévog |S. Avactatouévoc |14. EEaypropévog 16. Exotoclaspévog 38. Zagpviacuévog
4 |28. ®povinog 21."Evtpopog 7. Appwotog 27. AhaLdvog 18. TIpooekTikdg 57. EvBovciddng
5 144. Xapovpevog |23. Kovpaouévoc 9. NwbBpog 29. TlpokAntikdg 25. Eumvntog 60. ExmAnktog
6 |46. Kalokapdog |24. Movayukog 17. Metapeinuévog |30.A&lokatdkpitog 43 Me gvdropépov yia k0T1|64. ZuykhoviGUEVOG
7 167. Evtuyiopévog |26. Evoyog 32. Avieuyog 33. Epiotikog 55. Evepynrikdg
8 | 31. Avavdpog 37. LKENTIKOG 36. [lopdopav
9 | 34. ZvvausOnuotikog 50 Ltoyaotikdg 39. Ileprppovnrikdg
110 35. Tpoporypévog 51.Ieprppovnuévog |40. EmBetikodg
111] 41.Dofopévog 52. Avemapkng 42. EvoyAnuévog
112 48. Tpepdpuevog 54. Zrevoywpnuévog|45. Mikpdyorog
113 62. Metaviopévog |59, Avmnuévog 47. ExOpucodg
114 63. AtoAuog 66. ITavikopAntog  |49. Mg aicOnuo amootpoeng
15| 53. Me aicOnuo oryapdpag
16| 56. E€opyiopévog
117 58. Yrepontikog
18] 61. Ouuopévog
19 65. Mg aicOnua oméybeiog
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