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Abstract

The field of portfolio selection is an active research topic, which combines ele-
ments and methodologies from various fields, such as optimization, decision anal-
ysis, risk management, data science, forecasting, etc. The modeling and treatment
of deep uncertainties for the future asset returns is a major issue for the success of
analytical portfolio selection models. Recently, robust optimization (RO) models
have attracted a lot of interest in this area. RO provides a computationally tractable
framework for portfolio optimization based on relatively general assumptions on
the probability distributions of the uncertain risk parameters. Thus, RO extends
the framework of traditional linear and non-linear models (e.g., the well-known
mean-variance model), incorporating uncertainty through a formal and analytical
approach into the modeling process. Robust counterparts of existing models can
be considered as worst-case re-formulations as far as deviations of the uncertain
parameters from their nominal values are concerned. Although several RO models
have been proposed in the literature focusing on various risk measures and differ-
ent types of uncertainty sets about asset returns, analytical empirical assessments
of their performance have not been performed in a comprehensive manner. The
objective of this study is to fill in this gap in the literature. More specifically, we
consider different types of RO models based on popular risk measures and con-
duct an extensive comparative analysis of their performance using data from the
US market during the period 2005-2016. For the analysis, three different robust
versions of the mean-variance model are considered, together with two other ro-
bust models for conditional value-at-risk and the omega ratio. The robust versions
are compared against standard (non-robust) models through various portfolio per-
formance metrics, focusing on out-of-sample results. The analysis is based on a
rolling window approach.
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Chapter 1

Introduction

An area of science which constantly admits novel research is financial engineer-
ing. Financial engineering is a multi-disciplinary field involving financial theory,
the tools of mathematics and the practice of programming. One popular field
of research in this area concerns the portfolio selection and management. The
seminal approach of Markowitz during 1950s focusing on the development of
a mean-variance model through quadratic mathematical modeling tools, was the
cornerstone in this area and altered the philosophy in the financial domain. Al-
though the mean-variance model is extensively employed by practitioners, it has
several impractical aspects. One discrete element is that Markowitz’s framework
considers the first two moments of the distribution and therefore implies that the
underlying asset returns are normally distributed [13]. In addition to unrealistic
portfolio weights, one of the major discrepancies with the mean-variance model
is the high sensitivity of the parameter estimations to small changes in the inputs.
This doesn’t seem to be that appealing to the broader community and a different
scheme which accounts for less restrictive and more realistic assumptions needs
to be formulated. An idea which could alleviate the impact of highly concentrated
undiversified asset allocations lies within the scope of robust optimization models.
Robust models include methods to improve the accuracy of inputs and to apply
robust optimization frameworks to portfolio optimization [13]. Worst-case opti-
mization incorporates uncertainty directly into the optimization process. Along
with the development of various robust models, much effort has been devoted
to test the performance of these robust portfolios. Although many researchers
have conducted out-of-sample performance tests to contrast the classical mean-
variance model and robust models, there has not been a dominating conclusion
to the performance of such approaches [23]. Our aim in this Thesis is to provide
a thorough investigation between the efficiency of classical portfolio approaches
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(Value at Risk, Conditional Value at Risk etc) and their robust counterparts.

1.1 Contributions

To the best of our knowledge, no work to date has attacked this specific problem
heads on. Thus our main contribution lies in providing an extensive framework for
evaluating robust optimization techniques under different architectures. We were
particularly interested in investigating the efficiency of the models considered,
in periods, which could behave “out-of-the-box”, by incorporating a high level
of turmoil, such as year 2008 where the global financial crisis took place. This
addition resulted in an extra degree of complexity, which we should account for
in the Thesis, rendering the corresponding results more realistic. At the same
time, we compared the performance of the employed robust framework to the
non-robust variants of each respective model with respect to certain performance
indicators. By doing so, we opt for a concrete understanding in terms of the
achieved superiority of robust models as opposed with their non-robust “enemies”.
Overall we can deduce that the performance of the robust models outperforms the
non-robust models, for most of the metrics used.

1.2 Structure of the Thesis

This thesis is organized into the following chapters: Chapter 2 provides a brief
overview of robust optimization framework. Chapter 3 then describes the portfolio
selection problem, models employed for the computational analysis along with
the solution methods( exact and approximate). Chapter 4 presents our simulation
experiments that we undertake to verify the robustness of the findings; and, finally,
Chapter 5 concludes and outlines future work.
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Chapter 2

Robust Optimization

The field of portfolio selection remains today a particularly active area of re-
search, which combines elements and methodologies from various fields, such
as optimization, decision analysis under uncertainty, financial risk management,
data science, forecasting etc. Common ground for all these methodologies used
in this specific field is the necessity of modeling and handling the uncertainty
in asset returns. To this end, dynamic and stochastic programming models are
often employed. However, an issue that arises with such approaches is that it is
often computationally cumbersome to obtain detailed information about the prob-
ability distributions of the uncertainties in the model. This is a common reason,
which explains why dynamic and stochastic programming methodologies have
not become extensively adopted in various applications. Robust optimization is a
recently developed technique, which accounts for the same type of problems as
stochastic programming. However, it typically makes relatively general assump-
tions on the probability distributions of the uncertain parameters in order to work
with problem formulations that are more computationally tractable [13].

Robust optimization extends the framework of traditional linear and non-linear
models (e.g., the mean-variance model), by incorporating instantaneously the un-
certainty as a parameter of the problem. Robust logic deals with making optimiza-
tion models robust with respect to constraint violations by solving robust counter-
parts of these problems for appropriately defined uncertainty sets for the uncertain
parameters. These robust counterparts are in fact worst-case formulations of the
original problem as far as deviations of the parameters from their nominal values
are concerned; however, typically the worst case scenarios are defined in smart
ways that do not lead to overly conservative formulations [13]. An element in
robust optimization is that one makes the problem well defined, by assuming that
the uncertain parameters vary in a particular set defined by one’s knowledge about
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their probability distributions and then takes a worst case (max-min) approach. In
the optimization literature, the term ”robust optimization” has been used to de-
scribe several different concepts; however, robust optimization refers to an area of
optimization whose roots are in the robust control engineering literature.

The way to compute the worst case is also open to debate: should it use a
finite number of scenarios, such as historical data, or continuous, convex un-
certainty sets, such as polyhedra or ellipsoids? The answers to these questions
will determine the formulation and the type of the robust counterpart [16]. As
pinpointed by Goldfarb and Iyengar [18], a wide range of robust optimization
problems corresponding to the natural class of uncertainty sets (defined by the es-
timation procedures) can be cast as second-order cone programs (SOCPs) and can
be solved very efficiently using interior-point algorithms [26], [29], [34]. In fact,
both the worst case and practical computational effort required to solve an SOCP
is comparable to that for solving a convex quadratic program of similar size and
structure; i.e., in practice, the computational effort required to solve these robust
portfolio selection problems is comparable to that required to solve the classical
Markowitz mean-variance portfolio selection problems [18].

Our focus in this Thesis is to provide a more recent approach to optimization
under uncertainty, in which the uncertainty model is not stochastic, but rather
deterministic and set-based [6].

Given an objective f0(x) to optimize subject to constraints fi(x,ui) ≤ 0 with
uncertain parameters, {ui}, the general Robust Optimization formulation is:

min f0(x)

s.t. fi(x,ui) ≤ 0 ,∀ui ∈ Ui, i = 1, . . . ,m
(2.1)

Here x ∈ RN is a vector of decision variables, f0, fi: RN → R are functions,
and the uncertain parameters ui ∈ Rk are assumed to take arbitrary values in the
uncertainty sets Ui ⊆ Rk. The goal of (2.1) is to compute minimum cost solu-
tions x∗ among all those solutions which are feasible for all realizations of the
disturbances ui within Ui. Thus, if some of the Ui, are continuous sets, (2.1) as
stated, has an infinite number of constraints. Intuitively, this problem offers some
measure of feasibility protection for optimization problems containing parameters
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which are not known exactly [6].
Ben-Tal and Nemirovski( [3], [4], [5]) stated that for suitably defined uncertainty
sets U , the robust counterparts of linear programs, quadratic programs, and gen-
eral convex programs are themselves tractable optimization problems [18].

2.1 Conic Optimization

A large set of optimization models, some of which, would be described to a greater
extent in the following segments of the Thesis, can be treated as conic optimiza-
tion problems. A conic optimization (CO) problem (called also conic program) is
of the form

min c>x+ d

s.t. Ax = b, x ∈ K
(2.2)

where x ∈ RN is the decision vector, K ⊂ RM represents a closed pointed con-
vex cone with a nonempty interior and the constraint is a given affine mapping
from Rn to Rm.1 Virtually, any convex program can be represented as a conic
optimization problem by specifying K appropriately.

According to Ben-Tal, El Ghaoui and Nemirovski [2], a wide variety of convex
programs are covered by just three types of cones. For the sake of the models
presented here, we will narrow down the possible varieties to just one, that being:

• Direct products of Lorentz (or Second-order, or Ice Cream) cones Lk =

{x ∈ Rk : xk ≥
√∑k−1

j=1 x
2
j}. These cones give rise to Conic Quadratic

Optimization (called also Second Order Conic Optimization). The mathe-
matical form of a CQO problem is

min c>x

s.t. ‖Aix− bi‖2 ≤ ψ>i x− di, 1 ≤ i ≤ m
(2.3)

1 A set K is a cone if for all x ∈ K it follows that αx ∈ K for all α ≥ 0. A convex cone is a
cone with the property that x+ y ∈ K for all x,y ∈ K [13].
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Keeping in mind the above formulation, we can detect that researchers interna-
tionally adopt this form, since it is general enough to encompass linear programs,
convex quadratic programs, and quadratically constrained convex quadratic pro-
grams. At the same time, the problems in this class share many of the properties
of linear programs, making the corresponding optimization algorithms used for
solving these problems very efficient and highly scalable. Many robust portfo-
lio allocation problems can be formulated as Second Order Cone Programming
(SOCP) problems [13].

2.2 Robust Linear Optimization

A large class of optimization problems can often be cast as robust linear optimiza-
tion problems by taking the robust counterpart of a linear optimization problem.
So, without loss of generality we get:

min c>x

s.t. Ax ≤ b, ∀a1 ∈ U1, . . . , am ∈ Um,
(2.4)

where ai represents the i-th row of the uncertain matrix A and takes values in the
uncertainty set Ui ⊆ RN . Then, a>i x ≤ bi ,∀ai ∈ Ui if and only if max{ai∈Ui}a>i x ≤
bi, ∀i. This is the subproblem which must be solved. Ben-Tal and Nemirovski [4]
show that the robust LP is essentially always tractable for most practical uncer-
tainty sets of interest. We can’t always expect to get a corresponding linear pro-
gram, by doing this formulation.

2.3 Selection of Uncertainty Set

A relatively simple way to model uncertainty is to generate scenarios for the possi-
ble values of the uncertain parameters using, for example, future asset returns. As
explained in Section 2.2, scenario optimization can be incorporated in the robust
optimization framework by specifying an uncertainty set that is a collection of sce-
narios for the uncertain parameters. The robust formulation of the original prob-
lem would then contain a set of constraints one of each scenario in the uncertainty
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set and the optimization would make sure that the original constraint is satisfied
for the worst-case scenario in the set [13]. Uncertainty sets are usually extended
to richer sets ranging from polytopes to more advanced conic-representable sets
derived from statistical procedures. For instance,one can frequently obtain con-
fidence levels for the uncertain parameters [13]. A central feature that Robust
Optimization (RO) tries to tackle is the probability guarantees on feasibility under
particular distributional assumptions for the disturbance vectors [6]. Specifically,
what does robust feasibility imply about the probability of feasibility, i.e. what is
the smallest ε we can find such that

x ∈ X(U)⇒ P(fi(x,ui)>0) ≤ ε,

under (ideally mild) assumptions on a distribution for ui? Such implications may
be used as guidance for selection of a parameter representing the size of the un-
certainty set.

At this point, we must give the definition introduced by Bertsimas, Brown,
and Caramanis [6], regarding classes of functions fi, coupled with the types of
uncertainty sets Ui, that yield tractable robust counterparts. So, the robust feasible
set could be

X(U) = {x | fi(x,ui) ≤ 0,∀ui ∈ Ui, i = 1, . . . ,m}.

2.3.1 Ellipsoidal Uncertainty

Ellipsoidal uncertainty sets allow for including second moment information about
the distributions of uncertain parameters and have been used extensively. Bertsi-
mas, Brown, and Caramanis [6], mention that controlling the size of these ellip-
soidal sets, as in the theorem below, has the interpretation of a budget of uncer-
tainty that the decision-maker selects in order to easily trade-off robustness and
performance.

THEOREM 2.1 (Ben-Tal and Nemirovski [4]). Let U be ellipsoidal i.e,

U = U(Π,Q) = {Π(u)|‖Qu‖ ≤ ρ},
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where u→ Π(u) is an affine embedding of RL into Rm×N and Q ∈ RM×L. Then

problem (2.2) is equivalent to an (SOCP). Explicitly, if we have the uncertain

optimization

min c>x

s.t. aix ≤ bi, ∀ai ∈ Ui, ∀i = 1 . . . ,m,
(2.5)

where the uncertainty set is given as

U = {(a1, . . . , am) : ai = a0
i + ∆iui, i = 1, . . . ,m, ‖u‖2 ≤ ρ}

(a0
i denotes the nominal value), then the robust counterpart is

min c>x

s.t. a0
ix ≤ bi − ρ‖∆ix‖2, ∀i = 1 . . . ,m.

(2.6)

The intuition is the following: for the case of ellipsoidal uncertainty, the subprob-
lem max{ai∈Ui}a>i x ≤ bi,∀i is an optimization over a quadratic constraint. The
dual, therefore, involves quadratic functions, which leads to the resulting SOCP.

2.3.2 Polyhedral Uncertainty

Polyhedral Uncertainty can be viewed as a special case of ellipsoidal uncertainty [4].
When U is polyhedral, the subproblem becomes linear, and the robust counterpart
is equivalent to a linear optimization problem. We consider the following prob-
lem:

min c>x

s.t. max
Diai≤di

a>i x ≤ bi, i = 1 . . . ,m.
(2.7)

The dual of the subproblem (x is not a variable of optimization in the inner max)
becomes
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max a>i x

s.t. Diai ≤ di

=⇒

min p>i di

s.t. p>i Di = x,

pi ≥ 0

(2.8)

and therefore the robust linear optimization now becomes

min c>x

s.t. p>i di ≤ bi, i = 1, . . . ,m,

p>i Di = x i = 1, . . . ,m,

pi ≥ 0 i = 1, . . . ,m.

(2.9)

Thus the size of such problems grows polynomially in the size of the nominal
problem and the dimensions of the uncertainty set.

2.3.3 Cardinality Constrained Uncertainty

A cardinality constraint can be defined as the number of parameters of the prob-
lem, which are allowed to deviate from their nominal values. In general, given
an uncertainty matrix, A =

(
aij

)
we assume that each component aij lies in

[aij − âij, aij + âij]. Following the principle proposed by Bertsimas et al. [6], we
allow at most Γi coefficients of row i to deviate. The positive number Γi controls
the trade-off between the optimality of the solution and its robustness to parameter
perturbation. Given values Γ1, . . . ,Γm, the problem is transformed in the robust
sense as

min c>x

s.t.
∑
j

aijxj + max
Si⊆Ji:|Si|=Γi

∑
j∈Si

âij%j ≤ bi, 1 ≤ i ≤ m,

−%j ≤ xj ≤ %j, 1 ≤ j ≤ n,

l ≤ x ≤ κ ,

% ≥ 0 .

(2.10)
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Because of the set selection in the inner maximization, this problem is nonconvex.
We can though, take the dual of the inner maximization problem and acquire an
equivalent linear formulation, which is tractable nonetheless. This is what we get:

max c>x

s.t.
∑
j

aijxj + υiΓi +
∑
j

nij ≤ bi, ∀i,

υi + nij ≥ âij%j, ∀i, j,

−%j ≤ xj ≤ %j, ∀j,

l ≤ x ≤ κ ,

n ≥ 0 ,

% ≥ 0 .

(2.11)

2.3.4 Norm Uncertainty

According to Bertsimas, Pachamanova, and Sim [7], robust linear optimization
problems with uncertainty sets described by more general norms can be cast as
convex problems with constraints related to the dual norm. Subsequently, we use
the notation vec(A) to denote the vector formed by concatenating all of the rows
of matrixA [6].

THEOREM 2.2 (Bertsimas, Pachamanova, and Sim [6]). With the uncer-
tainty set

U =
{
A| ‖M (vec(A)− vec(Ā))‖ ≤∆

}
,

whereM is an invertible matrix, Ā is any constant matrix, and ‖ · ‖ is any norm,
problem (2.4) is equivalent to

min c>x

s.t. Ā
>
i x+ ∆‖(M>)−1xi‖∗ ≤ bi, i = 1, . . . ,m

(2.12)

where xi ∈ R(m·n)×1 is a vector that contains x ∈ Rn in entries (i − 1) · n + 1
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through i · n and 0 everywhere else and ‖ · ‖∗ is the corresponding dual norm of
‖ · ‖ [6]. Considering the above, Theorem 2.2 leads to an equivalent problem as
the norm-based model, with corresponding dual norm constraints. In particular,
the l1 and l∞ norms yield linear optimization problems, and the l2 norm results in
an SOCP [6].

2.3.5 Perturbation Vectors

In various applications, a pretty small (and unavoidable in reality) perturbation
of the data may render the nominal optimal solution infeasible [2]. Moreover, a
straightforward adjustment of the optimal solution to the actual data may have a
negative impact on the quality of the solution.

For the sake of completeness, we give the definition introduced by Ben-Tal et
al. [2].

Definition 2.1 An uncertain Linear Optimization problem is a collection

min
x

c>x+ d

s.t. Ax ≤ b,

c, d,A, b ∈ U

(LOu)

of LO problems (instances) min
{
c>x+ d : Ax ≤ b

}
of common structure (i.e.

with common numbers m of constraints and n of variables) with the data varying
in a given uncertainty set U ⊂ R(m+1)×(n+1) [2].

Perturbation vectors are directly associated with the rules of robustness, since
they incorporate the uncertainty in a parameterized manner, allowing for some
degree of immunization against deviations of the nominal value of the estimated
parameter.

Mathematically, Ben-Tal et al. [2] deal with the uncertainty in an affine fash-
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ion, by perturbation vector Ξ varying in a given perturbation set J :

U =


[
c> d

A b

]
=

[
c>0 d0

A0 b0

]
︸ ︷︷ ︸
nominal data D0

+
L∑
l=1

Ξl

[
c>l dl

Al bl

]
︸ ︷︷ ︸
basic shifts Dl

: Ξ ∈ J ⊂ RL


(2.13)

We must note, that the basic shiftsDl within the specified uncertainty set U denote
the volatility of the given perturbation vector Ξ, within the linear optimization
problem. By making this addition to the uncertainty set, we aim to account for
unforeseen discrepancies in the performance of the model considered, making the
results we get more robust.

Ben-Tal, El Ghaoui and Nemirovski [2] explain that when speaking about per-
turbation sets with simple geometry (parallelotopes, ellipsoids), we can normalize
these sets to be standard. Perturbation vectors are designed for the uncertain data,
in a style to generate a reliable solution, which is immunized against uncertainty.

For instance, a parallelotope is by definition an affine image of a unit box
{ξ ∈ Rk : −1 ≤ ξj ≤ 1, j = 1, . . . , k , which allows the opportunity to tackle
these problems by using the unit box instead of general parallelotope [2].

2.4 Computational Issues

Several primal-dual interior-point methods have been developed in the last few
years for SOCPs. For instance, Lobo et al. [26] shows that the number of iterations
required to solve a SOCP grows at most as the square root of the problem size,
while their practical numerical experiments indicate that the typical number of
iterations ranges between 5 and 50 - more or less independent of the problem
size [26]. A feature we want to address in the Thesis is the efficiency of the
algorithms emulated for the classical portfolio optimization in comparison with
their robust variants. Although robust optimization poses a new trend in portfolio
optimization, we want to investigate the complexity of its architecture as opposed
to their classic ”enemies”.
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Chapter 3

Portfolio Selection Analysis

As mentioned in Chapter 2 the field of portfolio optimization has received much
attention among operations researchers. More advanced techniques allow for
more complex representations of portfolio procedures under certain conditions at
hand. In the present work, we focus on portfolio models, which among others con-
sist of mean-variance framework (MV), which was firstly introduced by the work
of Markowitz [27]. In its simplest form, mean-variance analysis provides a frame-
work to construct and select portfolios, based on the expected performance of the
investments and the risk appetite of the investor. Markowitz reasoned that in-
vestors should decide on the basis of a trade-off between risk and expected return.
He suggested that risk should be measured by the variance of returns-the average
squared deviation around the expected return [13] , [27]. Moreover, Markowitz
argued that for any given level of expected return, a rational investor would choose
the portfolio with minimum variance from the set of all possible portfolios. The
set of all possible portfolios that can be constructed is called the feasible set. Min-

imum variance portfolios are called mean-variance efficient portfolios. The set
of all mean-variance efficient portfolios, for different desired levels of expected
return, is called the efficient frontier. In the following Figure 3.1 we provide a
graphical depiction of the efficient frontier of risky assets. The feasible set is
bounded by the black bold curve.

3.1 Classical Portfolio Optimization

Harry Markowitz was the first to model the trade-off between risk and return in
portfolio selection as an optimization problem [27]. However, more than 50 years
after Markowitz’s seminal work, it appears that full risk-return optimization at the
portfolio level is only done at the more quantitative firms, where processes for
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Figure 3.1: Feasible and Markowitz Efficient Portfolios

automated forecast generation and risk control are already in place [13]. From
a practical point of view, it is important to make the portfolio selection process
robust to different sources of risk-including estimation risk and model risk. Later
in the Thesis, we show applications of variations of Markowitz’s mean-variance
portfolio optimization formulation and show explicitly how to make the problem
robust with respect to errors in expected return and covariances estimates. Ro-
bustness can be incorporated in the construction of modern portfolios as well, so
as to amend their performance in terms of expected returns and the minimization
of the respective covariance of returns.

Previously in Section 2.3 we gave a brief introduction to uncertainty sets. For
the sake of our computational procedure, we incorporate uncertainty about the
accuracy of estimates directly in the portfolio optimization process.
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3.1.1 Mean Variance Optimization

In this Section, we give a more detailed explanation of mean-variance models with
the underlying mathematical manipulations required to make the corresponding
optimization models tractable. First of all, we assume that an investor has to
choose a portfolio comprised of N risky assets. Each asset is associated with a
respective weight wi, which represents the percentage of the i-th asset held in the
portfolio and,

N∑
i=1

wi = 1

We suppose the assets’ returns R = (R1, R2, . . . , RN)> have expected returns
µ= (µ1, µ2, . . . , µN)> and an N ×N covariance matrix given by

Σ =


σ11 σ12 . . . σ1N

σ21 σ22 . . . σ2N

...
... . . . ...

σN1 σN2 . . . σNN


where σij denotes the covariance between asset i and asset j such that σii =

σ2
i , σij = ρijσiσj and ρij is the correlation between asset i and j. Under these

assumptions, the return of a portfolio with weights w= (w1, w2, . . . , wN)> ∈
W ⊆ RN is a random variable Rp = w>R with expected return and variance
given by

µp = w>µ

σ2
p = w>Σw

By picking the portfolio’s weights, an investor chooses among the available mean-
variance pairs. To calculate the weights for one possible pair, we choose a target
mean-return, µ0. Then, the investor’s problem is a constrained minimization prob-
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lem:

min w>Σw

s.t. µ0 = w>µ,

N∑
i=1

wi = 1

(3.1)

This version of the classical mean-variance optimization problem is known as the
risk minimization formulation.

However, the mean-variance optimization problem can be expressed in various
equivalent forms, in the sense that they all lead to the same efficient frontier as
they trade expected portfolio return versus risk in a similar way [13]. Hence, we
do present the Risk Aversion Formulation.

This alternative formulation explicitly models the trade-off between risk and
return in the objective function using a risk aversion coefficient λ. We denote the
following mathematical formulation as (Mv):

max w>µ− λw>Σw

s.t.
N∑
i=1

wi = 1
(Mv)

When λ is small, the penalty from the contribution of the portfolio risk is also
small, leading to more risky portfolios. If we gradually increase λ from zero
and for each instance solve the optimization problem, we end up calculating each
portfolio along the efficient frontier. It is a common practice to calibrate λ such
that a particular portfolio has the desired risk profile. The calibration is often
performed via backtests with historical data.

The estimation error in forecasts may significantly influence the resulting opti-
mized portfolio weights. As explained by Black and Litterman [8], small changes
in the expected returns, in particular, may have a substantial impact. Indeed, if
estimation errors in expected returns are large, they will influence the optimal
allocation.

As will be explained later on, mean-variance formulation can be cast with
different robust formulations leading to different optimization problems. More



CHAPTER 3. PORTFOLIO SELECTION ANALYSIS 23

specifically, Mean Variance with Box Uncertainty formulation in 3.2.1, Mean

Variance with Ellipsoidal Uncertainty formulation in 3.2.2 and Robust Multi-

Objective Optimization formulation in 3.2.3 are considered variations of classical
mean-variance procedure, under different uncertainty set assumptions.

3.1.2 Multi-Objective Optimization

A major factor we aim to incorporate in the Thesis is the approach established by
Fliege and Werner [15], where the principle is to start with the multiobjective for-
mulation of the mean-variance portfolio problem. In terms of the robustification
procedure, a detailed outline is provided in Section 3.2.3.

Formally, a multiobjective optimization problem formulation (MOP) is de-
fined as:

min {f1(w), f2(w), . . . , fk(w)}, w ∈W (3.2)

The feasible set W ⊆ RN is implicitly determined by a set of equality and in-
equality constraints. The vector function f : RN → Rk is composed by k scalar
objective functions fi : RN → R(i = 1, . . . , k; k ≥ 2). In multiobjective opti-
mization, the sets RN and Rk are known as decision variable space and objective
function space, respectively. The image of W under the function f is a subset of
the objective function space denoted by Z = f(W) and referred to as the feasible
set in the objective function space. In multiobjective optimization problems, there
is no canonical order Rk and thus, we need weaker definitions to compare vectors
in Rk [19]. Most of the solution concepts in MCDM come from the old idea of
Pareto-efficiency. Any solution is deemed efficient if it is impossible to move to
another solution which would improve at least one criterion and make no criterion
worse. This can be understood from the following figure.



CHAPTER 3. PORTFOLIO SELECTION ANALYSIS 24

Figure 3.2: Illustration of the feasible set of solutions

Consequently, the feasible set of solutions lies within the Pareto front and are
the solutions which will be taken into consideration to designate the optimal pair
of solutions from the two objective functions in terms of the quantity we want
to optimize at each case. The Pareto front is only composed of non-dominated
vectors.

As established by Fliege and Werner [15], multicriteria optimization is the
ideal setting to analyze portfolio optimization in the sense of Markowitz. From a
financial perspective, we can simply set k = 2, let say f1(w) = s(w) = w>Σw

be the risk function for some covariance matrix Σ and let f2(w) = −m(w) =

−µ>w be the return function for some vector of expected returns µ ∈ RN .
Fliege and Werner [15] prove that the generation of almost all efficient port-

folios, based on the above assumption can be attained by solving all problems of
the form

min λ1s(w)− λ2m(w) = λ1w
>Σw − λ2µ

>w

s.t. w ∈W
(3.3)

, for all λ1, λ2 ≥ 0 with λ1 + λ2 = 1.
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3.1.3 Omega ratio Optimization

The Omega ratio is a recent performance measure proposed to counterattack the
known shortcomings of the Sharpe ratio. The Sharpe ratio is the first attempt
to quantify the trade-off between risk and reward in investment under uncer-
tainty [20]. However, its underlying assumptions have been widely criticized [25].
Omega ratio entails the partitioning of the returns into losses and gains in excess of
a predetermined threshold and it can be defined as the probability-weighted gains
by the probability-weighted losses. In theory, the Omega ratio can be used for any
distribution of asset returns. Nevertheless, it assumes accurate knowledge of the
distribution. The existence of uncertain input parameters can lead to many solu-
tions for the Omega ratio maximization problem: one solution for each possible
realization of the uncertain input. We tackle this problem in the robust sense, by
assuming that the realization of the input parameters will be within an uncertainty
set. This worst-case approach based on the assumption of only partial information
(Ben-Tal and Nemirovski [3], Tütüncü and Koenig [35]) provides an immuniza-
tion against the worst-case scenario for all possible realizations of the uncertain
input. We establish the worst-case Omega ratio maximization in Section 3.2.4
under a mixture distribution with uncertain mixing probabilities distributions.

Let yi denote the random return of asset i and the i-th element of the vector
y ∈ Rm. Similarly, w is the vector of weights, whose components add up to
1. The random return of a portfolio of assets is given by w>y. With f(yi) and
F (yi), we denote the probability density and cumulative distribution functions,
respectively.

According to Keating and Shadwick [22], Omega ratio is defined as

Ω(yi) =

∫ +∞

τ

[1− F (yi)]dyi∫ τ

−∞
[F (yi)]dyi

(3.4)

The above can be simplified to

Ω(yi) =
E(yi)− τ
E[τ − yi]+

+ 1 (3.5)
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where τ denotes a threshold that partitions the returns to desirable (gain) and un-
desirable (loss). Omega ratio can be distinguished into two categories; continuous
and discrete. In the Thesis, we will deal with the discrete case, where the discrete
probability distribution is characterized by a mass function:

∑
u

Pr(y = u) = 1

Considering a discrete probability distribution the Omega ratio for a portfolio is
defined as

Ω(w) =
w>(Y >π)− τ
π>[τ1− (Y w)]+

+ 1 (3.6)

where Y ∈ RS×N is the matrix that contains the S sample returns for theN assets
and π is the vector with the probabilities for each sample return.

As illustrated in Kapsos, Christofides and Rustem [20], the scalar form of the
Omega ratio maximization problem employing the linear-fractional programming
method under the discrete distribution becomes

max
x,v, ζ

x>(Y >π)− τζ

s.t. π>v = 1,

x>(Y >π) ≥ τζ,

v ≥ τζ1− Y x,

v ≥ 0,

N∑
i=1

xi = ζ,

ζx ≤ x ≤ ζx,

ζ ≥ 0

(OR)

Note that the asset weights w have changed to the variables x.
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3.1.4 CVaR Optimization

Since the middle of the 1990s, Value-at-Risk (VaR; RiskMetrics [28]), a new
measure of downside risk grew in population in financial risk management [37].
However, several shortcomings were identified in terms of its performance and
reliability. Following the conceptual logic behind the mean-variance formulation,
here we do present a measure of more complex architecture than VaR, entitled
Conditional Value at Risk (CVaR). Defined as the mean of the tail distribution
exceeding VaR, CVaR has attracted much attention, since it possesses some bet-
ter properties than VaR. Let f(w,y) denote the loss associated with the decision
vectorw ∈W ⊆ RN and the random vector y ∈ Rm. Initially, we assume that y
follows a continuous distribution and its corresponding density function is p(·).

Motivated by the theoretical limitations of VaR, Rockafellar and Urysaev [31]
propose an alternative risk measure, CVaR that is defined as the conditional ex-
pectation of the loss of the portfolio or equal to VaR 2, that is

CVaRβ(w) =
1

1− β

∫
f(w,y)≥VaRβ(w)

f(w,y)p(y)dy (3.7)

Rockafellar and Urysaev [31] prove that CVaR is sub-additive and can be cast
for a given confidence level β into the following convex optimization problem:
CVaRβ(w) = minα∈R Fβ(w, α), where Fβ(w, α) is expressed as

Fβ(w, α) = α +
1

1− β

∫
y∈Rm

[f(w,y)− α]+p(y)dy (CVaR)

where [·]+ is defined as [t]+ = max{0, t} for any t ∈ R [11].
Alternatively, CVaR optimization problem can be formulated in a linear program-
ming fashion overriding the integral estimation in (CVaR), as pinpointed by Rock-
afellar and Urysaev [31].

2 With more delicate assumptions on portfolio returns, CVaR is also called Extreme Value The-
ory VaR, Mean-Excess Loss, Mean Shortfall, Tail VaR, Expected Shortfall, or Conditional Tail
Expectation (Embrechts et al. [10]; Artzner et al. [1])
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min ξ + ϑ−1T−1

T∑
i=1

νi

s.t. νi ≥ 0, i = 1 . . . , T,

νi ≥ f(w,yi)− ξ i = 1 . . . , T

(3.8)

where ξ is equivalent to α in the initial (CVaR) form, ϑ is the same as 1 − β and
T denotes the number of the different scenarios.
Assuming that f(w,y) is linear in w, (3.8) is linear and can be solved very effi-
ciently by standard linear programming techniques.

3.2 Robust Portfolio Optimization

Having provided a brief review of the traditional portfolio models in Section 3.1
our next target is to provide the robust variants of each of the models described
above. More specifically, we want to get a more concrete picture of how to con-
struct a portfolio so that the risk is as small as possible with respect to the worst-
case scenario of the uncertain parameters. In Chapter 2 a brief introduction was
given in terms of tractable reformulations of the uncertainty. Here, we survey
some recent advances in portfolio selection with parameter uncertainty.

3.2.1 Mean Variance with Box Uncertainty

A reasonable way to incorporate uncertainty caused by estimation discrepancies is
to require that the investor be protected if the estimated return µ̂i for each asset is
around the true expected return µi. The error from the estimation can be assumed
to be not larger than some small number δi ≥ 0. The simplest possible choice for
the uncertainty set for µ is the “box” [13].

Uδ(µ̂) = {µ|µi − µ̂i| ≤ δi, i = 1, . . . , N}

A rational treatment for δ′is could be the incorporation of some confidence level
around the estimated expected return. In our case, we consider that the individual
return of the risky assets is normally distributed, meaning that µi−µ̂i

σi/
√
T i

follows a
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standard normal distribution, and a 95% confidence level for µi can be obtained
by setting δi = 1.96σi/

√
T i, where Ti is the sample size used in the estimation

and σi is the standard deviation of asset i. Subsequently, we do get the robust
formulation of the mean-variance problem under the assumption on µi , which we
denote with (MvBU).

max w>µ̂− δ>|w| − λw>Σw

s.t.
N∑
i=1

wi = 1
(MvBU)

As explained in [13], if the weight of asset i in the portfolio is negative, the worst-
case expected return for asset i is µi + δi (we lose the largest amount possible).
If the weight of asset i in the portfolio is positive, then the worst-case expected
return for asset i is µi − δi (we gain the smallest amount possible). In this robust
version of the mean-variance formulation, assets whose mean return estimates
are less accurate (have a larger estimation error δi) are penalized in the objective
function and would prospectively lead to having smaller weights in the optimal
portfolio allocation.

3.2.2 Mean-Variance with Ellipsoidal Uncertainty

Even though more general uncertainty sets lead to more complicated optimization
problems, the intuition behind the uncertainty remains the same. We introduce an
alternative form of the uncertainty which is incorporated in the expected returns
vector µ, the ellipsoidal uncertainty.

Uδ(µ̂) =
{
µ|(µ− µ̂)>Σ−1

µ (µ− µ̂) ≤ δ2
}

where µ̂ is the vector of mean estimated returns, µ is the vector of mean true re-
turns from all the stocks considered respectively andΣµ represents the covariance
matrix of the errors in the estimation of the expected (average) returns.

The adoption of this specific uncertainty set envisages the idea that the investor
would like to be protected in instances in which the total scaled deviation of the
realized average returns from the estimated returns is within δ. This uncertainty
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set cannot be interpreted as individual confidence levels around each point esti-
mate. However, its representation resembles a joint confidence region used, for
example, in Wald tests [12]. For the emulated model we approximate δ with the
inverse χ2 distribution. Similarly to the first specification of uncertainty (box),
here again, we want to detect the ”worst” estimates of the expected returns and
how would this impact the allocation of the portfolio. Mathematically, this can be
expressed as

max
w

min

µ∈
{
µ|(µ−µ̂)>Σ−1

µ (µ−µ̂)≤δ2
}w>µ̂− λw>Σw

s.t.
N∑
i=1

wi = 1

(MvEU)

We denote this problem as (MvEU), which stands for the Mean Variance with
Ellipsoidal Uncertainty formulation and is not in a form that can be input into a
standard optimization solver. We need to solve the ”inner” problem first while
holding the vector of weight w fixed and compute the worst expected portfolio
return over the set of possible values for µ.

The robust problem that occurs after some algebra manipulations is the fol-
lowing:

max
w

w>µ− λw>Σw − δ
√
w>Σµw

s.t.
N∑
i=1

wi = 1
(3.9)

Just as in the previous problem, we interpret the term δ
√
w>Σµw as the penalty

for estimation risk, where δ reflects the degree of the investor’s aversion to esti-
mation risk. It is not immediately obvious how one can estimate Σµ. According
to Fabozzi, Kolm, Pachamanova and Focardi [12] critics of this approach have
argued that the realized returns typically have large stochastic components that
belittle the expected returns, and hence estimating Σµ accurately from historical
data is very hard, if not impossible [24]. Several approximate methods for esti-
mating Σµ have been found to work well in practice [33]. In our case, assuming
that returns in a given sample of size T come from a normal distribution, we con-
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siderΣµ = (1/T ) ·Σ [12], whereΣ is the covariance matrix of asset returns as
depicted in Section 3.1.1.

At this phase, we provide the Cholesky Decomposition of the covariance ma-
trixΣµ for making the optimization problem above solver-friendly and thus con-
verting it into a Second Order Cone Programming (SOCP) problem. We introduce
a new variable z to replace the quantity δ

√
w>Σµw and another one variable q.

As occurs from this transformation of the problem at hand, Σµ = C>C. Af-
ter these reformulations, the Cholesky Decomposition for this problem can be
expressed as

max w>µ− λw>Σw − δz

s.t. Cw − q = 0,

N∑
i=1

q2
i − z2 ≤ 0,

N∑
i=1

wi = 1,

w ≥ 0, q, z ∈ R

(3.10)

3.2.3 Robust Multi-Objective Optimization

The general setting we employ for this class of problems is the following convex
parametric optimization problem

efmin
w∈W

f(w, u)

s.t. g(w, u) ≤ 0

In the above formulation, it is assumed that W subsumes all certain constraints,
whereas all uncertain constraints explicitly depending on u are handled by the
inequality g(w, u) ≤ 0 [15]. The operator efmin in a given non-empty and convex
set M ⊂ RN is searching for efficient points at each order relation according to
the dimensions considered in the application at hand, as explained by Fliege and
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Vicente [14] .
Equivalently, the multiobjective robust counterpart for the multiobjective prob-

lem with uncertainties (as formulated above) is defined as

efmin
w∈W

fRCU (w)

s.t. gRCU (w) ≤ 0

with

fRCU (w) :=


maxu∈U f1(w, u)

...
maxu∈U fk(w, u)

 gRCU (w) :=


maxu∈U g1(w, u)

...
maxu∈U gm(w, u)


i.e. each component of the objective function and the constraints is replaced by its
robust counterpart. We realize that for k = 1 the definition of the multiobjective
robust counterpart coincides with the definition of the usual robust counterpart
and hence provides a proper generalization of this concept to multiobjective op-
timization. As pinpointed by Fliege [15] the robustification of the k-dimensional
objective is now the very same as the robustification of the m-dimensional con-
straint.

Here we do consider the formulation (3.3) from the perspective of uncertainty.
There have been many studies focusing on the uncertainty for the expected returns
alone, others on covariance alone by specifying confidence levels with lower and
upper bounds for individual elements. In this work, we will consider an uncer-
tainty set, which will include expected returns and covariance in a unified way.
No estimated parameter acts independently and the task is to examine their effi-
ciency when these two estimated parameters deviate from their real value. For
simplicity of the exposition that follows, we choose an ellipsoid around a nominal
point (µ̂, Σ̂) of size ε.

Uε(µ̂, Σ̂) = {(µ,Σ) ∈ RN × SN+ : ‖µ− µ̂‖+ c‖Σ − Σ̂‖ ≤ ε} (3.11)
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where SN+ denotes the cones of positive semidefinite matrices.

Our main motivation for the consideration of multiobjective problems under data
uncertainty stems from mean-variance portfolio optimization. In this present work,
what will be of our primary importance, is the reformulation of a multiobjective
model into its robust variant, which will incorporate the uncertainty as stated in
equation (3.11). The model we will consider is adopted from Fliege and Werner
[15].

Taking into account the uncertainty in expected returns and in the covariance
matrix, we use the previously introduced joint uncertainty set as shown in (3.11)
and derive the following robust multiobjective mean-variance formulation:

f1 = min w>Σw +
ε

c
‖w‖2

f2 = min − µ>w + ε ‖w‖

s.t.
N∑
i=1

wi = 1,

w ≥ 0

(3.12)

Based on the specific choice of the uncertainty set (3.11) the robustified versions
(i.e. the robust counterparts) of s(w) = w>Σw and −m(w) = −µ>w can be
analytically obtained as :

sRC(w) = max
(µ,Σ)∈U ε

(
µ̂,Σ̂

)w>Σw = w>
(
Σ̂ +

ε

c
I
)
w = w>Σ̂w +

ε

c
‖w‖2

−mRC(w) = max
(µ,Σ)∈U ε

(
µ̂,Σ̂

)−µ>w = −µ̂>w + ε‖w‖

(3.13)
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Chebyshev Scalar Transformation

We employ the Chebyshev scalarizing function proposed by Steuer and Choo [32]
in order to render (3.12) in a structure that could be efficiently solved by a standard
optimization software. For the robust counterpart problem in (3.13) we have two
objective functions that we aim to maximize. So, respectively η1, η2 ≥ 0 are given
weights such that η1 + η2 = 1. The outline of the scalarization technique applied
in (3.13) is the following :

min α

s.t. α ≥ η1

{
w>

(
Σ +

ε

c
I
)
w − f ∗1

}
,

α ≥ η2

{
f ∗2 − (µ>w − ε‖w‖)

}
,

N∑
i=1

wi = 1,

w, α ≥ 0

(3.14)

where f ∗1 and f ∗2 are the optimal values of the problems below:

f ∗1 = min w>
(
Σ +

ε

c
I
)
w

s.t.
N∑
i=1

wi = 1,

w ≥ 0

f ∗2 = max µ>w − ε‖w‖

s.t.
N∑
i=1

wi = 1,

w ≥ 0

(3.15)

In model (3.14) η1 and η2 represent the the weights of the two objective functions,
accordingly. This is a convex non-linear problem and can’t be fed to the software
in this form. By adding a pseudo-parameter ω, we treat this problem into a more
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comprehensive mathematical form, which we denote as RMu :

min α

s.t.
{
w>

(
Σ +

ε

c
I
)
w − 1

η1

α ≤ f ∗1

}
,{

µ>w +
1

η2

α− δω = f ∗2

}
,

‖w‖2 − ω2 ≤ 0,

N∑
i=1

wi = 1,

w, α, ω ≥ 0

(RMu)

3.2.4 Worst-case Omega ratio

As explained in Section 3.1.3 the optimization of Omega ratio requires exact
knowledge of the probability distribution of asset returns y. Since partial knowl-
edge of estimation errors can lead to overoptimistic solutions, we introduce the
worst-case Omega ratio.

The worst-case Omega ratio (WO) for a fixedw ∈W with the assumption of
the discrete analog of a set of probability distributions is defined as [20]

WO(w) ≡ inf
π∈Π

w>(Y >π)− τ
π>[τ1− (Y w)]+

(3.16)

where the density function is only known to belong to a set Π of distributions.
We do consider the mixture distribution uncertainty, where it is known that

the underlying distribution is a mixture distribution with known continuous mix-
ture components but unknown mixture weights. We employ the efficient frontier
approach. Mixture distribution is defined as a convex combination of probability
density functions, known as mixture components. The weights associated with
the mixture components are called mixture weights. First of all, we assume that
the distribution of y is characterized by the mixture of a set of prespecified distri-
butions with unknown mixture weights. So,
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Λ ≡
{
λ = (λ1, . . . , λl) :

l∑
i=1

λi = 1, λ ≥ 0, i = 1, . . . , l
}
.

Let the distribution of y being characterized by a mixture of a set of distributions
with unknown mixing parameters such that

p(y) ∈ P =
{ l∑

i=1

λip
i(y) : λ ∈ Λ

}
where λi is the unknown mixture weight of the probability distribution pi(y).
Employing a robust counterpart approach and using the efficient frontier method [21]
the optimization program becomes:

max
w ∈W, θ ∈ R

θ

s.t. γ(w> Ep(y)i − τ)− (1− γ)Epi([τ −w> y]+) ≥ θ, ∀i = 1, . . . , l
(3.17)

In order to obtain the portfolio with the maximum worst-case Omega ratio, the
above problem needs to be solved for different values of γ. An algorithm for per-
forming this task is presented below.

Set γ = 0, wcor = −∞,w∗ = 0
while γ ≤ 1 do

Solve (3.17) and get wcandidate

Set minOR = min{Omega ratio for each distribution}
if minOR > wcor then

wcor = minOR, w∗ = wcandidate

end
γ = γ + step

end
return w∗, wcor

Algorithm 1: Designation of maximum worst-case Omega ratio [20]

Different uncertainty sets may lead to significantly different decisions. The trade-
off between robustness and performance must be taken into account. Under mix-
ture distribution uncertainty, the modeler has to determine the mixture compo-
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nents. In this current work, the results obtained are contingent on the analysis of
historical data using different subsets.

We do present the worst-case Omega ratio application under mixture distribu-
tion, which will be applied to real data as shown more explicitly in Chapter 4. We
are employing the discrete analog of (3.17), as described in Kapsos et al. [21], i.e.

max θ

s.t. γ(w>µi − τ)− (1− γ)
1

Si
1>ui ≥ θ, ∀i = 1, . . . , l,

ui ≥ τ1− Y iw,∀i = 1, . . . , l,

ui ≥ 0,∀i = 1, . . . , l,

0 ≤ w ≤ 1,

N∑
i=1

wi = 1

(WCOR)

where µi is the vector with the expected returns for the i-th mixture component,
Si is the number of samples from the i-th mixture component, ui an auxiliary
variable introduced to linearize the max function in (WCOR) and Y i the Si ×N
matrix that contains the sample returns from the i-th distribution for the N assets.

3.2.5 Worst-case CVaR

In this Section, we assume that the density function of the portfolio return p(·) is
only known to belong to a certain set P of distributions, i.e., p(·) ∈ P . Zhu and
Fukushima [37] define the worst-case CVaR (WCVaR) for fixed w ∈ W with
respect to P as:

WCVaRβ(w) = sup
p(·)∈P

CVaRβ(w)

where the computation of CVaR was explained in closer detail in Section 3.1.4.
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Mixture Distribution

As explained previously for the Worst-case Robust Omega ratio in Section (3.2.4),
here we do assume that the density function of y is only known to belong to a set of
distributions which consists of all the mixture distributions of some predetermined
likelihood distributions, i.e.,

p(·) ∈ P ∆
=
{ l∑

i=1

λip
i(·) :

l∑
i=1

λi = 1, λi ≥ 0, i = 1, . . . , l
}

(3.18)

where pi(·) signifies the i-th distribution scenario, and i denotes the number of
possible scenarios.
With respect to the uncertainty set we have defined, we realize that

Fi
β(w, α) = α +

1

1− β

∫
y∈Rm

[f(w,y)− α]+pi(y)dy. i = 1, . . . , l (3.19)

We reformulate the original problem to a more tractable one. It can be seen that
the WCVaR minimization is equivalent to

min
w, α, θ

θ

s.t. α +
1

1− β

∫
y∈Rm

[f(w,y)− α]+pi(y)dy ≤ θ, i = 1, . . . , l
(3.20)

An approximation method can be used to tackle the difficulty of the computa-
tion of the integral of a multivariate and nonsmooth function in (3.20). Zhu et
al. [37] mention that Monte Carlo simulation is one of the most effective methods
for high-dimensional integral calculation. Rockafellar and Urysaev [31] use this
method to approximate Fβ(w, α) as

F̃ β(w, α) = α +
1

S(1− β)

S∑
k=1

[f(w,y[k])− α]+ (3.21)
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where y[k] is the k-th sample generated by simple random sampling with respect
to y according to its density function p(·), and S denotes the number of samples.
Replacing the integral in (3.20) with (3.21) yields

min
w, α, θ

θ

s.t. α +
1

Si(1− β)

Si∑
k=1

[f(w,yi[k])− α]+ ≤ θ, i = 1, . . . , l

(3.22)

where yik denotes the k-th sample with respect to the i-th distribution scenario
pi(·) and Si denotes the number of corresponding samples. The approximation of
problem (3.20) could as well be formulated as

min
w, α, θ

θ

s.t. α +
1

1− β

Si∑
k=1

πik[f(w,yi[k])− α]+ ≤ θ, i = 1, . . . , l

(3.23)

where πik denotes the probability according to the k-th sample with respect to the
i-th likelihood distribution p(·)i. If πik is equal to 1

Si
for all k, then (3.23) reduces

to (3.22). We denote πi = (πi1, . . . , π
i
Si)
>.

By introducing some new variables the optimization problem (3.23) can be rewrit-
ten as the following minimization problem with variables (w,u, α, θ) ∈ RN ×
Rm × R× R.

min θ

s.t. α +
1

(1− β)
(πi)>ui ≤ θ, i = 1, . . . , l,

uik ≥ f(w,yi[k])− α, k = 1, . . . , Si, i = 1 . . . , l,

uik ≥ 0, k = 1, . . . , Si, i = 1 . . . , l,

w ∈W

(3.24)
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As defined in Section 3.1.3 the random vector y = (y1, y2, . . . , yN)> ∈ RN repre-
sents the uncertain returns of the N risky assets. Adjusting the above formulation
to incorporate some additional elements, we consider the loss function to be de-
fined as

f(w,y) = −w>y
Portfolio optimization tries to locate an optimal trade-off between the risk and the
return according to the investor’s preference, whereas the robust portfolio selec-
tion is performed through the worst-case analysis of risk and return [37]. Thus,
the robust portfolio selection problem using WCVaR as a risk measure can be
represented as

min
w∈W

WCVaR(w)

We complete the formulation of robust portfolio selection model, by specifying
the constraint set W. We suppose that the investor has an initial wealth w0. Thus
the portfolio selection satisfies

e>w = w0

In the case of mixture distribution uncertainty given by (3.18) let ỹi denote the
expected value of y with respect to the likelihood distribution p(·). In terms of
the worst-case minimum expected return φ required by the investor the following
condition must hold

w>ỹi ≥ φ, i = 1, . . . , l (3.25)

The robust portfolio selection problem, under the mixture distribution probabil-
ity, is formulated as the following linear program with variables (w,u, α, θ) ∈
RN × Rm × R× R.
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min θ

s.t. α +
1

(1− β)
(πi)>ui ≤ θ, i = 1, . . . , l,

uik ≥ −w>yik − α, k = 1, . . . , Si, i = 1 . . . , l,

uik ≥ 0, k = 1, . . . , Si, i = 1 . . . , l,

w>ỹi ≥ φ, i = 1, . . . , l,

e>w = w0 ,

w ∈W

(WCVaR)
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Chapter 4

Experiments and Results

Having provided a solid explanation of the models we have selected to incorpo-
rate into the simulation analysis, the next step would be to evaluate their in-sample
and out-of-sample performance, across one empirical dataset of daily returns, us-
ing certain performance criteria. To assess the magnitude of the potential gains
that can actually be realized by an investor, it is necessary to analyze the out-

of-sample performance of the strategies from the optimizing models. Afterwards,
the performance of the non-robust portfolio models would be contradicted with
their robust variants. The non-robust models considered along with their robust
variants are shown in Table 4.1.

4.1 Methodology

We perform simulations based on historical data publicly available from Yahoo fi-
nance, acquired from time series for the index S & P 500 spanning the period from
January 1, 2005, to December 31, 2016. S & P 500 is the most common equity in-
dex and is often used as a benchmark for the developed equities [20]. This dataset
comprises approximately 500 stocks from the New York market. For this analysis,
we use 20 portfolios to optimize. This intriguing period would be a challenging
test-bed for the framework considered, since it incorporates the year, where the
global financial crisis took place in 2008 [30], leading to a highly unpredictable
factor in terms of the performance of the models considered.

4.1.1 Rolling Windows Approach

Inspired by the procedure proposed by Gilli and Schumann [17],we conduct rolling-
window backtests with a historical window of length H, and an out-of-sample
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Table 4.1: List of asset-allocation models

Model Classification Abbreviation

Non-Robust Models
Mean Variance (Mv)
Omega ratio (OR)
CVaR (CVaR)

Robust Models
Robust Mean Variance (MvBU)
Robust Ellipsoidal (MvEU)
Robust Multi-objective (RMu)
Worst-case Omega (WCOR)
Worst-case CVaR (WCVaR)

holding period of length F. We set H to 250 business days, F to 63 business days.
Thus we optimize at point in time t1 on data from t1 −H to t1 − 1, the resulting
portfolio is held until t2 = t1 + F . At this point, a new optimal portfolio is com-
puted, using data from t2−H until t2−1, and the existing portfolio is rebalanced.
This new portfolio is then held until t3 = t2 + F , and so on. This is illustrated in
Figure 4.1 for the first two periods. With our dataset, we have exactly 44 invest-
ment periods. From each run, we estimate the parameters needed to implement
a particular strategy. These estimated parameters are then used to determine the
portfolio weights for the assets. We optimize the first time in January 2005 (t1),
the last date being 31 December 2016 (t44). The outcome of this rolling-window
approach is a series of tn − H monthly out-of-sample returns, where tn denotes
the length of the rolling window approach.

• Estimation period: One-year rolling window

• Test period: One quarter rolling window

Therefore, from the historical window in every period, the simulation incor-
porates four quarters of each year (in-sample) and one quarter (out-of-sample),
where the quarters do not necessarily originate from the beginning of each year;
each run could start from the middle of each year, but the spanning period will
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always be one year. Based on the outputs acquired from the in-sample period, the
simulation uses these data to evaluate the efficiency of the portfolios created in the
out-of-sample period. Our goal is to study the performance of the aforementioned
models based on the data acquired from the international portfolio market of New
York.

period 1

t1 - H t1

H

t1 + F

F

period 2

t2

rebalance

t2 + Ft2 - H

Figure 4.1: Illustration of rolling windows optimization

At this point, we make a clarification about the procedure adopted exclusively
for the Worst-case Omega ratio (WCOR) and Worst-case CVaR (WCVaR). For the
nominal Omega ratio (OR) and the nominal CVaR (CVaR), the one year empirical
distribution is used as input, whereas for the Worst-case Omega ratio (WCOR)
and Worst-case CVaR (WCVaR) four additional empirical distributions are pro-
vided by partitioning the one year period into four quarters of a year sub-periods.
Note that for l = 1 the corresponding formulations in Sections 3.2.4 and 3.2.5
are equivalent to their non-robust variants. In terms of (RMu), the parameter ε de-
picted in (3.11), was computed as the 95 % percentile of the bootstrap procedure
by performing 1000 statistical computations, assuming that the respective sample
required for a specific period (approximately 60 days), is a subset of the historical
returns of the preceding year. All in all, we consider the same amount of historical
data, as pointed out earlier on in this Section.
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4.2 Portfolio Performance Indicators

Taking into account the time series of daily out-of-sample returns generated by
each of the optimized models for the dataset S & P 500, we compute the following
quantities.

In order to assess the performance of the above simulation framework, for
each of the optimization models used, we are going to use some metrics. First of
all, we compute the mean return of model k, which is defined as the product of the
average returns of the stocks in the portfolios r̄k with the weights of the portfolios
obtained from the simulation wk. Hence,

µ̂k = r̄kwk (4.1)

In addition, we calculate the standard deviation of portfolio returns of model k,
which is defined as:

σ̂k =
√
w>k Σkwk (4.2)

where Σk denotes the covariance matrix of stock returns.

Additionally, we compute the Sharpe ratio of model k, which stands for the
sample mean of excess returns (over the risk-free rate) µ̂k divided by their sample
standard deviation, σ̂k:

SRk =
µ̂k
σ̂k

(4.3)

We also include the Sortino ratio of model k, which is defined as the ratio of
mean returns of model k with the standard deviation of negative returns for this
model. Thus,

SoRk =
µ̂k

S[max(0,−Rwk)]
(4.4)

where R signifies the return data and S[] denotes the calculation of the standard
deviation of model k.
Another instance we want to capture is the Omega ratio of model k. For this
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metric, we employ the quantity (3.5) in Section 3.1.3, fed with the weights which
we acquire from the simulation horizon of model k.
In a similar manner to Omega ratio, we compute the Conditional Value at Risk (CVaR)
for each model k. For this metric we employ the quantity (CVaR) in Section 3.1.4,
adjusted with the respective weights we obtain from the simulation data for each
model k.

Those computations are being performed for both the in-sample data and the
out-of-sample data of the simulation procedure explained earlier on.

4.3 Composition of Portfolios

Except for the above risk-return performance measures, the composition of the
portfolios is also analyzed. The characteristics of a portfolio’s composition relate
to management issues, such as the monitoring and rebalancing of the portfolio,
as well as its management (transaction) costs. To this end, first, we consider the
number of assets in the portfolios constructed by each model.
To get a sense of the amount of trading required to implement each portfolio
strategy, we compute the portfolio turnover, defined as the sum of the absolute
value of the trades across the N variable assets [9]. Hence,

Turnover =
N∑
j=1

(|ŵk,j,t+1 − ŵk,j,t|) (4.5)

in which ŵk,j,t is the portfolio weight of asset j at time t under each respective
optimized model k. The turnover quantity defined above can be interpreted as the
average percentage of wealth traded in each period. Turnover refers to the sum of
absolute differences in portfolio weights compared to the previous quarter.

An additional feature we want to capture is the average diversification index
from all the periods for every single run. As explained by Kim et al. [23] one of
the shortcomings of the mean-variance model is its tendency to put much weight
on only a few assets. Having this in mind, if robust portfolios consist of more as-
sets, the higher correlation with fundamental factors that we observe could be due
to diversification. Blume and Freund [36] introduced a portfolio diversification
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measure: the deviation of a portfolio from the market portfolio. Since the weight
of each security in the market portfolio would be very small, they proceeded to an
approximation scheme with the sum of the squares of the proportions invested in
each stock.

Diversification =
N∑
j=1

(wk,j,t −wm)2 =
N∑
j=1

(
wk,j,t −

1

Nm

)2

≈
N∑
j=1

w2
k,j,t

(4.6)
whereN is the number of stocks in the portfolioNm is the number of stocks in the
market portfolio, andwm is the weight given to a security in the market portfolio.

In terms of the diversification index, we can see in Table 4.2 that among the
three extensions of the mean-variance framework in the robust sense, compris-
ing (MvBU), (MvEU) and (RMu), only (MvBU) performs worse than the (Mv).
Moreover, (OR) and (CVaR) attain a lower level of diversification compared to
their robust variants (WCOR), (WCVaR) respectively. It is rather difficult to con-
clude that robust portfolios are more diversified than mean-variance portfolios.
This makes the task of determining, whether the robust models are systematically
superior to the non-robust models used in portfolio optimization more challeng-
ing.

Table 4.2: Descriptive statistics for the composition of the portfolios

(Mv) (OR) (CVaR) (MvBU) (MvEU) (RMu) (WCOR) (WCVaR)

Assets in portfolio 17.1591 16.9773 11.5375 80.4636 147.8466 363.1795 15.8182 12.7602
Diversification index 0.2244 0.1755 0.2571 0.3303 0.0618 0.0029 0.1691 0.2020
Turnover 0.1540 0.1489 0.1719 0.3809 0.0709 0.0139 0.1466 0.1667

Based on Table 4.2 , we detect that for the three robust models (MvBU),(MvEU)
and (RMu) there is a significant increase between the number of stocks in the
portfolios (which is not desirable), compared to the non-robust model (Mv). This
isn’t the case, however with the remaining two robust models (WCOR),(WCVaR).
More specifically, the portfolios developed with the (WCOR) model have a slightly
lower number of assets compared to the portfolios developed with (OR). On the
other hand, for this metric explicitly, we note that (CVaR) performs slightly better
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compared to the robust counterpart (WCVaR).
The turnover ratio is illustrated in Figure 4.2 for the non-robust models along

with their robust counterparts across the simulation horizon. Comparing the port-
folio turnover for the different models, we see that the turnover for the robust
variant of the sample-based mean-variance portfolio, equipped with the box un-
certainty (MvBU) is greater than the rest of the models. A general finding suggests
that with the exception of (MvBU), each other robust model achieves systemati-
cally a lower turnover than its non-robust counterpart. Moreover, it is interesting
to note a peak value for the robust mean-variance model somewhere around the
16th period of the simulation, which coincides with the year 2008, when the col-
lapse of the U.S. housing market triggered the financial crisis, leading to dramatic
plunge of major stock markets [30]. This is an indicator, that the simulation pro-
cedure can accurately replicate the incident of the financial crisis carried out in
2008.

Figure 4.2: Turnover ratio for the considered strategies
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4.4 Portfolio Performance Results

In this Section, we report the results of the computational experiments with the ro-
bust portfolio selection framework proposed in the Thesis. The objective of these
computational experiments was to contrast the performance of the non-robust
portfolio selection strategies with that of the robust portfolio selection strategies.
The purpose of these experiments was to focus on the benefit accrued from ro-
bustness; All the computations were performed in MATLAB (R2016b) using the
Gurobi solver.

There are certain features we want to capture through this experimental proce-
dure. Opting for a more concrete interpretation of the results obtained from all the
corresponding simulation periods, the results shown hereafter were averaged over
each run for all efficient portfolios derived through each model (20 portfolios for
each model). Furthermore, we give the in-sample and out-of-sample performance
of all the strategies considered in the simulation in an average form spanning all
the horizon. To assess the magnitude of the potential gains that can actually be
realized by an investor, it is necessary to analyze the out-of-sample performance
of the strategies from the optimization models [9].

4.4.1 Comparison of non-robust models

Taking a look at the mean return accumulated from each model, we can realize
that for the non-robust models, there is a difference between the values obtained
for the in-sample data and for the out-of-sample data.
Overall, the (OR) model does perform in a superior manner compared to (Mv)
and (CVaR) for each performance indicator we have incorporated in Section 4.2,
in terms of the out-of-sample data (except the mean return, where these models
perform equally). Regarding the Conditional Value at Risk metric, three different
confidence levels are employed. We start with a 90% confidence level in the
first case and then we augment it to 95% in the second case reaching 99% in
the third case. We notice, that even though the (CVaR) model should possess
a higher value for each one of the different confidence levels imposed, for the
Conditional Value at Risk metric, this model does attain nevertheless the worst
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value among (Mv) and (OR) for a 99% confidence level, in terms of the out-
of-sample data, that being 0.0302 compared to 0.247 and 0.0285, for (OR) and
(Mv), respectively. Furthermore, we can detect that the results we get for the
standard deviation and for the Conditional Value at Risk (along with 3 confidence
levels) are quite consistent with respect to the in-sample data compared to the
out-of-sample data, for these non-robust models, with almost indistinguishable
discrepancies. The detailed results for the non-robust models are shown in Table
4.3.

Table 4.3: Performance metrics for the non-robust models

(Mv) (OR) (CVaR)

Mean return (in-sample) 0.0017 0.0017 0.0018
Mean return (out-of-sample) 0.0003 0.0003 0.0003

Standard deviation (in-sample) 0.0093 0.0080 0.0101
Standard deviation (out-of-sample) 0.0105 0.0093 0.0112

Sharpe ratio (in-sample) 0.2119 0.2593 0.2032
Sharpe ratio (out-of-sample) 0.0649 0.0694 0.0584

Sortino ratio (in-sample) 0.4064 0.5148 0.4224
Sortino ratio (out-of-sample) 0.1331 0.1391 0.1218

Omega ratio (in-sample) 1.7797 2.0802 1.7288
Omega ratio (out-of-sample) 1.2488 1.2624 1.2262

90% CVaR (in-sample) (%) 0.0150 0.0127 0.0153
90% CVaR (out-of-sample) (%) 0.0185 0.0161 0.0197

95% CVaR (in-sample) (%) 0.0188 0.0161 0.0182
95% CVaR (out-of-sample) (%) 0.0226 0.0196 0.0239

99% CVaR (in-sample) (%) 0.0271 0.0229 0.0268
99% CVaR (out-of-sample) (%) 0.0285 0.0247 0.0302

4.4.2 Comparison of robust models

In terms of the robust variants for the computation of mean-return, all models
perform better in-sample rather than out-of-sample. Among the in-sample Sharpe
ratios for the robust models at hand, (MvBU) attains the highest value (0.4027) for
the in-sample data, implying that this model can perform in a satisfying manner
within the bounds of the uncertainty (”box”) imposed. We see, that the Condi-
tional Value at Risk metric we get explicitly from the optimization of (WCVaR)
doesn’t attain the best value among the robust models for none of the confidence
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levels considered, as far as the in-sample data are concerned. An instance, which
comes as a surprise is, that for the out-of-sample data, (WCVaR) model does ac-
quire the second worst value in terms of Conditional Value at Risk metric among
the robust models for each of the confidence levels mentioned. This behaviour
could be attributed to the fact, that the value of (WCVaR) is actually the average
of the 20 portfolios considered, where each one corresponds to a certain risk and
return, depending on its location in the efficient frontier curve. Indeed, one port-
folio does minimize the risk, but since we are interested in the average form of the
risk, it is possible to get an inferior value for the Conditional Value at Risk metric
for model (WCVaR) in comparison with the other robust models. Additionally,
another factor which could cause this behaviour lies in the fact of the step im-
posed for each robust model, to construct the efficient frontier. With the exception
of (WCOR), which represents a single portfolio, every other robust model used an
alternative step to designate the efficient frontier. In a respective manner, (WCOR)
does acquire the worst value as far as the Omega ratio metric is concerned for the
out-of-sample data, among the rest of the robust models. The fact, in this case, is
that as was mentioned before, (WCOR) poses a sole portfolio, so no average form
was taken and nevertheless, it attained a lesser value (1.2351) in comparison with
the other robust models, which used an average form to account for the Omega
ratio metric.

Another finding which is suggested by the results shown in Table 4.43, is that
(RMu) performs in quite close proximity, not only for the in-sample data but also
for the out-of-sample data, as well.

3 The in-sample values for (MvBU) with respect to the Sortino ratio and Omega ratio, were not
left intentionally blank. This model had an extremely low standard deviation of negative returns
(nearly 0) and so the computation in (4.4) was infeasible. For the Omega ratio, the daily returns
for the in-sample data were always positive and the computation of (3.5) measures the ratio of
gains to losses. Considering that there are no losses for (MvBU) we couldn’t get a value for this
metric either.



CHAPTER 4. EXPERIMENTS AND RESULTS 52

Table 4.4: Performance metrics for the robust models

(MvBU) (MvEU) (RMu) (WCOR) (WCVaR)

Mean return (in-sample) 0.0013 0.0007 0.0007 0.0016 0.0015
Mean return (out-of-sample) 0.0003 0.0004 0.0005 0.0002 0.0004

Standard deviation (in-sample) 0.0054 0.0067 0.0114 0.0086 0.0091
Standard deviation (out-of-sample) 0.0086 0.0073 0.0111 0.0093 0.0099

Sharpe ratio (in-sample) 0.4027 0.1268 0.0772 0.2396 0.1952
Sharpe ratio (out-of-sample) 0.0661 0.0880 0.0704 0.0601 0.0702

Sortino ratio (in-sample) − 0.2229 0.1312 0.4733 0.4002
Sortino ratio (out-of-sample) 0.1378 0.1723 0.1303 0.1243 0.1418

Omega ratio (in-sample) − 1.4210 1.2413 1.9592 1.6885
Omega ratio (out-of-sample) 1.2633 1.3205 1.2507 1.2351 1.2667

90% CVaR (in-sample) (%) 0.083 0.0119 0.0210 0.0137 0.0143
90% CVaR (out-of-sample) (%) 0.0149 0.0128 0.0197 0.0165 0.0173

95% CVaR (in-sample) (%) 0.0104 0.0149 0.0260 0.0172 0.0170
95% CVaR (out-of-sample) (%) 0.0181 0.0155 0.0236 0.0199 0.0211

99% CVaR (in-sample) (%) 0.0151 0.0220 0.0367 0.0243 0.0224
99% CVaR (out-of-sample) (%) 0.0230 0.0194 0.0289 0.0253 0.0264

4.4.3 Robust versus non-robust models

We notice that for all the models (robust and non-robust) with the exception
of (RMu), there is a smaller standard deviation for the in-sample data, rather than
for the out-of-sample data.

From the results presented in Tables 4.3 and 4.4, it is evident that all models
perform considerably better for the in-sample tests compared to the out-of-sample
ones, in terms of the Sharpe ratio. Although this behaviour verifies the well-known
weaknesses of using classical sample-based estimates of the moments of asset re-
turns to implement Markowitz’s mean-variance portfolios, the difference between
the in-sample Sharpe ratio (0.0772) and out-of-sample Sharpe ratio (0.0704) for
(RMu) is only marginal. This could be attributed to the joint uncertainty set es-
tablished to construct the robust multi-objective model (RMu), rendering it more
resilient to uncertainty shortcomings.

Additionally, non-robust models perform much better in terms of the Sortino
ratio for the in-sample data in contrast with the out-of-sample data. This applies,
as well to the robust models.

We shift our attention to the Omega ratio. As was expected for the in-sample
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data (WCOR) attains the highest value among the robust models (1.9592), as
well as (OR) does among the non-robust models (2.082). Moreover, it is evident
that the non-robust model (OR) performs slightly better than the robust model
(WCOR) in terms of in-sample data. On the contrary, taking a closer look in the
out-of-sample data, it is not a trivial task to pinpoint why (WCOR) performs in
the worst style, attaining a value (1.2351) among the rest of the robust models,
considering that the Omega ratio we should get for (WCOR) stems from the opti-
mization process of (WCOR) and should theoretically give us the highest value.

As reported in Table 4.3 the values for the out-of-sample Conditional Value
at Risk metric show a steady rise as the confidence increases, not only for the
non-robust models but also for the robust models as well.

Aiming to present a more concrete realization of the behaviour of the robust
models in comparison with their non-robust variants, we consider the following
Table. Here, we state in which metrics, do the non-robust models acquire better
values than their robust equivalents. We realize, that robust optimization tech-
niques would not always yield better performance. (RO) tries to designate the best
strategy, using historical data, however, the prediction cannot always be accurate
and errors might arise through this procedure.

Table 4.5: Efficiency of Robust Extensions of the models

Mv OR CVaR

MvBU -

MvEU -

RMu Standard deviation
Sortino ratio
90% CVaR
95% CVaR
99% CVaR

WCOR Mean return
Sharpe ratio
Sortino
90,95,99% CVaR

WCVaR -
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Keeping in mind these explanations, we can rationally assume, that the ma-
jority of the results we obtain from the robust optimization framework are overall
superior from those we get from classical optimization techniques, without this
meaning that robust optimization is the only efficient way of handling problems
of this architecture. In some instances, as the ones examined in the Thesis, there
are metrics for which non-robust models perform better than robust models for
the out-of-sample data.

4.5 Validation of the Uncertainty Sets

During the process of the evaluation procedure, certain assumptions were made,
regarding the range and the architecture of the uncertainty sets employed to reach a
tractable solution. In this Section, we present the results regarding the uncertainty
sets employed for each model and tests and whether the out-of-sample data are
in accordance with the uncertainty sets formulated based on historical data (in-
sample).

Model (MvBU) assumes that the unknown future (out-of-sample) mean return
µfi of stock i will be such that |µfi − µ̂i| ≤ δi, where δi was introduced previously
in Section 3.2.1 and µ̂i is the mean return of the stock according to the in-sample

data. Our aim hereafter is to investigate whether the true mean return of the stocks
calculated from the out-of-sample data does indeed satisfy this assumption. Our
aim is to measure the frequency, where this condition is verified, within the con-
sidered bounds.

Model (MvEU) assumes that (µ − µ̂)TΣ−1
µ (µ − µ̂) ≤ δ2, where δ was in-

troduced as well in Section 3.2.2 with µ̂ being the vector of the mean stock re-
turns from in-sample data and µ the vector of out-of-sample mean returns of the
stocks and Σµ defined using the in-sample data. As in the previous model, we test
whether this assumption holds or not for each of the tests performed during the
examined time period.

Model (RMu) assumes that ‖µ− µ̂‖+ c‖Σ − Σ̂‖ ≤ ε where parameter ε sig-
nifies the boundary under which lie the 950 sorted random values of the bootstrap
procedure with respect to the distribution followed by ‖µ − µ̂‖ + c‖Σ − Σ̂‖ for
the in-sample data, mentioned in Section 4.1.1 and setting c = 1 as explained in
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Section 3.2.3.
Model (WCOR) assumes that with multiple estimates for the omega ratio

{Ω1,Ω2,Ω3,Ω4}, the best portfolio is the one that maximizes the worst of the
omegas. As was formulated in the Thesis, Worst-case Omega ratio was solved
with 4 mixtures , each corresponding to 4 quarters prior to the current quarter
T, to obtain an optimal robust portfolio. We calculate the corresponding omegas
of the optimal portfolio by Ω1, . . . ,Ω4 for each of the past 4 quarters and also
compute the omega ratio ΩR

T of the optimal robust portfolio for the out-of-sample
quarter T, according to (3.5). Moreover, we solve non-robust (OR) and calculate
its Omega ratio ΩT for the out-of-sample quarter T. Then,

• The robustification can be considered as “fully successful” if ΩR
T ≥

min{Ω1,Ω2,Ω3,Ω4} and ΩT < min{Ω1,Ω2,Ω3,Ω4}

• The robustification can be considered as “partially successful” if ΩR
T > ΩT

• The robustification can be considered as “totally unsuccessful” if ΩR
T <

min{Ω1,Ω2,Ω3,Ω4} and ΩT ≥ min{Ω1,Ω2,Ω3,Ω4}

• The robustification can be considered as “partially unsuccessful” if ΩR
T <

ΩT

A similar approach is employed to compare the (WCVaR) model to its nominal
(non-robust) counterpart (CVaR). In particular, let CVaR1, . . . ,CVaR4 denote the
last years quarterly CVaRs used to derive the worst-case CVaR portfolio with the
the (WCVaR) model. The out-of-sample CVaR for the corresponding portfolio
is CVaRR

T , whereas the out-of-sample CVaR of the portfolio derived from the
nominal (CVaR) model is denoted by CVaRT . Then:

• The robustification can be considered as “fully successful” if CVaRR
T ≤

max{CVaR1,CVaR2,CVaR3,CVaR4} and
CVaRT > max{CVaR1,CVaR2,CVaR3,CVaR4}

• The robustification can be considered as “partially successful” if CVaRR
T <

CVaRT
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Table 4.6: Performance Checks

(MvBU) (MvEU) (RMu) (WCOR) (WCVaR)

Simulation Outputs 0.9527 0.6591 0.7045 −0.1477 −0.1250

• The robustification can be considered as “totally unsuccessful” if CVaRR
T >

max{CVaR1,CVaR2,CVaR3,CVaR4} and
CVaRT ≤ max{CVaR1,CVaR2,CVaR3,CVaR4}

• The robustification can be considered as “partially unsuccessful” if CVaRR
T >

CVaRT

For the two latter evaluation checks; (WCOR) and (WCVaR), we make an ad-
justment, which will account for the level of impact we assign to each of the
statements. So, the adjustment lies within the concept of the weighted average,
where we give a weight equal to 1 if the statement for each single run of the sim-
ulation is “totally successful”, 0.5 if the statement is “partially successful”, -0.5 if
the statement is “partially unsuccessful” and -1 if the statement is “totally unsuc-
cessful”. Considering that each of the statements is denoted as C(i), with i = 1

representing the first statement and i = 4, the last statement, we can express math-
ematically the reward function for each one of the 44 periods of the simulation,
each period representing j. Hence,

Gainj = 1× C(1) + 0.5× C(2)− 1× C(3)− 0.5× C(4) (4.7)

All in all, having estimated how frequent a specific condition holds, namely for
(MvBU),(MvEU),(RMu) and the level of impact that (WCOR) and (WCVaR)
pose according to (4.7), we subsequently take the average of these quantities from
all the assets participating in the portfolios at each run, for each of the 44 periods
considered. We present the outcomes in Table 4.6.

The next step of the process is to interpret the effectiveness of these validation
checks, by counting the number of time periods for which each condition holds,
either in terms of the bounded uncertainty for models (MvBU),(MvEU),(RMu) or
either in terms of the gain function employed for models (WCOR) and (WCVaR).
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Viewing Table 4.6, we realize that (MvBU) verifies the uncertainty condition im-
posed in Section 3.2.1 for nearly the 96 % of the simulation periods, an element
which implies that this model does have an exceptional behaviour out-of-sample.

As far as (MvEU) model is concerned, we realize that it performs within the
given bounds for almost the 66 % of the simulation runs.

(RMu) performs within the given threshold ε for nearly the 71 % of the simu-
lation periods.

Models (WCOR) and (WCVaR) attain nearly the same score, which is a neg-
ative one. This implies, that there is an inclination towards the satisfaction of the
term “partial unsuccessfulness”, meaning that these models didn’t perform in the
desired manner for the out-of-sample data.
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Chapter 5

Conclusions

In summary, although robust models decrease the sensitivity in parameter estima-
tion errors, it is not a trivial task to measure how successfully the proposed models
achieve their goals under practical settings. The verdict from this comparison be-
tween robust and non-robust models is, that there seems to be an amelioration
in the results we get, without that being universal. Robust optimization models
cannot always cope with the uncertainty in a convincing manner, that being their
major limitation. However, as depicted from the results shown above, they do
indeed present a satisfying performance in terms of the different uncertainty ar-
chitectures imposed on the robust models. In general, the out-of-sample results
with respect to the robust models are superior to those we get for the non-robust
models. (MvEU) seems to perform in a superior manner out-of-sample for nearly
all the metrics considered, in terms of the robust models. (RMu) presents the most
consistent behaviour among the robust models, since the values attained from the
metrics considered, for the in-sample and the out-of-sample data, present infinites-
imal deviations. Some models perform better than others judging by different met-
rics, but the whole picture is that the results are promising and pose the need for
the investigation of more advanced techniques in the field of robust optimization.
At a subsequent stage of the evaluation, the validation of the uncertainty sets was
examined in Section 4.5, to check whether the robust models do indeed perform
during the simulation runs, within their respective bounds. Based on the results
acquired, we can deduce that (MvBU) presents an excellent performance, con-
sidering that it verifies the box uncertainty mentioned in Section 3.2.1 for nearly
the 96 % of the simulation periods. Models (MvEU) and (RMu) perform in a
satisfying manner, verifying their specific uncertainty assumptions for the 66 %

and 69 % of the simulation periods accordingly. We considered these specific
models, so as to capture the effects of robust optimization framework under dif-
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ferent mathematical representations of the models, each one tackling a different
objective. A next step of this procedure, could be to incorporate even more flexible
models of data-driven uncertainty and not just of predetermined architecture, as in
the proposed methodology perceived in the Thesis. Another instance that could be
examined, is the impact of robust optimization for portfolio selection on industries
with different investing policies.
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[10] P. Embrechts, C. Klüppelberg, and T. Mikosch. Modelling extremal events:

for insurance and finance, volume 33. Springer Science & Business Media,
2013.

[11] F. J. Fabozzi, D. Huang, and G. Zhou. Robust portfolios: contributions
from operations research and finance. Annals of Operations Research,
176(1):191–220, 2010.

[12] F. J. Fabozzi, P. N. Kolm, D. A. Pachamanova, and S. M. Focardi. Robust
portfolio optimization. Journal of Portfolio Management, 33(3):40, 2007.

[13] F. J. Fabozzi, P. N. Kolm, D. A. Pachamanova, and S. M. Focardi. Robust

Portfolio Optimization and Management. John Wiley & Sons, 2007.

[14] J. Fliege and L. N. Vicente. Multicriteria approach to bilevel optimization.
Journal of Optimization Theory and Applications, 131(2):209–225, 2006.

[15] J. Fliege and R. Werner. Robust multiobjective optimization & applica-
tions in portfolio optimization. European Journal of Operational Research,
234(2):422–433, 2014.

[16] V. Gabrel, C. Murat, and A. Thiele. Recent advances in robust optimization:
An overview. European Journal of Operational Research, 235(3):471–483,
2014.

[17] M. Gilli and E. Schumann. Optimal enough? Journal of Heuristics,
17(4):373–387, 2011.

[18] D. Goldfarb and G. Iyengar. Robust portfolio selection problems. Mathe-

matics of Operations Research, 28(1):1–38, 2003.

[19] A. L. Jaimes, S. Z. Martınez, and C. A. C. Coello. An introduction to mul-
tiobjective optimization techniques. Optimization in Polymer Processing,
pages 29–57, 2009.

[20] M. Kapsos, N. Christofides, and B. Rustem. Worst-case robust omega ratio.
European Journal of Operational Research, 234(2):499–507, 2014.



62

[21] M. Kapsos, S. Zymler, N. Christofides, and B. Rustem. Optimizing the
omega ratio using linear programming. The Journal of Computational Fi-

nance, 17(4):49, 2014.

[22] C. Keating and W. F. Shadwick. A universal performance measure. Journal

of Performance Measurement, 6(3):59–84, 2002.

[23] W. C. Kim, J. H. Kim, S. H. Ahn, and F. J. Fabozzi. What do robust equity
portfolio models really do? Annals of Operations Research, 205(1):141–
168, 2013.

[24] J. Lee, D. Stefek, and A. Zhelenyak. Robust portfolio optimization: A closer
look. MSCI Barra Research Insights Report, 2006.

[25] A. W. Lo. The statistics of sharpe ratios. Financial Analysts Journal,
58(4):36–52, 2002.

[26] M. S. Lobo, L. Vandenberghe, S. Boyd, and H. Lebret. Applications of
second-order cone programming. Linear ALgebra and Its Applications,
284(1-3):193–228, 1998.

[27] H. Markowitz. Portfolio selection. The Journal of Finance, 7(1):77–91,
1952.

[28] J. Morgan et al. Riskmetrics technical document. 1996.

[29] Y. Nesterov and A. Nemirovskii. Interior-Point Polynomial Algorithms in

Convex Programming, volume 13. SIAM, 1994.

[30] C. Reavis. The global financial crisis of 2008: the role of greed, fear, and
oligarchs. MIT Sloan Management Review, 16:1–22, 2012.

[31] R. T. Rockafellar, S. Uryasev, et al. Optimization of conditional value-at-
risk. Journal of Risk, 2:21–42, 2000.

[32] R. E. Steuer and E.-U. Choo. An interactive weighted tchebycheff pro-
cedure for multiple objective programming. Mathematical Programming,
26(3):326–344, 1983.



63

[33] R. Stubbs and P. Vance. Computing return estimation error matrices for
robust optimization. Axioma Research Papers, 1:1–9, 2005.

[34] J. F. Sturm. Using sedumi 1.02, a matlab toolbox for optimization over
symmetric cones. Optimization Methods and Software, 11(1-4):625–653,
1999.
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