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Abstract

Most metropolitan cities of developed countries have now an extensive network of
urban and peri-urban freeways, which aims to provide virtually unlimited and fast
mobility to road users around the metropolitan area. However, the increase of
traffic demand, especially during the peak hours, and the occurrence of traffic
incidents, leads to daily appearance of recurrent and non-recurrent freeway
congestion which results in significant increase of travel times, increased fuel

consumption, environmental pollution as well as reduced safety.

The problem of freeway congestion in urban and peri-urban freeways cannot
always be faced by expanding the existing infrastructure, for economic and
environmental reasons; instead, efficient traffic control measures may be
employed to mitigate the problem. However, the development of effective real-
time traffic control measures implies the availability of suitable mathematical
traffic flow models which may be used for the development and testing of the

proposed control strategies.

This thesis investigates the particular, but quite frequent, case of (recurrent)
freeway congestion due to saturated off-ramps. This kind of congestion is difficult
to deal with, and for this reason this frequent traffic flow degradation is rarely
addressed in the traffic control literature. Moreover, within the traffic flow
modeling literature there are, so far, no studies undertaking validation and
comparison of different traffic flow models regarding the reproduction of traffic
conditions in such areas. The aim of this research is to investigate traffic flow

modeling and traffic control issues for congested freeway off-ramp areas.

In particular, within this thesis the most popular discrete time-space macroscopic
traffic flow models, namely the CTM and the METANET models, were validated

and compared regarding the representation of traffic conditions at congested



freeway off-ramp areas. The models were calibrated and validated using real traffic
data from Attiki Odos freeway in Athens, and by employing various optimization

methods.

Apart from the modeling approach, various innovative real-time traffic control
measures were developed for congested freeway off-ramp areas. In particular, two
different cases were examined and suitable traffic control strategies were proposed
for every case. In the first case, a hypothetical network was simulated, and various
route diversion strategies were developed that aim to reroute the drivers through
alternative routes, towards the same destination, preventing the off-ramp queue
spillover and the creation of mainstream congestion. In the second case, a real
traffic network was examined where recurrent freeway congestion is created due
to congestion on the surface street network which propagates to the freeway
mainstream through a saturated off-ramp. The network was simulated by use of
microscopic simulation and a real-time merging traffic control algorithm was
proposed that aims to maximize the surface street network throughput and at the
same time to prevent the off-ramp queue from spilling back into the freeway
mainstream. The simulation results, for both investigated cases, showed that the
proposed traffic control measures can improve the prevailing traffic conditions,
preventing the formation of mainstream congestion. Thus, they are both very

promising for a field implementation.



Iepinyn

O1 Teploodtepeg PEYOXAOVTOAEIC TWV OAVETTUYHEVDV XWPWV SlabETovv €va
EKTETAUEVO S{KTVO QAOTIKOV KAl TEPI-AOTIKOV UTOKIVITOSPOU®Y, TO OTOolo
OTOXEVEL OTNV OVCIXOTIK& AVEUTOSIOTN Ko ypriyopn Kivnon Tov oxnU&ToV yopw
amd Ta aoTiK& Kévipa. EvtovTolg, 1 avénon e xvkAogoptaxnc (ftmong,
BLaTePA KATK TIC OPEC AUXUNC, O OLVOLAOUSO HE TNV EHPEAVIOT) SAPOPWV
TEPIOTATIKWYV, 0odnyel otV xaOnueptvr) Snuovpyia KUKAOPOPIAKTIC TLUPOPTOTG
1 omolx €Yl WC AMOTENETUA TN ONUAVTIKY aVENOT TV XPOVKOV SIdpoUrc TV
OXNMAT®YV, TNV avinon ¢ KATAVAADONG kowoiuwy, v mepPoAlovTikn

PUTTAVOT) KL T HELWMEVT) 08IKT) AoPAAELX.

To mpoéPANUX TG OLUEOPNONG OTOVC  QOTIKOUG KO  TEPL-QTTIKOVG
QUTOKIVNTOOPOUOVC SV UTTOPEl TAVTOTE VO AVTIHETWTILOTEL e TNV EMEKTOOT) TOV
}én vTéPXOVTOV LVTOSOU®Y, YIX OIKOVOMIKOUG OAA& kot TeEPBOAAOVTIKOVG
Adyovg. AVTIOET®OG, KATEGAANAX PETPX eAéyxov KuKAO@OpIG HTOpoVV va
EPAPHOOTOVV  ylX Vv  avTigetwTioovy 10 mpoPAnua. H o avémTuln
QTMOTEAETPATIKAV PETPOV  eAEyXOV KUKAO@OplaG TpovUmodételt v VTapEn
KATEANAGV HoONPATIKGOV HOVTEA®DV KUKAOPOPIAKHG POTIC TA OTOIX HTTOPOVYV VX
xpnotpomomBovv yla v av&TTUEn Kot SOKIUT TV TPOTEIVOHEVOV OTPATNYIKOV

eAéyxov.

H epyaoia avt) Siepevvd v Staitepr), oM& ovxv& gugoavi{Opevn, meplmtoon
NG KUKAOQPOPLIAKNC TUHPOPNONC 08 AUTOKIVNTOSPOHOVC 1) oTolat o@eileTan o€
Kopeouéveg paumeg e€d6dov. Avtd To eldogc ovuEopnone eivar SVoxoAo va
AVTIPHETOTIOTEL KAL YIX TO AOYo avTd Sev vTTAPYOLV TOANEC arvapopéc o Stedvr)
BPAoypapior oxeTik& pe KXTAAANAG PETPO EAEYXOV KUKAOQPOPIXG Yyl auTEC TIC
meploxéc. EmmAéov, omv avtiotoryn PipAloypagia Tov apopd 1 povteAotoinon
™C KVKAO@oOplakrc porc ot odik& OikTva, Sev vVT&PXOLV HeEAéTEC TOL v
TPAYMXTOTOIOVV ~ OUYKPLOT) Kol  oEloAOynon  SlapopeTik@dV — HOVTEA®V
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KUKAOQOPIAKIC PONGC OXETIKA HE TNV IKXVOTNTA TOUC VX QVATAPIOTOUV TIC
KUKAOQOpLlokée ovvlnkee oe avtée Tic meploxéc. O oTOXOC TNC TAPOVONC
épevvac elvo  vor  Slepevvrjoel Bépatar  povtedomoinone kaw  eAéyxov NG
KUKAOQOPLAKIG PONC O TEPIOXEC PAUTOV €EAG00V ALTOKIVIITOSPOU®DY VT

OLUEOPNOT).

ISiaitepa, oV mapovoa StaxtpiPr) T SVo o SNUOPIATY), HAKPOOTKOTIIK& HOVTEAX
KukAo@optaxrc porc, ovykekpiuéva to CTM kau to METANET, agiohoyovvrat
KOl OUYKPIVOVTOL OXETIK& HE TNV IKAVOTNTA TOUC V& OVATOPIOTOUV  TIG
KUKAO@Oplokéc ovvOrkee ge TePLOXEC PAUTAV €680V avTOKIVNTOSPOU®Y LTI
ovueopnon. Ta povréda Babpovopovvrat kat aflohoyoUvtat KAVOVTHG XP1iom
TPAYHATIKWV SeSOUEVOV KUKAOPOPIAG amd €val TUNHA TOV QUTOKIVIITOSPOHOU

¢ Attikrjic Odo0, oty Abrva.

Extoc and ta Oépata povrehomoinong, Stapopetik& HETPA EAEYXOL KLKAOPOPIC
TPOTEVOVTAL YLK TNV TEPITTWOT) TEPLOXDV PAUTOV eEGS0V AVTOKIVITOSPOU®Y
UTTO OUMPOPNOT). ZUYKEKPIHEVA, SVO SIAPOPETIKEC TEPITTAOOEIC ECETACOVTAL KA
KXTOAANAEG  OTpaTNylkeéc  eAéyxov kukAogoplag mpoteivovrar yiox  k&Oe
MEPIMTWON. XNV TPOTN TePIMT®Oon mov etetdletan, éva vToBeTikd SikTLO
Xpnowgomoteitar kot Stopopetikée  oTpatnyikée  kaBodrjynonc  mopelag
AVATTOOCOVTAL, Ol OTole¢ oToxeVOLV va kabodnyrjoovv Tovg 0dnyove HEow
eVOAMOKTIKAOV  SIAOPOH@V. XKOTOC TWV OTPATNYIKOV EAEYYOL  elval v
TPOOTATEVOOVV TNV KOpPeopévn) pluma €€60ov xat v amotpépovv TNV
vmepxelAlon TG oVPAC OXNUATOV TNC PAUTAC OTOV QUTOKIVITOSPOHO KAL TI)
Snuuovpyla GLHEPOPNOTNC OTO KUPIWS PEVIA TOV XVTOKLVITOSPOHOVL. X1 SevTepT)
Tep(mTwon, €va Tpaypatikd Sixtvo efetdletau OmMOL 1) CLUEPOPNON CTOV
QUTOKIVNTOOpOHO o@elleTat 0TV CLUEPOPNON Tov  £xel  Snuovpynbel oTo
TOUPATAEVPO AOTIKO S(kTLO, 1) OTOIX EICEPXETAUL OTOV QXUTOKIVITOSPOMO HETH

pioac xopeopévne paumac e€o6dov. To SikTvo TpooopoldvVETAl HPECT® TOV
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MKPOOKOTIKOU TPOooopolwT] odikadv Siktvwv AIMSUN kot plo otpatnyikr)
eEAEYXOV TPAYUXTIKOV XpOVOUL TPOTEIVETAL 1) OTTOIX €xel OTOXO VX HEYIOTOTOL|OEL
™ por] OXNUATWV OTO TOPATAeVPO O(kTLO Ko TAPEAANAX Vo euTodioel TNV
eloodo G ovpde oxnuaTv TG pdumac €€6dov oTo KLPIWC peduA TOL
avtoktvnTodpopov. Ta amotedéopata TV SlEPELVIIOEDY, KAl ylXx TIC SVo
TEPIMTWOEIC TOV eCeTAOTNKAY, €0elte OTL T TPOTEVOUEVA HETPA eAéyxXOv
KUKAOQOPIOG  PTOpOoVY VA PEATIOOOVV  TIC KUKAOQPOPIAKEC OLVONRKEC TOL
emKpaTOUV 0TO OikTVLO, €epmodifovTag T Onuovpyix NG CLHEOPNONC OTO
KUplC  pevpar  Tov  owTokivnTodpduov. To yeyovoc oawtd kablotd  TIC
TPOTELVOHEVEC  OTPATNYIKEC EAEYXOV TOAAKX UTOOYOMEVEC OF TEPIMTWOT)

evexOUEVNC eQapUOyTC Tovg oTO Tedio.
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1 Introduction

This first chapter introduces the reader to the problem under study. Section 1.1
states the motivation of this work. Section 1.2 presents the objectives of the study

and the adopted approach. Finally, Section 1.3 provides the outline of this thesis.

1.1 Motivation

During the last decades, freeway congestion has been a major problem especially
at urban freeways and peri-urban ring-roads. Recurrent traffic congestion is
usually encountered at freeway on-ramp areas or freeway-to-freeway merging
areas, but, quite frequently, also close to freeway off-ramp areas, leading to
infrastructure underutilization, long delays, increased fuel consumption and
reduced safety. Since expanding the existing infrastructure is not always a feasible
option, for economic and environmental reasons, traffic control has been proposed

and employed as an efficient way to mitigate the problem of freeway congestion.

Although various traffic control measures have been proposed for cases of
congested freeway merging areas or other types of recurrent active bottlenecks,
there is very limited technical literature (and, to the best of the author’s
knowledge, no practical systems) addressing appropriate control measures for cases
where recurrent freeway congestion originates from off-ramp areas; the main
reason probably being that there is no direct way, from the freeway side, to
control the freeway exit flow, so as to avoid the resulting strong reduction of the
freeway capacity and related deterioration of the mainstream traffic conditions.
The development of innovative traffic control measures that are able to face the
problem of congestion due to saturated freeway off-ramps requires the existence of
accurate traffic flow models that are able to reproduce the traffic conditions at

such areas with satisfactory accuracy. Within literature a high number of traffic
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flow models have been proposed over the last decades, but, to the best of the
author’s knowledge, none of them has ever been validated and tested for

congested freeway off-ramp areas.

1.2 Objectives and approach

The objective of this research is twofold. First, it aims to identify suitable
macroscopic traffic flow models that can represent the traffic conditions at
congested freeway off-ramp areas with sufficient accuracy. To this end, different
macroscopic traffic flow models are validated and compared using real traffic data
from a freeway stretch in Athens, Greece, where recurrent traffic congestion is
created due to a saturated off-ramp. In particular, the models are first calibrated
and the optimal parameter values are estimated by use of suitable optimization
algorithms. Then, the models are validated and compared regarding their accuracy
in representing the prevailing traffic conditions. The model that achieves the

highest accuracy is utilized in the second part of the thesis.

The second objective of this research includes the development of innovative real-
time traffic control measures for congested freeway off-ramp areas. In particular,
two different cases are examined, that are often encountered in reality, and
suitable traffic control strategies are proposed for every case. In the first case, it is
considered that there is a freeway off-ramp with limited capacity, e.g., due to its
layout or due to a traffic light placed at the end of the off-ramp, at its intersection
with a surface street, and there is no possibility to increase the off-ramp capacity.
During the peak hours the off-ramp may not serve the arriving demand thus
queue is formed on the off-ramp which, eventually, spills-back into the freeway
mainstream creating congestion. Moreover, it is considered that there are nearby
off-ramps that could lead towards the same destination and could be utilized to

divert a portion of the drivers in order to protect the saturated off-ramp and
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prevent the off-ramp queue spill-over into the freeway mainstream. The above
situation is simulated for a hypothetical network, by use of the macroscopic traffic
flow model selected in the first part of the thesis, and various route diversion
strategies are developed that aim to reroute the drivers through alternative routes,
preventing the off-ramp queue spillover and the creation of mainstream

congestion.

In the second case, it is considered that there is a freeway off-ramp exiting to a
surface street and recurrent freeway congestion is created due to congestion on the
surface street network which propagates to the freeway mainstream through a
saturated off-ramp. The reason for congestion on the surface street network is the
high arriving flow, from the surface street and the off-ramp, combined with strong
weaving phenomena on the surface street merge area. The outlined situation is
actually appearing in a real network in Santiago, Chile. This network is emulated
by use of microscopic simulation and a real-time merging traffic control algorithm
is proposed that aims to maximize the surface street network throughput and at
the same time to prevent the off-ramp queue spill over into the freeway

mainstream.

The main contributions of this thesis include:

e The validation and comparison of macroscopic traffic flow models in the
reproduction of traffic conditions at congested freeway off-ramp areas.

o The development and testing of various real-time route diversion policies
that aim to reroute the drivers through nearby off-ramps towards the same
destination, preventing the off-ramp queue spill-over and the creation of
mainstream congestion.

o The development and testing of a real-time merging traffic control strategy

which aims to maximize the throughput at a surface street network and at
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the same time prevent the off-ramp queue spill over into the freeway

mainstream and the resulting freeway congestion.

1.3 Thesis outline

The thesis is organized as follows: Chapter 2 presents the state-of-the art in traffic
flow modeling and traffic control with emphasis on congested freeway off-ramp
areas. Chapter 3 describes the model calibration procedure, presents the
macroscopic traffic flow models that are employed and compared regarding the
representation of traffic conditions at congested freeway off-ramps areas and
presents suitable optimization methodologies that can be applied to solve the
parameter estimation problem. Chapter 4 includes the calibration results of the
selected traffic flow models for a particular freeway site, as well as, the validation
and comparison of the models using real traffic data. Chapter 5 develops,
investigates and demonstrates real-time traffic control strategies to mitigate the
problem of freeway congestion due to saturated off-ramps and examines two
particular cases. Finally, Chapter 6 summarizes the findings and results of this
thesis and discusses future extensions with respect to traffic flow modeling and

traffic control for congested freeway off-ramp areas.
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2 Background

This chapter provides an overview of the two areas within the field of traffic
engineering which are related to the contents of this thesis, i.e. traffic flow
modeling and traffic control. In particular, Section 2.1 presents the evolution of
traffic flow models over the last decades, with emphasis on macroscopic traffic
flow modeling. The models are classified and various issues such as accuracy,
applicability and limitations are discussed. Section 2.2 summarizes the traffic
control measures and methodologies that have been proposed so far, to face the

problem of recurrent freeway congestion created due to saturated off-ramps.

2.1 Traffic flow modeling

One important aspect of the traffic flow theory concerns the development of
mathematical models for the representation of the road traffic flow. Traffic flow
models may be used for the planning of new, upgraded or modified road
infrastructures; for the development and testing of traffic flow estimation and
prediction algorithms; as well as for the design and testing of traffic control
strategies and other traffic engineering tasks [1]. The need for accurate and robust
traffic flow models combined with the complexity and non-linearity of the traffic
phenomena resulted in a broad number of proposed traffic flow models during the
last decades. In the following sections, first, a classification of different modeling
approaches is presented, followed by the description of the most popular
macroscopic traffic flow models. Furthermore, at the end of this section, some

model discretization and calibration issues are discussed.
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2.1.1 C(Classification of traffic flow models

The traffic flow models are classified as microscopic, macroscopic or mesoscopic
depending on the level of detail they use. The microscopic models describe the
time-space behavior of individual drivers (vehicles) by use of dynamic variables
such as position and velocity. In contrast to the microscopic approach, the
macroscopic models consider the traffic flow as a compressible fluid with specific
characteristics. The traffic variables used to describe the dynamics of this fluid are
the mean speed, the density and the traffic flow (or volume). Finally, the
mesoscopic models use a medium level of detail, combining microscopic and

macroscopic approaches to a hybrid model.

Microscopic models are complex, non-analytic (they are simulation tools rather
than closed-form mathematical models) and computationally expensive; hence
their suitability for on-line traffic operations, such as estimation prediction and
control, is limited. Moreover, the calibration of the microscopic models is not an
easy task due to the high number of parameters they include and the lack of real
‘microscopic’ traffic data. Finally, microscopic models are known to produce
unrealistic vehicles’ behavior under particular circumstances (e.g. close to merging
areas) within the simulation environment. On the other hand, macroscopic traffic
flow models include lower number of parameters compared to microscopic
models, thus require less calibration effort; also, they have an analytical form,
which allows their usage for various significant traffic engineering tasks
(estimation, prediction, control strategy design) beyond simulation. Finally, they
are computationally less demanding, thus they are suitable for on-line traffic

operations and for the simulation of large traffic networks.

Within this thesis two macroscopic traffic flow models are employed and

compared regarding the representation of traffic conditions at a congested freeway
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stretch due to a saturated off-ramp. In the following, an elaborate description of

the most popular macroscopic traffic models is presented.
2.1.2 Conservation equation

All macroscopic traffic flow models are based on the conservation of vehicles

equation, also known as the continuity equation:

p(x,t) dq(x,t
p(x,t) 4 q(x )=0 @2.1)
at 0x

where x denotes the spatial coordinate in the direction of flow, ¢is the time, p is
the traffic density and g denotes the traffic flow. This equation implies that in any
traffic system the traffic flow is conserved, thus no vehicles are created or
destroyed in the system. The conservation equation is complemented by the

following fundamental relation

q(x,t)=p(x,t) - v(x,t) (2.2)

where v denotes the mean speed. The above two equations include three
unknown variables thus solution is impossible. Therefore, an additional equation
or an assumption has to be supplied and this has lead to a variety of continuum
traffic flow models. For example, the assumption of functional flow-density (or
equivalently speed-density) relationship leads to the first-order models, while the
addition of momentum equations results in high-order continuum models. These

models are reviewed below.

2.1.3 First-order models

Lighthill and Whitham [2] and, independently, Richards [3], proposed the first,

and so far the most popular first-order model, the so-called LWR model. The LWR
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model considers a static relation between mean speed and density (known as the

fundamental diagram):

v(x,t) = Ve[p(x,1) ] 2.3)

The non-linear first-order partial differential equation that results by replacing

(2.3) and (2.2) into (2.1) is:

dp(x,t) d . _
5t g P Vlp(x)]) =0 (2.4)

This simple traffic flow model is able to reproduce not only free-flow conditions
but also wave formation and propagation under congested conditions. On the

other hand, the model fails to capture other important traffic phenomena.

The major drawbacks of the original LWR model lie on the fact that it considers a
static relation between mean speed and density. As a consequence, the model
doesn’t allow for mean speed variations, other than those implied by the
fundamental diagram, thus it is not suitable for the description of non-equilibrium
situations occurring at on-ramp areas, lane-drop areas, or stop-and-go traffic.
Moreover, it does not take into account factors such as the drivers’ reaction time
and the traffic hysteresis phenomena, which have been observed in real traffic
flow [4] and indicate that vehicle acceleration and deceleration are not symmetric
processes. Furthermore, due to the requirement of continuity made on the
fundamental diagram, the model cannot reproduce the capacity drop phenomenon
which is observed at congested freeway areas, thus its usage for the design of

traffic control strategies is limited (see also [5]).

Several researchers tried to deal with the above model limitations proposing
various extensions of the LWR model. As an example, Newell [6] addressed the

traffic hysteresis phenomena by suggesting a fundamental diagram with multiple

29



branches. However, most researchers have followed the direction of incorporating

a momentum conservation equation, to describe the dynamics of mean speed.

2.1.4 High-order models

High-order models include the conservation equation (2.1) and one (or more)
PDE(s) to describe the dynamics of mean speed. Here below, several high-order

traffic flow models are presented.

Payne (1971)

The first, and still the most widely used, second order model was proposed by
Payne [7]. This model was derived from car-following theory by means of Taylor’s

expansion. Payne’ momentum equation has the following form:

v v 1 1 dVeé(p)adp

— +py— = —[pe —vl+ — — 2.5
Jt ”ax ‘L'[ (p) =] 2tp dp Ox 23)
acceleration relaxation anticipation

where 7 is the relaxation time and V¢(p) is the equilibrium speed-density relation.
This equation consists of an acceleration term, at the left-hand side of (2.5), a
relaxation term, which represents the tendency of drivers to adjust their speed to
the equilibrium speed-density relation V¢(p), and an anticipation term which

reflects the effect of the downstream traffic conditions to the drivers’ reaction.

Payne’s model achieves to overcome some deficiencies of the LWR-type models;
for example it takes into account the vehicles’ acceleration capabilities and the
drivers’ reaction time. Moreover it is able to predict traffic instabilities such as
stop-and-go waves. The most severe criticism of Payne’s model was formulated by
Daganzo [8]. The criticism includes, first, the fact that the model allows vehicles to
be influenced by the upstream traffic conditions while in reality vehicles primarily
react to the downstream traffic conditions. Second, it allows slower vehicles to be

influenced by faster vehicles, which is unrealistic; and finally, in some cases, it
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may estimate negative speeds and flows, also known as wrong-way travel

phenomenon.

During the last decades, several researchers have proposed various modifications-
extensions of Payne’s momentum equitation, in order to fix-improve some of the
models’ deficiencies. In the following, the most popular second-order traffic

models are presented.
Phillips (1979)

Based on the kinetic theory Philips [9] proposed the following momentum

equation:

v ov 1 1dPap (2.6)

2% V% = m[Ve(P)—V]— ——

where the relaxation time 7 is density-dependent and the variable Pis the traffic
pressure approximated as the product of density p and the speed variance 0 (p),
i.e. P(p) = pO(p). The speed variance @(p) can be estimated as O(p) = Oy(1 —
P/Pmax) With ppmay corresponding to the maximum traffic density. This model
accounts for the fact that at low densities small deviations from equilibrium are
expected while at high densities large deviations from equilibrium are possible.
However, according to this formula the density-gradient dP/dp of the traffic

pressure will be negative in a certain density range.
Kiithne (1984) and Kerner and Konhéuser (1993)

Kiithne [10] as well as Kerner and Konhéuser [11],[12] proposed the following
momentum equation:

ov ov 1 0, dp ov?

tvos = V) -vl-———+n

i 2.7
ot dx p 0x d0x? @7)
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where here O(p) = 0, thus O is considered as a constant and cannot be
interpreted as speed variance anymore. In this way, the problem of negative values
of density-gradient dP/dp, mentioned above, is avoided. Moreover, this model
includes an additional high order anticipation viscosity term n dv%/dx?, where n
is a constant value at Kuhne’s model, while at Kerner and Konhauser model
n(p) =no/p, with ny a positive constant. This viscosity term, essentially,
smoothes out the shock wave fronts, which is desirable from empirical and

numerical points of view.
Papageorgiou (1990)

In order to account for merging and lane-changing phenomena close to on-ramp
and lane-drop areas, Papageorgiou [13] proposed two extra terms at Payne’s
momentum equation (2.5). In particular, the additional terms are — §vr/p and
— pAApv?/p.,., where S and ¢, are model parameters, ris the incoming on-ramp

flow, A1 are the number of lanes being dropped and pis the critical density.
Zhang (1998)
Zang [14] proposed a momentum equation similar to Payne’s equation (2.5):

ov ov

1
3 TV = ;[V (p) —v] - P<

dVe(P))z 9p 2.8)
dp d0x

The main difference between these two models lies in the anticipation term —i.e.
the anticipation in (2.5) is proportional to density but in (2.8) is proportional to
the inverse of density. By this formulation, Zang addresses the undesirable
property of high-order models of “wrong-way travel” as, according to (2.8), traffic

disturbances are always propagated against the traffic stream.
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Treiber (1999)

Treiber et al. in [15] proposed a macroscopic gas-kinetic-based traffic model that

was derived from a microscopic model of vehicle dynamics of the following form:

d 9] 1 10(pA 2
W, Loy, 190AGVY)
Jt 0x T p 0x

(2.9)

2

) B

VOA(p) PaTv

 TA(Pmax) <1 ~ Pa/ Pmax
where V0 is the desired speed, A(p) is a density-dependent function, 7'is the time
headway, p, is the density at an advanced “interaction point” and B(4,) is a non-
local interaction term. In contrast to other macroscopic models, equation (2.9)
depends on the density and speed at two different locations (p, v, py, v,), thus
introducing non-locality. The non-locality has smoothing properties like the
viscosity term used in Kithne and Kerner and Konhéuser models, but its effect is
anisotropic. There is no smoothing in the forward direction, which would imply
that cars would react on density or velocity gradients of the vehicles behind them.
Moreover, according to the authors, the non-locality of the model leads to a more

favorable numerical stability behavior.
General form of Payne-type models

As presented above, most macroscopic high-order traffic models include the

continuity equation (2.1) and a momentum equation of the following form:

dv N dv _ 1 ve(n) | 10P
ot Vox b WV p Ox (2.10)
acceleration relaxation anticipation

where P denotes the traffic pressure. Different settings of the traffic pressure P,
the relaxation time 7, and the equilibrium speed-density relation V¢(p) results in

different macroscopic traffic models. In particular:
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ve(p)

e Payne’s model and Papageorgiou’s model are derived for P(p) = — -

and constant relaxation time 7.
e Philip’s model is obtained for P(p) = p@(p) with O(p) = 04(1 — p/Pmax)
and a density-dependent relaxation time 7(p).

e Kiihne’s and Kerner’s and Konhéuser’s models is resulted for P = p@, —

ov . .. . . . . .
noo where 0, is a positive constant and 7 is a viscosity coefficient.

e Zhang’s model is derived for P = - 3]/3'2 (p) with ve' (p) = av ;p)

e Treiber's model is resulted for P = pA(p)v? where A is a density

dependent function, and the equilibrium speed-density relation is given by

2
Ve(p, v, g V) = VO {1 Y (p}am) ll » /p]aml B(6v)}

e Finally, it should be noted that for 7 > 0 and P = 0, the LWR model is

obtained.
2.1.5 Discretization of continuum macroscopic models

The original model PDEs cannot be directly computed in digital computers, which
calls for the employment of appropriate numerical schemes. From an engineering
application point of view, the final space-time discretized models should be as
simple as possible and have nice analytical properties (e.g. have an explicit state-
space form, contain continuous and differentiable functions), which would allow
for simple and transparent computation codes, convenient discretization intervals,
short computation times; as well as for direct application of powerful
mathematical methods (e.g. Kalman filtering, optimization, optimal control) ([1],
[5]). Since the original PDEs are largely empirical, it may not be necessary to apply
special effort and employ complex numerical schemes for their accurate
discretization. Instead, an approximate, but explicit and analytical, space-time

discretized model may first be derived from the PDEs; to be used eventually as a
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self-contained modeling tool for practical applications (rather than the original

PDEs).

For the LWR model the most popular numerical solutions include the CTM (Cell
Transmission Model), which was proposed by Daganzo (see[16], [17]) and it is a
discretized (and simplified) version of the LWR model; and the model proposed by
Lebacque [18] who applied the Godunov-scheme to the LWR model. Regarding
the Payne-type models, FREFLO [19] which is a discretized version of Payne
model and METANET ([20], [21]), which is a discretized and enhanced version of

Payne model are the most popular simulation tools.

Within this thesis two macroscopic models (a first-order and a second-order
model) are validated and compared regarding the representation of traffic
conditions at congested freeway off-ramp areas. The selected first-order model is
CTM, while the selected second-order model is METANET. These models fulfill
the simplicity and convenience requirements mentioned earlier: they have a
space-time discrete, explicit, analytical state-space form and allow for convenient
discretization intervals. Hence, it is not surprising that they are by far the most
frequently utilized macroscopic traffic flow models and have been used by
multiple research groups for a variety of traffic engineering tasks, such as
simulation, dynamic traffic assignment, estimation, optimization, optimal control

of freeway (and, for CTM, also of urban road) traffic.

2.1.6 Calibration of macroscopic traffic flow models

As presented in the previous sections, the traffic flow models include a set of
parameters, whose values may differ for different freeway sites and depend on
factors such as the network geometry, the drivers’ behavior at the specific
network, the percentage of trucks, the weather conditions, etc. Thus, before

employing a traffic flow model (either a first- or a higher-order model) in practice,
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it is important to first calibrate it against real traffic data. The calibration
procedure aims to appropriately specify the model parameter values, so that the
representation of the network and traffic flow characteristics is as accurate as the

model structure allows.

Within the vast literature on macroscopic traffic flow modeling, there are
surprisingly few studies addressing or actually conducting model calibration and
validation against real traffic data. In particular, Grewal and Payne [22] identify
the Payne model parameters using traffic data from a microscopic simulator;
Cremer and May [23] propose an extension of Payne model and validate it using
real traffic data from a freeway stretch in California; Helbing [24] calibrates a gas-
kinetic model using traffic data from a Dutch freeway; Sanwal et al. [25] propose
an extension of Papageorgiou model and validate it using data from a freeway
stretch in California; Kotsialos et al. [26] calibrate METANET model for a large-
scale motorway network around Amsterdam; Mufioz et. al. [27] validate the CTM
model for a congested freeway stretch in California; Ngoduy et al. [28]
approximate the Payne model using three different numerical schemes and
validate it with traffic data from a Dutch freeway; Monamy et al. [29] propose a
node model based on the LWR model and calibrate it for a ringroad in Paris;
Ngoduy and Maher [30] calibrate the Treiber model for a motorway stretch in UK;
Poole and Kotsialos [31] validate METANET model for a UK motorway stretch.
Furthermore, there is a very limited number of studies undertaking, in addition to
validation, a comparison of different models. In particular, Cremer and
Papageorgiou [32] validate an improved version of Payne model and compare it
with simplified versions of the new model; Papageorgiou et al. [33] compare three
macroscopic traffic models (one first-order and two second-order models);
Michalopoulos et al. [34] validate and compare five different traffic models — one

first-order model and four second-order models.
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In this thesis, the first-order model CTM and the second order model METANET
are calibrated and compared using real traffic data from a particular freeway
stretch, in Athens, Greece. Chapter 3 contains a detailed description of the utilized
models and the calibration procedure, while the calibration and validation results

are presented in Chapter 4.

2.2 Traffic control measures at congested freeway off-ramp areas

Freeway traffic congestion at saturated off-ramp areas is usually created either due
to the high freeway exit flow, higher than the off-ramp flow capacity; or due to
the spillback of an off-ramp queue into the freeway mainstream. In the latter case,
an off-ramp queue may have been created due to a capacity-reducing
circumstance, e.g. due to a downstream urban traffic light. Traffic congestion
originating from off-ramp areas is a particular, but quite frequent case of
(recurrent) congestion, appearing usually at urban or peri-urban freeways during
peak periods. This kind of congestion is difficult to deal with, since there is no
direct way to control the freeway exit flow; and this is probably the reason why
this frequent traffic flow degradation is rarely addressed in the traffic control

literature.

The methodologies proposed so far either focus on affecting the behavior of the
freeway drivers, e.g. by eliminating the lane changing maneuvers near the off-
ramps; or suggest the increase of the off-ramps’ exit flow; or propose a
combination of the above. In [35], some thoughts are expressed on how to increase
the capacity at congested freeway off-ramp areas via fixed-time or dynamic lane
assignment on the freeway mainstream, according to the drivers’ destinations, by
use of Variable Message Signs (VMS). The potential closure of a congested off-
ramp and drivers’ rerouting through nearby off-ramps is also proposed. In [36] and

[37], it is suggested to ban the lane-changing maneuvers near off-ramp areas, e.g.
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via pavement markings, combined with increasing the off-ramp exit flow when
needed, without though considering the effects to the surface street network. As
noted in [36], sometimes banning lane-changing maneuvers merely results in
shifting the bottleneck to another upstream location where lane-changing
maneuvers are allowed. In [38], it is also suggested to abruptly increase the off-
ramp exit flow when the queue on the off-ramp is about to spill back to the
freeway, admitting that this action may cause problems to the surface street traffic.
In [39], the detouring of a part of vehicles moving on the surface street network is
proposed, in order to enable the increase of the off-ramp’s exit flow, thus
benefiting the freeway users at the expense of surface street users. Finally, in [40] a
two-stage control model is employed that optimize the signal plans on the surface
street network in order to prevent the off-ramp queue spillback into the freeway
mainstream. Note that all the above proposed control measures were demonstrated
using specific case studies and real or hypothetical traffic networks. This fact
indicates that this is a particular type of congestion and different freeway sites may
call for different traffic control measures, depending on the network layout, the
prevailing traffic conditions, the expected drivers compliance, the available traffic
control equipment, etc. As a result, in the field, each situation should be viewed as
a particular case and the available traffic control measures should be adjusted to

the corresponding network characteristics.

Within this thesis two innovative traffic control measures are proposed for cases
where freeway congestion is created due to an over-spilling off-ramp queue. In
particular, Chapter 5 examines two different cases, and suitable traffic control
measures are proposed which aim to avoid the off-ramp queue spill-over and the
resulting mainstream congestion. In the first case the proposed traffic control
measures include various route diversion policies which aim to reroute the drivers
through nearby off-ramps towards the same destination. The second -case

demonstrates the application of a real-time merging traffic control strategy which
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aims to maximize the throughput at the surface street network and at the same
time to prevent the off-ramp queue spill-back into the freeway mainstream and

the resulting mainstream congestion.

39



3 Calibration of Macroscopic Traffic Flow Models

The model calibration procedure aims to appropriately specify the model
parameter values, so that the representation of the network and traffic flow
characteristics is as accurate as the model structure allows. The most common
approach is to minimize the discrepancy between the model’s estimations and the
real traffic data, by use of appropriate optimization tools. In the following, Section
3.1 presents the selected traffic flow models, Section 3.2 describes the model
calibration procedure and Section 3.3 presents suitable optimization methods that

can be employed to solve the parameter estimation problem.

3.1 Selected macroscopic traffic flow models

As indicated in Chapter 2, a first-order model and a second-order model, namely
the CTM and METANET models, are validated and compared regarding the
representation of traffic conditions in a real freeway network. Next sections

provide a detailed description of the models’ equations.
3.1.1 The Cell Transmission Model (CTM)

As mentioned before, the CTM model ([16], [17]) is a discretized and simplified
version of the LWR model. The simplification lies on the fact that a triangular
fundamental diagram is considered, as shown in Figure 3.1. Under CTM, the
freeway is divided into consecutively numbered sections (cells) of length L;, where
i is the section index. Each section may have an on-ramp and off-ramp near its
upstream or downstream boundary, respectively, as shown in Figure 3.2. Time is
also discretized into uniform intervals of duration T, with a discrete time index

k=0,1,2,..,K where K is the time horizon. The state variable for section i is the
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density p;(k), which corresponds to the number of vehicles included in section i
at the time instant kT, which is calculated as follows:

T
pi(k +1) = p;(k) + I [qi—1 (k) — q;(k) + 1;(k) — 5;(k)] (3.1)

This is a conservation-of-vehicles equation, where q; (k) is the traffic flow exiting
section i and entering section i + 1, r;(k) is the traffic flow entering the freeway
section i from an on-ramp and s; (k) is the traffic flow exiting the freeway section
from an off-ramp, and equals to s;(k) = B;(k)q;(k)/[1 — B;(k)] where B;(k) is the

splitting ratio, and 4; is the number of lanes of section i.
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There are three different types of freeway sections, i.e. ordinary sections, merge
sections and diverge sections. In case of ordinary sections, i.e. no on-ramps or off-
ramps are present between two sections, i and i + 1, the flow g;(k) exiting each

section I is estimated as the minimum of two quantities:
q;(k) = min{S;(k), Riy1(k)} 3.2)

where S;(k) = min{vf_ipi(k)li, Qi} is the maximum flow that can be supplied by
section i, during the time interval k and R;, (k) = min{Qi+1, wi+1[pmax,i+1 -
pi+1(k)]/1i+1} is the maximum flow that can be received by section i + 1 over the
same time interval. Moreover, Q; and Q;,, are the flow capacities of sections i and
i + 1, respectively; ppqx,i+1 is the maximum density of section i + 1; and vs; and
Wi;, are the slopes of the free flow and congested portions of the triangular
fundamental diagram at sections i and i + 1, respectively (see Figure 3.1). It should
be noted that, for the purposes of this study, the flow q;(k) is calculated in veh/h,
not in veh/T as in the original equations of Daganzo [16]. Furthermore the
freeway sections may have similar, but not necessarily equal lengths, in contrast to
the original CTM which considers strictly equal length sections, which should

satisfy, for stability reasons, the following relation:
vf,iT < Li (33)
i.e. the sections length must be longer than the free flow distance.

In case of merge sections, i.e. an on-ramp intervenes between two sections, i and
i + 1, there are two cases, one where the downstream section can receive both the
supply flow S;(k) from the upstream section i and the on-ramp demand r;,,(k),
and one where the combined supply flow and on-ramp demand exceed the
maximum receiving flow R;,; (k). For each case, the flow q;(k) exiting section i is

estimated as follows:
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o) ={ S if i) +7is1 (k) < Riga ()
W= max{0, R;,,(k) — 1;.1(k)}, otherwise

(3.4)

In the second case, the total flow entering section i + 1 is equal to R;,4 (k).

Finally, in case of diverge sections, i.e. an off-ramp intervenes between two

sections i and i + 1, then the flow g;(k) exiting section i is given (see also [17]) by:

qi (k) = qitotar (K)[1 — Bi (k)] (3.5)

Riy1(k) R](k)}

3.6
14,00 B: (o) (3.6

Gitotar (k) = min {Si(k),
where @; 1o¢q1 (k) is the total flow exiting section i and R (k) is the maximum flow
that can be received by the off-ramp. In this way, the available space on the off-
ramp is taken into account, and, in case the mainstream flow wishing to exit via
the off-ramp is higher than the available space on the off-ramp, the off-ramp
queue may spill over onto the freeway mainstream and create congestion at
section i. Finally the mean speed v;(k) at every section i, is computed, using the

fundamental relation (2.2), as:

v (k) = Qi torar (k) /pi(K)4; . (3.7)

3.1.2 The METANET model

The METANET model [20] is a discretized and enhanced variation of the Payne
model. As with the previous model, it considers that the freeway is divided into
consecutively numbered sections i, with respective lengths L; (which should also
satisfy (3.3)) and number of lanes A;, as shown in Figure 3.2. Time is also
discretized into uniform intervals of duration T, with a discrete time index

k=0,1,2,..,K where K is the time horizon. The state variables for section i are
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the density p;(k) and the mean speed v;(k) at the time instant kT, which are

calculated according to the following equations:

T
pi(k +1) = p;(k) + I [qi—1 (k) — q; (k) + 1;(k) — s; (k)] (3.8)

T T
vi(k+1) =v(k) + Evi(k) [vie1 (k) —v; (k)] + P [Velp; (k)] — v; (k)]
‘ 3.9
VT [pis1 (k) — p;i (k)] 39)

tLi[p; (k) + k]

where, similar to the previous model, g;(k) is the traffic flow exiting section i and
entering section i + 1, r;(k) is the traffic flow entering the freeway section i from
an on-ramp and s;(k) is the traffic flow exiting the freeway section from an off-
ramp, and equals to s;(k) = B;(k)q;(k)/[1 — B;(k)] where S;(k) is the splitting
ratio. Moreover, T (a time constant), v (an anticipation constant) and x are model
parameters while function V¢[p;(k)] corresponds to the fundamental diagram,

calculated using the following equation:

Velpi(i)] = vy, exp [—1(” " (k)> ] (310

a; pcr,i

where vy ; is the free flow speed, p.,; is the critical density (for which the flow at
section I is maximized) and a; is a further model parameter for section i.
Moreover, the mean speed calculated by the model is truncated if it is below a
minimum value v,,;,,. Papageorgiou [13] proposed two additional terms for more
accurate modeling of merging and lane-drop phenomena. In particular, the impact
on mainstream speed due to an on-ramp merging flow is considered by adding the
term — 8Tr;(k)v;(k)/L;A; [p;(k) + k] at the right hand side of (3.9) for the
merging section, where § is a model parameter. This term is not used if there is a
lane gain downstream of the on-ramp, i.e., if there is a dedicated lane for entering

vehicles. In order to take into account the impact on speed due to intensive lane-
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changing at lane-drop areas, the term — @TAAp;(k)v;(k)* /L;A; per i, is added to
(3.9) for the section immediately upstream of the lane drop, where ¢ is a model

parameter and 44 is the number of dropped lanes.

At bifurcation locations (e.g. off-ramps), a downstream density p;,, (k) is needed
in (3.9) for the section i entering the bifurcation; this density reflects the upstream
influence of the downstream traffic conditions. However, as we have at least two

downstream sections at bifurcations, the following formula was proposed in [20]:

pir1(k) = Z puz(k)/z pu(k) (3.11)

ueo; UEeO;

where p;,, (k) is the virtual density downstream of section i, which is used in
(3.9); and p, (k) is the density of each section downstream of section i, 0; being
the set of exiting sections. The quadratic average used in (3.11) accounts for the
fact that congestion may spill back to a section i from any of its downstream
sections (e.g., in case of spillback from a saturated off-ramp), even if the rest
downstream sections are not congested. Notice that (3.11) does not include any
parameter to be calibrated. Finally, the flow q;(k) exiting section i and entering

section i + 1 is computed, using the fundamental relation (2.2), as:
q; (k) = v; (k) p; (k) A;[1 = B; (k)] (3.12)

As presented above, the traffic flow models include a set of parameters whose
values are unknown (and differ for different freeway sites). Thus, in order to
achieve a fair comparison of the selected models, their optimal parameter values

should be appropriately specified through a calibration exercise.
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3.2 Model calibration procedure

The model parameter calibration (or parameter estimation) procedure aims at
enabling a macroscopic traffic flow model to represent the traffic conditions of a
freeway network with the highest achievable accuracy. The estimation of the
unknown model parameters is not a trivial task, since the system equations are
highly nonlinear in both the parameters and the state variables. Consider that a

macroscopic discrete-time state-space model is described by the following state

equation
x(k + 1) = fx(k), d(k), p] k=01.. K-1 (3.13)
x(0) = xq

where k is the discrete time index; X stands for the state vector, d corresponds to
the external variable (disturbance) vector and p is the model parameter vector. In
particular, the state vector X includes the section densities (and for higher order
models also the mean speeds etc), the external variable (disturbance) vector d
consists of all known boundary conditions such as the network inflows, the
turning rates at bifurcations, and the network downstream densities; and p

includes the unknown model parameters that need to be specified.

If the initial state X is given and the external vector d(k) is known over a time
horizon k=0,1,..,K —1, then the parameter estimation problem can be
formulated as a nonlinear least-squares output error problem which aims at the
minimization of the discrepancy between the model calculations and the real

traffic data by use of the following cost function,

K
Z [y(k) — y™ (k)] (3.14)
k=1

Al

J(p) =
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Figure 3.3 Model calibration procedure.

subject to (3.13); where y(k) = g[x(k)] is the measurable model output vector
(typically consisting of flows and mean speeds at various network locations) and
y™ (k) includes the real measured traffic data (consisting of flows and speeds at the
corresponding network locations). The model parameter values are selected from a
closed admissible region of the parameter space, which may be defined on the
basis of physical considerations and previous experience. The determination of the
optimal parameter set must be performed by means of a suitable nonlinear
programming routine, whereby for each choice of a new parameter vector p, the
value of the performance index (PI) (3.14) may be computed by a simulation run

of the model equations as shown in Figure 3.3.

After the calibration procedure, the resulting traffic flow models must be validated

before their potential use in a real implementation. Model validation aims to
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ensure that the resulting model reflects reliably the traffic characteristic of the
specific network, thus it may reproduce its typical traffic conditions. To this end,
the model is applied to the same freeway site, albeit by using different data for the
disturbance vector d and initial state Xg, than those used for its calibration, and
the model output y is compared to the corresponding real traffic data y™. In other
words, the calibration procedure is carried out using real traffic data from a
specific date, while for the validation procedure traffic data from different dates

are used.

The nonlinear, non-convex least-squares optimization problem of parameter
calibration is known to have multiple local minima (see [30] for an illustration),
and hence gradient-based solution algorithms are not an option. In the
investigations presented in Chapter 4, various global optimization algorithms are
employed, both deterministic and stochastic. Next section, briefly describes all

utilized algorithms.

3.3 Global optimization algorithms

Three derivative-free optimization algorithms are selected to solve the parameter
estimation problem examined within this thesis. In particular, the deterministic
Nelder-Mead algorithm, a stochastic genetic algorithm and the stochastic cross-
entropy method. In the following, the selected algorithms are shortly described

along with their potential advantages and weak points.
3.3.1 Nelder-Mead algorithm

The Nelder-Mead method ([41], [42]) is one of the best known algorithms for
multidimensional unconstrained optimization. The method does not require any
derivative information, which makes it suitable for problems with non-linear,

discontinuous or stochastic cost function.
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The method uses a simplex, i.e. a n-dimensional geometrical shape with n + 1
vertices. Every vertex p;, where i =1,..,n+ 1, corresponds to a potential
solution which in turn corresponds to a cost function value, /(p;). The algorithm
starts with an initial working simplex and then performs a sequence of
transformations aiming at reducing the cost function value at its vertices. In
particular, at each iteration the algorithm orders the simplex’ vertices with respect
to the corresponding cost function values e.g. J(p1) < J(p2) < - < J(Pp41) and
calculates the centroid p, of all vertices excluding the worst vertex p,,,1. Then, it
computes the new working simplex from the current one as follows. First, an
attempt is made to replace only the worst vertex p,,,; with a better point by using
reflection, expansion or contraction. If this succeeds, the accepted point becomes
the new vertex of the working simplex. Otherwise, the algorithm shrinks the
simplex towards the best vertex p,. In this case, n new vertices are computed.
Simplex transformations are controlled by four parameters: { for reflection, y for
contraction, y for expansion and o for shrinkage. Note that there is a low need for
fine-tuning the algorithm parameters since the parameter values proposed in the
original papers seem to work good in a broad number of applications. The above
procedure continues until the working simplex becomes sufficiently small or

when the function values J(p;) are close enough to each other.

In contrast to other direct search methods which call, at each iteration, for
multiple cost function evaluations, Nelder-Mead typically requires only one or
two function evaluations, except when performing the shrinkage transformation
which is, actually, quite rare in practice. As a result, the method typically gives
significant ameliorations of the cost function value quite fast. On the other hand,
in some cases the method may perform a large number of iterations without
significant improvement of the cost function value. To cope with this problem,
restarting the algorithm several times, with reasonably small number of allowed

iterations per each run, may prove helpful. Generally, the evolution of the
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working simplex and the produced best solution are dependent on the initial
working simplex, since the algorithm searches for new points using the vertices of
the working simplex, and this may lead to different paths for different initial
simplexes. Such different evolution paths may or may not lead to the same final
best solution. To face this fact, multiple algorithm runs may be carried out using
different initial vertices for the working simplex and checking the corresponding

obtained solutions.
3.3.2 Genetic algorithms

A genetic algorithm ([43], [44]) is a heuristic search method which belongs to the
larger class of evolutionary algorithms. The genetic algorithm (GA) mimics the
process of biological evolution and uses techniques inspired by natural selection,
mutation and crossover. It is suitable for a variety of optimization problems, in
which the objective function is discontinuous, non-differentiable, stochastic, or

highly nonlinear.

The method uses a population of candidate solutions to an optimization problem
and evolves it towards better solutions. The evolution starts from an initial
population of randomly generated individuals (solutions) which are evaluated
through their respective cost function values (fitness). At each iteration, called
generation, the algorithm selects individuals (parents) from the current generation
and uses them to produce the individuals (offspring) for the next population. To do

so, the GA uses three main types of rules:

o Selection rules select individuals (parents), with probabilities proportional to
their fitness; the selected parents contribute to the population of the next
generation. Some of the individuals in the current population, which have best
fitness, are chosen as elite. These elite individuals are passed directly and

unchanged to the next population.
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e (rossover rules combine (random) couples of parents to form offspring for the

next generation, thus exchanging information between two candidate solutions.

o Mutation rules apply random changes to individual parents, which may

introduce new features (i.e. new parameter space regions) to the population.

Through the stochastic operations of selection, crossover and mutation, the
population "evolves', over successive generations, towards potentially better
solutions, and the algorithm stops when one of the stopping criteria is met, e.g.
when no significant improvement in the cost function value is achieved over
successive iterations (generations), or when the maximum allowed number of

iterations is reached.

The main advantage of GA is its flexibility to search complex solution spaces;
thanks to its stochastic operations, it is less likely to restrict the search to a bad
local minimum area, in contrast to point-to-point movement optimization
techniques. On the other hand, each iteration requires many cost function
evaluations, which increases substantially the computational cost, especially for
problems with a computationally expensive cost function or problems which
require large population size. It is worth noting that, since the evaluation of the
cost function for each individual is independent of all others, the parallelization of
GA is an option. Finally, it is important to tune the algorithm’s parameters, i.e. the
population size, the elite rate, the crossover probability and the mutation rate in
order to find appropriate and efficient settings for the specific problem being

examined.
3.3.3 Cross-entropy method

The cross-entropy method ([45], [46]) is a general Monte-Carlo approach to

combinatorial and continuous multi-extremal optimization and importance
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sampling problems. The method originates from the field of rare event simulation,

where very small probabilities need to be accurately estimated.

The algorithm starts from an initial population of potential solutions generated
using a continuous, usually uniform, distribution hy. At each iteration t, the
solutions are evaluated through the cost function and sorted into ascending order;
and the best % solutions comprise the elite sample. The probability density
function, g, of this elite sample is estimated, e.g. using a Kernel density estimator
as proposed by [30], and the probability distribution of the population is updated

using the equation:

herr = (1—€)he + £g; (3.15)
where ¢ is a smoothing parameter, typically in the range [0.7, 0.9]. The updated
density equation ¢y is used in the next iteration to generate the new random
sample of solutions. The algorithm continues leading, over iterations, to
increasingly more spiked shapes of the population probability distribution; and it
stops when one of the stopping criteria is met, e.g. when the shape of the
probability density function becomes very spiked (i.e. concentrated around the

optimal value) or when the maximum allowed number of iterations is reached.

As with the previous algorithms, the CE method does not require any derivative
information, thus it may be applied to problems where the objective function is
discontinuous, non-differentiable or highly nonlinear. In contrast to other
stochastic methods, the selection of the potential solutions is not a completely
random process, since the utilized distribution is affected by the best solutions of
each iteration. The main disadvantage of the method is that it requires as many
cost function evaluation as the size of the population, resulting in large

computational cost and slow convergence. Again, it is important to tune the
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algorithm’s parameters, i.e. the population size, the elite rate b and the smoothing
parameter ¢ in order to find appropriate and efficient settings for the specific

problem being examined.

The following chapter presents the calibration and validation results of the
selected macroscopic traffic flow models by employing the above optimization

methods.
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4 (Calibration and Validation Results

Two well-known macroscopic traffic flow models, namely the CTM (Cell
Transmission Model) and the METANET model, are validated and compared in
the special, but quite frequently occurring, case where congestion is created due to
saturated freeway off-ramps. In the following sections, Section 4.1 presents the
considered freeway stretch and the utilized traffic data, Section 4.2 describes the
calibration settings for both models and all optimization methods, Section 4.3
displays the calibration results and Section 4.4 includes the sensitivity
investigations and the validation of the resulting models. Finally, Section 4.5

summarizes the results and conclusions of the calibration exercise.

4.1 Freeway test site and real traffic data

The freeway stretch considered in this study is a part of Attiki Odos freeway (34
to 28® km, direction from the Airport to Elefsina) in Athens, Greece. This freeway
stretch includes three on-ramps and three off-ramps, as shown in Figure 4.1.
Figure 4.2 represents the examined freeway stretch in terms of nodes and links.
Each node (NO-NS8) illustrates a bifurcation point or a junction or any location
marking a change of the network geometry; whereas the homogeneous road
stretches between these locations are represented by links (L1-L8). Each network
link is subdivided in model sections of equal length; see for example link L1 which
is divided in 3 sections, with the vertical short lines denoting the section borders.
Using this representation, the network sections are well-defined, and the model
equations presented in Section 3.1 are directly applied to these sections. Moreover,
Figure 4.2 displays the length, number of sections and number of lanes for each
link; the exact location of the on-ramps and off-ramps; as well as the location of

the available detector stations, which are depicted by bullets.
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Figure 4.2 Representation of the considered freeway stretch.

The real traffic data used in this study were provided by ATTIKES DIADROMES
S.A., which is the freeway operating company. In particular, the provided traffic
data includes flow and speed measurements at the corresponding detector station
locations, with a time resolution of 20 seconds, for the time period May-June 2009.
The traffic data analysis showed that, within this particular freeway stretch,

recurrent traffic congestion is formed during the morning peak hours.

Figure 4.3 illustrates the space-time diagram of speed measurements for 4 different
days: 26/05/2009, 16/06/2009, 23/06/2009 and 25/06/2009. It is observed that

congestion is created during 8-10 a.m.; the congestion originates at the 29 km of
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Figure 4.3 Time-space diagram of real speed measurements for 26/05/2009, 16/06/2009,
23/06/2009 and 25/06/2009, for the time period 6-12am.

the freeway stretch and spills back several kilometers upstream, up to the 32" km,

and on some days up to the 33*¢ km.

From Figure 4.2 it may be seen that the congestion creation area is actually a
diverge area, with the off-ramp E-11-1 receiving high exit flow during the
morning peak hours, according to real traffic data. The high exit flow rate, in
combination with the limited capacity of the off-ramp, leads to the creation of

congestion, which propagates upstream for several kilometers on the freeway
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mainstream. The test network and traffic data presented above, are used to
calibrate and validate the selected traffic flow models. It should be noted that the
main criterion for selecting these 4 days was that, during the morning hours 6-12
a.m., no incident and no detector failure occurred at the examined freeway

stretch, which can, of course, not be reproduced by any traffic flow model.

4.2 Calibration settings

The calibration procedure, as presented in Section 3.2, is applied to the CTM and
the METANET models. Both models can readily assume the state-space form of
(3.13) for any freeway network. The state vector x includes: the section densities

in the case of CTM; the section densities and mean speeds in the case of

METANET.

The parameter vector p for the CTM model consists of the free flow speed vy, the
maximum density p,,qy, the congestion wave speed w and the capacity flow Q. It
is important to stress that these parameters are common for all network links, i.e.
one single fundamental diagram was considered for all mainstream sections. Note
that the fundamental diagram is deemed to reflect infrastructure and general
traffic conditions; hence it should be the same for sections with similar
characteristics. Specifying a separate fundamental diagram for each section may
lead to fake results, e.g. when important model parameters, such as capacity or
critical density, are not visible in the local data which may cover only a limited
part of the real fundamental diagram. In any case, calibration tests, where
different fundamental diagrams were considered for each section or group of
sections, did not lead to a considerable improvement of the performance index

compared to the case of one single fundamental diagram for all sections.

In addition to the above, the off-ramps are considered as sections with specific

maximum available space. In particular, the off-ramp E-11-1 (see Figure 4.2) has
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congestion wave speed and maximum density, denoted as W,fsr_rqmp and
Pmax off-ramp> Tespectively, while for the rest off-ramps a high value for the
maximum density was considered, since no congestion originates from these off-

ramps. Based on the above considerations, the parameter vector p; for the CTM

model is P1 = [vf Pmax W Q Pmax _off-ramp Woff—ramp]-

Regarding the METANET model, the parameter vector p consists of the free flow
speed vy, the critical density p., and the parameters a, 7, 1, 6 and ¢ which are
common for all the freeway sections. Thus, one single fundamental diagram is
considered also in this model. Moreover, the model includes two extra parameters
which are known from previous validation exercises to be of minor importance
and are, therefore, given constant values, in order to reduce the dimension of the
parameter vector. In particular, «x is set equal to 10 veh/km/lane and v,,;, is set to

7 km/h. Considering the above, the parameter vector p, for the METANET model

isp,=[v; per a TV 5 9]

The external variable vector d for the CTM model consists of the origin inflows
(mainstream inflow at the network origin and on-ramp inflows (Figure 4.2)),
turning rates at bifurcations (i.e. at the off-ramps), and densities (at the
downstream end of the network and at the considered off-ramps (see again Figure
4.2)); while, in addition, the origin speeds are also needed for the METANET
model. The initial state vector xo includes the initial densities at all network
sections for the CTM model; while in addition to this, the initial speed
measurements for all network sections are also required for the METANET model.
These initial values are estimated as the mean value of the measurements, at the
corresponding detector locations, for the first three minutes of the simulation
period. Finally, for both models, the vectors y and y™ (i.e. the model output and
the real traffic data, respectively), which are utilized for the calculation of the

Performance Index (PI) (see 3.14), include only the speed values at all detector
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locations. This is because traffic densities are difficult to measure directly; on the
other hand, experience from previous validation procedures has shown that the
calculation of reasonably accurate flows is not a major problem for a macroscopic
traffic flow model, since the conservation equation guarantees that, whatever
flows in will eventually flow out; in contrast, it is much more challenging to

correctly model the time evolution of the mean speeds in each section.

Both models were calibrated using real traffic data from 16/06/2009 and a
simulation step 7'=5 sec. Three different optimization methods were employed to
estimate the models’ parameters for the examined freeway stretch; namely, the
deterministic Nelder-Mead algorithm, a stochastic genetic algorithm and the
stochastic cross-entropy method. All simulations were performed using a desktop
computer with 2.4 GHz CPU and 2.0 GB of RAM. The calibration procedure,
including the traffic flow models and the optimization algorithms, has been
programmed in MATLAB (R2010a). It should be noted that, for each utilized
algorithm, various initial calibration tests were carried out using different values
for the algorithms’ parameters, which helped to fine-tune the algorithms
parameters for this particular problem, and these values were used in the
investigations presented in the following sections. In particular, the Nelder-Mead
algorithm was implemented using the following parameters: (=1, y =2, y = -0.5
and o = 0.5. Moreover the utilized termination criteria were the cost function
convergence or the working simplex convergence, with tolerance equal to 0.1 and
the maximum allowed number of iterations which was set equal to 1000. The
genetic algorithm was employed with population size equal to 500, elite rate equal
to 0.01, crossover rate equal to 0.8 and mutation rate equal to 0.1. The utilized
termination criteria were again the cost function convergence and the maximum
allowed number of iterations (generations) which was set equal to 1000. Finally,
the cross-entropy method was applied using population size equal to 500, elite rate

0.05 and smoothing parameter & equal to 0.8. The utilized termination criteria
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were the bandwidth of the kernel estimation function, which was set equal to 0.1
and the maximum allowed number of iterations which was set to 1000. See

Section 3.3 for a description of the algorithms parameters.

4.3 Calibration results

The aim of the current study is to test and compare two macroscopic traffic flow
models in the particular case where recurrent freeway congestion is triggered by a
saturated off-ramp. In order to achieve a fair comparison, the models are first
calibrated, i.e. the optimal parameter values are specified for the examined
freeway test network, using a day’s measured data. The calibration results for each
examined model and the estimated parameter values are presented in the

following sections.

4.3.1 CTM model calibration

Three different optimization methods were employed to calibrate the CTM model.
Figure 4.4 presents the convergence of each utilized algorithm over iterations. It is
observed that all three methods finally converge to a low PI value, i.e. 14.4 for the
Nelder-Mead algorithm, 14.7 for the genetic algorithm and 14.4 for the CE

method.

Table 4-1 presents the performance of all algorithms in terms of various criteria,
i.e. the total number of iterations, total number of cost function evaluations and
computation time. It is shown here, that although the Nelder-Mead algorithm
took a large number of iterations to converge, it actually requires much less cost
function evaluations, 609, compared to the genetic algorithm and the CE method
which needed 36000 and 18500, respectively. As a result, the computation time of
the Nelder-Mead algorithm is considerably lower compared to the other two

algorithms, since it converged in just 0.8 min, in contrast to the other two
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Figure 4.4 CTM model calibration: performance index value over iterations using (a) the

Nelder-Mead algorithm, (b) the genetic algorithm and (c) the cross-entropy method.

methods which required 34.6 min and 19.7 min, respectively. Finally, comparing
the genetic algorithm with the CE method it may be seen that, both algorithms
achieve similar PI values with the CE method being some 15 minutes, faster than

the genetic algorithm.

Each utilized algorithm converged to a different optimal parameter set resulting to
three different models. Table 4-2 presents the optimal parameter values estimated
by each employed method, where Model 1.1 denotes the model produced using
the Nelder-Mead algorithm, Model 1.2 is the model obtained by employing the
genetic algorithm and Model 1.3 is the model resulted by use of the CE method. It
is observed that all three methods estimated the very same value for the free flow
speed, v;, while similar values were estimated for the rest model parameters. Figure

4.5 illustrates the estimated fundamental diagram (FD) (3.2) for the freeway for all
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three obtained models. It is shown here, that the estimated FD is very similar for
all three models. Moreover, it should be noted that all specified optimal parameter
values are reasonably reflecting their respective physical significance, which
indicates that the basic model structure is accordingly suitable to describe real

traffic phenomena.

Figure 4.6 presents the space-time diagram of the real speed measurements for the
calibration date (16/06/2009) and the corresponding speed estimations of all three
produced models. It is observed that the estimations of all three models are very
similar to the real traffic data, thus they are able to reproduce the traffic
conditions of this freeway network for this particular date with high accuracy,
creating the occurring congestion at the right time and place and for the right

duration and extent. In fact, the estimations of all three models are very close to

Table 4-1 CTM model calibration: optimization algorithms’ performance.

Optimization method Iterations Ce(:/satlzl;rt]icotaosn Cgmstz;?itri]c))n
Nelder-Mead algorithm 393 609 0.8
Genetic algorithm 71 36000 34.6
Cross-entropy method 37 18500 19.7

Table 4-2 CTM optimal parameter values estimated by use of different optimization

algorithms.
CTM parameters
Model Y Pmax w Q Pmax_off-ramp Woff ramp
(km/h)  (veh/km/lane) (km/h) (veh/h) (veh/km/lane) (km/h)

lshiz _ 100.4 142.6 26 2273 1263 19.7
(Nelder-Mead algorithm)
i A 1003 148.9 215 2247 1247 21.0
(genetic algorithm)
Model 1.3 100.4 153.8 198 2268 123.5 205
(Cross-entropy method)
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Figure 4.5 CTM model calibration: estimated fundamental diagram (FD) for all three

obtained models.

each other, which is actually expected due to the fact that they include similar

optimal parameter values.

In more detail, Figure 4.7 and Figure 4.8 present the time-series of the real speed
and flow measurements and the corresponding speed and flow estimations of
Model 1.1 at various detector locations. It is shown that congestion originates,
indeed, from the 29* km and propagates upstream up to the 32" km persisting
between 8 and 10 a.m. It should be noted that downstream of the congestion
creation area (29™ km), the model estimates free flow speed (see Figure 4.7), since,
by its very structure, it does not take into account the acceleration of vehicles
exiting the congested freeway area. The corresponding time-series of the speed
and flow estimations of Model 1.2 and Model 1.3 may be found in the Appendix
(Figure A.1 - Figure A.4)
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Figure 4.7 CTM model calibration: time-series of the real speed measurements and Model

1.1 estimation of speed at various detector locations for 16/06/2009.
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4.3.2 METANET model calibration

As with the CTM model, METANET model was calibrated using the same three
optimization methods. Figure 4.9 presents the convergence of each utilized
algorithm over iterations. Again, all three methods finally converge to a low PI
value, i.e. 10.1 for the Nelder-Mead algorithm, 9.8 for the genetic algorithm and
9.9 for the CE method. Table 4-3 presents the performance of all three algorithms
in terms of different criteria. As with the previous model, the Nelder-Mead
algorithm required a large number of iterations to converge, compared to the
other two methods, albeit by requiring much less cost function evaluations, 317,
compared to the genetic algorithm and the CE method that needed 26000 and

42500, respectively, which corresponds to considerably lower computation time;

Nelder-Mead algorithm Genetic algorithm
208 | @ 200 1y
16¢ 1 16
> =,
12 \ 7 Sk
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8 : : : : 8 : ‘ : : :
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Figure 49 METANET model calibration: performance index value over iterations using
(a) the Nelder-Mead algorithm, (b) the genetic algorithm and (c) the cross-entropy

method.
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Table 4-3 METANET model calibration: optimization algorithms’ performance.

Optimization method Iterations Cec\)/sz;[lzt;r:ic(;[:]osn Ct(i)msL(th:itri]()m
Nelder-Mead algorithm 204 317 0.5
Genetic algorithm 51 26000 122.9
Cross-entropy method 85 42500 197.8

Table 4-4 METANET optimal parameter values estimated by use of different optimization

algorithms.
METANET parameters
Model
\/3 Per a T v 0 (]

(km/h)  (veh/km/lane) s) (km¥h) (h/km) (h/km)
Model 2.1
(Nelder-Mead algorithm) 117.8 35.5 1.5 18.6 24.5 1.2 1.1
?Sgr?:t'is'azlgorithm) 118.1 36.2 14 181 211 0.2 15
Model 2.3
(cross-entropy method) 118.8 344 1.5 27.2 33.1 0.5 1.0

just 0.5 min for the Nelder-Mead algorithm while the genetic algorithm and the
CE method needed 122.9 and 197.8 min, respectively. Finally, comparing the
genetic algorithm with the CE method it may be seen that, both algorithms
achieve similar PI values with the genetic algorithm being some 75 minutes, faster

than the CE method.

Table 4-4 presents the three optimal parameter sets estimated by use of the
selected optimization methods. It is observed that all three algorithms estimated
very similar, but not exactly the same, parameter values. Again, the specified
optimal parameter values are reasonably reflecting their respective physical
significance (or have similar values as in previous calibration exercises), which
indicates that the basic model structure is accordingly suitable to describe real

traffic phenomena. Table 4-4 also indicates the very close proximity of,
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Figure 4.10 METANET model calibration: estimated fundamental diagram (FD) for all

three obtained models.

particularly, the optimal parameter values which are involved in the fundamental
diagram (FD) (3.10); Figure 4.10 traces the 3 respective FDs, indicating that they
are virtually identical. It should also be noted that the capacity that corresponds to
the estimated fundamental diagram parameters for all three models is around to
2100 veh/h which is close to the capacity estimated by all three CTM models,
which is about 2250veh/h. Regarding the parameters v and 7, it is known from
previous model validation work (e.g. [13]) that the calibration PI features low
sensitivity around the optimum if the parameters v and 7 are changing values
simultaneously. This is confirmed with the results of Table 4-4, where the ratio v/t
may be calculated to be 1.32, 1.17, 1.22 for the three respective optimization
methods, despite the stronger deviation of the underlying absolute parameter
values. More observations on the sensitivity of the model parameters maybe found

in Section 4.4.

Figure 4.11 displays the space-time diagram of the real speed measurements for
the calibration date (16/06/2009) and the corresponding speed estimations of all
three produced models. It may be seen that all three models are able to reproduce

the traffic phenomena on this freeway stretch, for this particular day, sufficiently.

69



In more detail now, Figure 4.12 and Figure 4.13 present the time-series of the real
speed and flow measurements and the corresponding model estimations, using
Model 2.1. It is observed, in both figures, that the model calculations are very
close to the real traffic data. In addition, METANET is able to reflect more
realistically the vehicle acceleration downstream of the congestion creation area
(29 km), since this model acknowledges the limited acceleration ability of
vehicles (see Figure 4.12). The corresponding time-series of the speed and flow
estimations of Model 2.2 and Model 2.3 may be found in the Appendix (Figure A.5
— Figure A.8).
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Figure 4.11 METANET model calibration: space-time diagrams of measured speeds and the

models’ estimation of speed for 16/06/20009.
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Model 2.1 estimation of speed at various detector locations for 16/06/2009.
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Figure 4.13 METANET model calibration: time-series of the real flow measurements and

Model 2.1 estimation of flow at various detector locations for 16/06/2009.
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4.4 Sensitivity investigations and validation

After performing a model calibration exercise, the produced models should be
tested in terms of effectiveness and robustness. To this end, Section 4.4.1, presents
some sensitivity investigations that were carried out, which aim to identify the
sensitivity of the models to changes at their parameter values. Then, in Section
4.4.2 the models are validated, i.e. are applied to the same network using traffic
data from different days, to ensure that they can reliably reproduce the typical

traffic conditions of the examined freeway site.
4.4.1 Sensitivity investigations

Sensitivity analysis is useful to test how the variation of the model parameter
values may affect the effectiveness of the models. In the following, the sensitivity
investigations for Model 1.1 (CTM) are presented first, followed by the
corresponding investigations for Model 2.1 (METANET).

Figure 4.14 presents the sensitivity diagrams of Model 1.1, in terms of PI value,
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Figure 4.14 CTM model (Model 1.1) sensitivity to changes of the model parameters, in

terms of PI value.
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obtained by changing one parameter at a time, within a feasible range, while
keeping the rest parameter values fixed and equal to the optimal values. As an
example, in the first diagram various simulation runs of Model 1.1 were carried
out using different values of the parameter v;, within the range [80 120], and the
corresponding PI values were obtained while the rest model parameters were kept
equal to their nominal values included in Table 4-2. Figure 4.14 illustrates that the
most sensitive parameters of Model 1.1 are the maximum density at the off-ramp
E-11-1, pmax of f-ramp> and the corresponding congestion wave speed, Wy ff_ramp-
This fact was rather expected as, within this model, a saturated off-ramp may spill-
back and create mainstream congestion thanks to (3.6) which includes these two

parameters.

Extra sensitivity investigations were also carried out by changing two model
parameters at a time while considering the rest parameter values fixed and equal
to the optimal values. In this way, the dependence and correlation between the
model parameters can be observed. Figure 4.15 includes the corresponding
diagrams for all couples of model parameters. As an example, the first diagram of
Figure 4.15 presents the correlation between the congestion wave speed wand the
maximum density p,,q,- It is observed that these two parameters are correlated as
different values of parameter w can lead to equally low PI values as long as the
parameter p,,,, also changes value. Figure 4.15 shows that the most correlated
parameters are the Wy sf_ramp aNd Prax off—ramp @s @ small change to the value
the first parameter requires an immediate change to the value of the second
parameter, so as to maintain the low PI value. Moreover, the parameter Vr does
not seem very sensitive as it may give equally good results for a big range of values
around 100 km/h. Finally, parameter Q) is mostly sensitive to changes of the

parameters Wy _ramp aNd Pmax of f-ramp @S Well as the parameters w and pp,qy-
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Figure 4.15 CTM model (Model 1.1): sensitivity to changes of the model parameters, in

terms of PI value.
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Figure 416 METANET model (Model 2.1): sensitivity to changes of the model

parameter, in terms of PI value.

Similar investigations were carried out using the METANET model (Model 2.1).
Figure 4.16 presents the sensitivity diagrams of Model 2.1, in terms of PI value, for
all model parameters. It is observed that in this model the most sensitive
parameters are the parameters of the fundamental diagram (FD), i.e. the
parameters Vs, P and a. Extra sensitivity investigations between the model
parameters were also carried out for Model 2.1 and Figure 4.17 displays the
obtained results. It is seen here that the parameters of the FD are strongly
correlated thus they are sensitive to small changes in their values. Moreover, it is
observed that the parameters 7 and v are also correlated as well as the parameter 6

with all three FD parameters plus parameter ¢.
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4.4.2 Validation and comparison

The resulting traffic flow models should reflect reliably the traffic characteristics
of the considered network, thus they should be able to reproduce its typical traffic
conditions. In order to test the accuracy and robustness of the produced models,
the models are validated, i.e. are applied using different traffic data sets (from the
same freeway stretch) than the one used for their calibration. To this end, the
models were applied using traffic data from 26/05/2009, 23/06/2009 and
25/06/2009.

Table 4-5 presents the validation results in terms of PI values for all six models and
all utilized traffic data sets. In particular Table 4-5 shows, that all three CTM
models, Model 1.1, Model 1.2 and Model 1.3, achieve an average PI value, over all
dates, equal to 16.1, 16.8 and 16.2, respectively, while all three METANET models
achieve average PI value equal to 10.8. Moreover, Figure 4.18 and Figure 4.19
present the space-time diagrams of the real measured speeds and the
corresponding models’ estimation of speed for all considered dates. It is observed
that all models are able to reproduce the traffic conditions of other days with
sufficient accuracy, creating the congestion at the right time period and for the
right space-time extent; although the CTM models are seen to produce slightly
longer congestion duration for some dates. However all six models achieve low PI

values for both the calibration and the validation dates.
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Table 4-5 Validation results: performance index value for all models and all dates.

Validation results (PI)

Model 16/06/2009  26/05/2009  23/06/2009  25/06/2009 | Average
Model 1.1 14.4 18.9 16.4 14.8 16.1
é Model 1.2 14.7 19.7 16.8 16.3 16.8
Model 1.3 14.4 19.0 16.3 14.9 16.2
= Model 2.1 10.1 12.1 12.4 8.4 10.8
;Zﬂ Model 2.2 9.8 12.3 11.8 9.1 10.8
E Model 2.3 9.9 12.6 12.4 8.3 10.8

Table 4-6 Validation results: performance index value for the whole network and per
network link for the CTM model (Model 1.1) and the METANET model (Model 2.1) for all

investigated dates.

Flow
Validation results (PI)

Model Date RMSE

L1-18 11 L2 L3 L5 L6 L7 L8 | L1-L8

16/06/09 144 107 135 133 145 13.6 169 174 | 7132

26/05/09 189 177 198 225 237 187 188 15.7 | 759.8

23/06/09 164 177 177 181 17.6 162 135 14.6 | 7583

CTM
(Model 1.1)

25/06/09 149 103 132 188 199 174 150 14.7 | 7078

Average 161 141 160 182 189 165 16.1 15.6 | 734.8

16/06/09 10.1 73 120 114 136 124 103 8.1 | 695.2

% g 26/05/09 121 153 147 133 11.8 11.0 9.1 6.9 | 709.6
o
E g 23/06/09 124 139 155 142 143 126 101 7.2 | 7299
25/06/09 8.4 69 96 100 9.1 96 95 6.7 | 684.7
Average 108 108 129 122 122 114 98 7.2 | 7049
Comparison (%) -33 23 -19 -3 -3 -31 -39 -54 -4
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Figure 4.18 CTM model validation: space-time diagrams of measured speeds and the models

estimation for 26/05/2009. 23/06/2009 and 25/06/2009.
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Figure 4.19 METANET model validation: space-time diagrams of measured speeds and the

models’ estimation for 26/05/2009, 23/06/2009 and 25/06/2009.
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In more detail now, Figure 4.20 and Figure 4.21 illustrate the time-series of the
real and estimated speeds of Model 1.1 (CTM) and Model 2.1 (METANET) for one
particular validation date (23/06/2009). It is shown here that both models may
replicate the real traffic conditions of other days with sufficient accuracy. Table
4-6 includes the validation results for Model 1.1 and Model 2.1 with regard to the
achieved PI values, calculated for the whole network and for each freeway link
separately, for the calibration and the validation dates. Note that there are no
available data for link 4; while for links with multiple detector stations, a
corresponding average PI value is displayed in Table 4-6. It is observed that
METANET (Model 2.1) achieves lower PI values comparing to the CTM model
(Model 1.1) for all utilized dates. In particular, it is seen that METANET acquires
lower PI for all freeway links, and, especially, for link L8, where it achieves 54%
lower PI compared to CTM. The main reason for this is that METANET takes into
account the limited acceleration of vehicles downstream of the congestion head;
while CTM predicts free speeds in the areas downstream of the congestion.
Moreover, CTM creates time-longer congestion at links L3, L5 and L6 resulting to
higher average PI values at the corresponding links, 33%, 35% and 31% higher
than METANET. Finally, with respect to link L7, which is the congestion creation
link, METANET is again 39% more accurate than CTM regarding the estimation
of speed. Finally, the last column of Table 4-6 presents the root-mean-square error
(RMSE) for the corresponding flow measurements calculated for the whole
network and for each investigated date. It is shown that both models achieve
similar accuracy in the estimation of flows with METANET being 4% more

accurate than CTM model. Similar results are obtained for the rest traffic models.
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Figure 420 CTM model validation: time-series of the real speed measurements and

Model 1.1 estimation of speed at various detector locations for 23/06/2009.
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Figure 4.21 METANET model validation: time-series of the real speed measurements and

Model 2.1 estimation of speed at various detector locations for 23/06/2009.
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4.5 Conclusions and remarks

Two space-time discrete macroscopic traffic flow models, the first-order model
CTM and the second-order model METANET, were compared regarding the
representation of traffic congestion created due to a saturated freeway off-ramp.
The models were first calibrated using real traffic data from Attiki Odos freeway
in Athens, and by employing three different optimization methods; i.e. the
deterministic Nelder-Mead algorithm, the stochastic genetic algorithm and the
stochastic cross-entropy method. Then, the resulted models were tested in terms
of sensitivity to their parameter values and were also validated and compared

using different traffic data sets from the same freeway site.

The calibration results showed that all three optimization methods estimated
similar parameter values for the CTM and also the METANET model, which
achieve a satisfactory reproduction of the network traffic conditions for the
calibration date. Moreover the sensitivity investigations showed that the CTM
model is sensitive to the parameters related to the characteristics of the saturated
off-ramp while METANET model seems to be more sensitive to the parameters of
the fundamental diagram (FD). Finally, the validation of the CTM and METANET
model indicated that they are both able to reproduce the traffic conditions of this
particular network also for other dates, with METANET model offering a more

accurate representation of the prevailing traffic conditions.

Next chapter presents innovative real-time traffic control measures for cases were

freeway congestion is created due to saturated off-ramps.
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5 Real-Time Traffic Control Measures for Congested

Freeway Off-Ramp Areas

This chapter develops, investigates and demonstrates real-time traffic control
strategies to mitigate the problem of freeway congestion due to saturated off-
ramps. As already indicated in Chapter 2, this is a particular type of congestion
and different freeway sites may call for different traffic control measures,
depending on the network layout, the prevailing traffic conditions, the expected
drivers compliance, the available traffic control equipment etc. As a result each
situation should be viewed as a particular case and the corresponding network
characteristics should be taken into account during the development of traffic

control strategies.

Within this thesis two different cases are examined and suitable real-time traffic
control measures are proposed. In the first case, presented in Section 5.1, it is
considered that freeway congestion is created due to the limited capacity of an off-
ramp which results in the off-ramp queue spill back into the freeway mainstream,
during the peak hours. In this examined case, the application of various route
diversion policies is proposed and demonstrated by use of macroscopic simulation.
In the second case, examined in Section 5.2, recurrent freeway congestion is
created due to congestion on a surface street network which propagates to the
freeway mainstream through a saturated off-ramp. In this examined case, a real
network is simulated by use of microscopic simulation and a real-time merging
traffic control algorithm is proposed that aims to maximize the surface street
network throughput and at the same time to prevent the off-ramp queue spill over

into the freeway mainstream.
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5.1 Case 1;: Real-time route diversion control

This section proposes real-time route diversion policies in cases where recurrent
freeway traffic congestion is created due to a saturated off-ramp. In particular, the
proposed route diversion policies attempt to avoid the off-ramp queue spill-over
onto the freeway mainstream and the resulting freeway congestion by
appropriately re-routing the freeway vehicles through nearby off-ramps towards
the same destination. The proposed route diversion concepts are based on
feedback control laws and are tested for a hypothetical, but quite typical, network
infrastructure and several traffic scenarios by use of macroscopic simulation. Based
on the results of Chapter 4, the METANET model is selected for the simulation
investigations. The obtained simulation results are compared to the case where no
route guidance is applied to the network and reveal interesting features and the

potential for significant improvements.

In particular, Section 5.1.1 presents the proposed route diversion concepts and the
control strategies employed to enable the rerouting decisions. Section 5.1.2
describes the hypothetical network and the traffic conditions considered for the
investigations. Section 5.1.3 presents the simulation results for all investigated
traffic scenarios and, finally, Section 5.1.4 concludes with the main remarks and

finding of the study.

5.1.1 Dynamic route diversion concept

Route guidance systems aim to provide the drivers with information or guidance
related to their route choice decisions in case of non-recurrent events, e.g.
incidents, but also in cases of low-reliability recurrent congestion conditions. For
example, the system may guide, in real-time, the drivers through alternative
routes during maintenance works, as proposed in [47], or in case of incidents as

suggested in [48]. This study investigates the application of route diversion
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measures aiming at avoiding the formation of recurrent freeway congestion due to

an over-spilling off-ramp.

5.1.1.1 Problem description

Consider a freeway stretch and a bifurcation point (such as N1 in Figure 5.1 on
page 96) for two alternative routes, a primary, which is the distance-shorter route,
and a secondary, towards the same destination (e.g. D3 in Figure 5.1). Each
alternative route includes a different freeway off-ramp that a vehicle may use in
order to reach the desired destination. Assuming that the primary-route off-ramp
(e.g. L5 in Figure 5.1) has limited capacity, which is not possible to be increased,
recurrent traffic congestion may appear on the mainstream, during the peak hours,
due to the saturated off-ramp. The concept of this study is to divert a portion of
the vehicles through the secondary route, when and to the extent needed, in order

to protect the saturated off-ramp and avoid mainstream congestion due to queue

spill-back.

Since drivers are free to ignore messages that they perceive incompatible with
their own criteria, the objective of the route guidance system cannot be simply
based on the system-optimal conditions, but must mainly target user-optimal
conditions, i.e. suggest the alternative route only if this route is equivalent or
time-shorter than the primary route. Thus, three different cases arise, depending
on the network topology and traffic conditions. In the first case, the user-optimal
conditions may be achieved before the off-ramp queue spill-over and creation of
mainstream congestion; thus the route guidance system may propose an
alternative route without any disbenefit for the compliant drivers. In the second
case, the user-optimal conditions are achieved only after the off-ramp queue spills
back to the freeway mainstream; thus the route diversion system will have to
consider the expected compliance to the proposed route choice or be based on

mandatory actions, such as temporary off-ramp closures. Finally, in the third case,
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the user-optimal conditions may not be achievable, due to the prevailing traffic
conditions (e.g. congestion) on the surface network. In this case, the expected
compliance of the drivers to the proposed route indications would be low, thus the
route diversion system should decide for the temporary off-ramp closure when
and to the extent needed. In the following sections, all cases are examined and

various real-time route diversion strategies are proposed for each investigated case.

5.1.1.2 Case 1: User-optimal conditions may be achieved before the off-

ramp queue spill-over

As mentioned above, in the first examined case the user-optimal conditions may
be achieved without the creation of mainstream congestion, which means that,
during peak hours, the secondary route becomes time-shorter, before the queue on
the primary-route off-ramp spills back to the mainstream. However, due to the
inherent randomness in the traffic demand patterns and traffic flow behavior,
particularly under saturated traffic conditions, the spill-over phenomenon at a
specific ramp may have low reliability, i.e. occur at different times on different
days, and perhaps even not occur at all on some days. Under these conditions, the
drivers may not be able to make the best route decisions based only on their own
past experiences, but they may need real-time information, e.g. from the route
guidance system. Based on these assumptions, two alternative policies are
proposed, which a route guidance system may utilize in order to divert vehicles
towards competitive routes. The first policy bases its decisions on real-time
estimations of the (reactive) travel time for the two alternative routes; while the
second policy uses the estimated queue length on the primary-route off-ramp as
the pertinent real-time information for deciding on driver diversion. The
corresponding control strategies actually decide on the percentage of vehicles that

should be re-routed, and may convey the information to the drivers either
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through VMS or through vehicle-to-infrastructure communication. The two

policies are described in more detail in the following.

Dynamic route diversion based on reactive travel time estimation

This policy may be utilized, in a potential field implementation, when reasonably
accurate real-time estimations of instantaneous (or reactive) travel times along the
alternative routes are available; this implies the availability of a sufficient number
of detectors or of a sufficient sample of probe vehicles along both alternative
routes. Instantaneous (or reactive) travel time 7(k) is the travel time needed by a
vehicle to drive along the route, if the mean speeds along the route are frozen to
the values they have at time k, which is the time at which the vehicle starts its trip
on the route. At this point, the reader is referred to [49], [50] for more details on
feedback-based route guidance notions that are employed in the following
sections. Feedback route guidance is a simple but efficient method for route
diversion; the dynamics of the corresponding closed-loop system are fast, but may
gradually deteriorate if the involved travel times become excessively long. Related
field applications of feedback-based route guidance may be found in [51], [52],
[53], [54].

For the present application, the splitting rate § € [0, 1], i.e. the percentage of the
drivers that should follow the primary route, may be calculated by a variety of
feedback control strategies. This real-time decision is taken at every period (or
control interval) T (typically equal to 1-6 min), and (k) denotes the splitting rate
to be applied during [kT, (k + 1)T], where k = 1,2, ..., K, is the discrete time
index, and K is the time horizon. The feedback regulators attempt to keep the
travel time difference At(k) on the two alternative routes close to zero; where
At(k) = 15(k) — 1, (k), with 74(k), 7,(k) being the estimated (reactive) travel

times through the secondary and primary route, respectively. Since in this study
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only two alternative routes are considered, the percentage of vehicles that should

follow the secondary route is simply 1 — 3.

There are several ways for implementing the desired splitting rates (k) in
practice. To start with, a first possibility, which does not require any of the
feedback regulators discussed below, is to simply display both estimated travel
times on a VMS, which is positioned just upstream of the bifurcation point;
trusting that the drivers’ routing behavior in view of this information will be
sufficient to equalize the travel times on both alternative routes without further
ado. A second possibility arises if the splitting rate S(k) only takes the values 0
and 1 (as in the bang-bang controller presented below); then the VMS may
explicitly propose the corresponding directions to the drivers. On the other hand,
if the splitting rate (k) can take any value within the range [0,1], then a pulse-
modulation technique may be used; whereby the VMS proposes the main route for
a duration B(k) T of the corresponding period; and the alternative route for the
remaining duration [1- f(k)]7. Finally, if a communication system with the
vehicles is in place, then it is possible to split the vehicles at will, via

corresponding individual messages.

If a bang-bang (or on-off or all-or-nothing) controller is employed, then, at each
control interval k, the splitting rate is calculated as follows

1 if At(k) =0

Bk) = (5.1)

0 otherwise
The main advantage of the bang-bang strategy is its simplicity, since no regulation
parameters need to be specified. However, due to its switching nature, it creates
oscillations of the travel time difference A7(k). Since the amplitude of the
oscillations depends on the control time step, an appropriate trade-off should be

established in particular applications.
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Another feedback strategy, that may be employed, is a PI-type (proportional-
integral) controller, which calculates, at each control interval k, the splitting rate

as follows
(k) = p(k — 1) + Ky[At(k) — At(k — 1)] + K;At(k) (5.2)

The calculated splitting rate £ is truncated if it exceeds the range [0, 1]. The PI-
strategy includes two parameter values that should be specified, K}, and K;; and it
leads to smoother trajectories for the splitting rates and travel time differences

compared to the bang-bang strategy.

Dynamic route diversion based on off-ramp queue length estimation

This policy makes use of real-time estimation of the queue length on the off-ramp
of interest; thus, in contrast to the previous policy, it calls for fewer detector
measurements. Also in this case, the splitting rate f towards the primary route
may be calculated by a variety of feedback control strategies, which attempt to
maintain the estimated queue length on the primary off-ramp, w, close to a pre-
specified level. As for the previous policy, the splitting rate towards the secondary

route is simply calculated as 1 — .

If a bang-bang strategy is employed then, at each control interval %, the splitting
rate fftowards the primary route is calculated as follows

1 if wk)<w

Bk) = (5.3)

0 otherwise
where W is the desired set-point value for the queue length on the primary off-
ramp. In addition to its simplicity (no parameters to be specified), the potential
field implementation of the bang-bang strategy only requires one single detector,
appropriately placed on the off-ramp of interest to reflect the value of the set-
point w . However, as already mentioned, this simple regulator may create
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oscillations in the trajectories of the splitting rates and the off-ramp’s queue length

due to its switching nature.

If the Pl-strategy is applied, the splitting rate  towards the primary route is

calculated, at each control interval k, according to the following equation,
Bk) =Bk = 1) + Kp[w(k — 1) =w(k)] + K;[w — w(k)] (5.4)

Also here, the calculated splitting rate f is truncated if it exceeds the range [0, 1].
As mentioned above, the PI-strategy includes two parameter values to be
specified, K, and K;, and calls for a more accurate real-time estimation of the off-
ramp queue length. The queue length estimation may be obtained via three
appropriately placed detectors according to [55]. The Pl-regulator leads to
smoother trajectories for the calculated splitting rates and the off-ramp’s queue

length compared to the bang-bang strategy.

5.1.1.3 Case 2: User-optimal conditions may be achieved only after the

off-ramp queue spill-over

In this case, the implementation of a route guidance policy that aims to reach user-
optimal conditions, i.e. suggests the alternative route only if this route is
equivalent or time-shorter than the primary route, may not succeed in avoiding
mainstream congestion; thus, two alternative policies are proposed in order to
divert vehicles towards alternative (but time-longer) routes, and avoid the creation
of mainstream congestion. The first policy uses the estimated queue length on the
primary-route off-ramp as the real-time information for deciding on driver
diversion and is, actually, the very same policy described in the previous section.
Although, in this case, the alternative route is time-longer for all selected set-point
values, it is assumed that the expected compliance of the drivers to the rerouting
decisions is not too low, e.g. because the travel time reliability from day to day is

low or the travel time difference between the alternative routes is minor. The
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second proposed policy is based on the assumption that the drivers will not follow
the system’s rerouting suggestions sufficiently; in such cases, a temporary off-ramp
closure (in real time), whenever the off-ramp queue length is about to exceed the
off-ramp bounds, is seen as the only possibility to divert traffic from the critical

off-ramp and avoid queue spill-over onto the freeway mainstream.

Again, all above diversion control policies actually decide on the percentage of
vehicles that should be re-routed and may convey the information to the
concerned drivers either via VMS or via vehicle-to-infrastructure communication.
In the following, only the second route diversion policy is presented, since the

first policy is already described in a previous section.

Dynamic route diversion through temporary off-ramp closures

This policy decides in real time on temporary off-ramp closure, when needed,
specifically whenever the estimated queue length on the primary off-ramp, w,
exceeds a pre-specified value w. Practical possibilities for closing the off-ramp
include moving physical barriers or VMS indication (sufficiently enforced), placed
appropriately at the off-ramp entrance. To facilitate the intended route diversion,
a VMS must also be placed upstream of the alternative off-ramp exit (e.g. upstream
of N1 in Figure 5.1) to alert the concerned drivers about the saturated off-ramp
closure. Note that the actual off-ramp closure should be effectuated with a time
delay, so that concerned drivers who passed the VMS before the closure
announcement, can still exit via the saturated off-ramp; this time delay should be
apparently in the order of the travel time between both off-ramps. A similar time

delay may also be applied while (re-) opening the off-ramp.

Whenever a ramp closure is decided and announced, the concerned drivers (or a
large portion of them) are forced to divert via the alternative route; and this

corresponds to a splitting rate § towards the primary route equal to zero. Thus, the
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impact of this action is fully reflected via a bang-bang feedback strategy (without
the need to consider explicitly the aforementioned switching delay), which
decides, at each control interval k, about the off-ramp opening or closure, thus
determining the splitting rate f as follows:

1 if wk) <w

B(k) = (5.5)

0 otherwise
In addition to its simplicity (no parameters to be specified), the potential field
implementation of the bang-bang strategy only requires one detector,
appropriately placed on the off-ramp of interest to reflect the value of the set-

point .

5.1.1.4 Case 3: User-optimal conditions may not be achieved

In this case, due to the prevailing traffic conditions on the surface network, the
alternative route is, always, the time-longer route. Thus, the application of a route
guidance policy that aims to travel time equalization of the two alternative routes
is not an option. Moreover, a policy that aims to keep the primary off-ramp queue
close to a desired queue level by suggesting the drivers to take the alternative
(time-longer) route will not succeed since, in this case, the expected compliance of
the drivers to the rerouting decisions is very low. Therefore, the most appropriate
measure is the application of temporary off-ramp closures, when and to the extent
needed, in order to avoid the off-ramp queue spill-over and the formation of
mainstream congestion. This policy is, actually, the very same policy presented in

the previous section.

5.1.2 Test network and traffic demand scenarios

A hypothetical, but quite typical, road network (Figure 5.1) is considered to test

and demonstrate the proposed concepts and regulators’ action. The network is
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Figure 5.1 Hypothetical traffic network.

modeled by use of the macroscopic traffic flow simulator METANET, which was
validated successfully in Chapter 4 for a congested freeway off-ramp area. The
hypothetical traffic network is represented through nodes and links, and includes
6 nodes (NO-N5) and 6 links (L1-L6), as shown in Figure 5.1. More specifically,
the network includes a 3-lane and 9 km long freeway stretch (L1-L3), two off-
ramps (L4, L5) of 1 lane and 0.5 km length, and a 1-lane and 4 km long adjacent
surface street (L6). Moreover, the traffic flow enters the simulated network
through two origin links, Ol and O2, and exits the network from three
destinations, D1-D3. The off-ramp L5 is modeled as a store-and-forward link with

constant outflow capacity [20].

All investigated cases, described in Section 5.1.1, consider the same demand profile
for the origin link O1, but different demand profiles for the origin O2, so as to
create the corresponding differences among the three cases. In particular, Figure
5.2(a) presents the considered demand for the first examined case, while Figure
5.2(b) shows the demand profile for the second and third cases. Moreover, in the
first examined case, the adjacent road (L6) is considered as an arterial, with free
flow speed at 90 km/h; while in the second and third cases it is considered as an
urban street with free flow speed at 40 km/h and 28 km/h, respectively. Figure
5.2(c) shows for each network origin the percentage of flow that exits from each
destination and is common for all investigated cases. Moreover, in all cases, it is

considered that the maximum exit flow from the off-ramp L5 is fixed to 520 veh/h
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for the whole simulation horizon, e.g. due to a traffic light placed at the off-ramp’s
exit. Since the timing and appearance of excessive ramp queues in the off-ramp L5
may be stochastic from day to day, it is assumed that all freeway drivers, bound for
destination D3, are using this off-ramp, unless otherwise informed. Under these
conditions, a queue is formed on the off-ramp L5 during the peak hours, which
eventually spills back into the freeway mainstream, creating congestion that
mounts upstream for several kilometers. These simple traffic scenarios reproduce
the three traffic cases described in Section 5.1.1 and enable us to test different
route diversion policies, which aim to guide the drivers through alternative routes
in real time during the rush hours, in order to prevent the formation of
mainstream congestion. In the current investigations, it is assumed that the off-
ramp L4 as well as link L6 may accommodate the diverted traffic flow without

major problems.

The utilized performance indices to compare the proposed policies are the Total

6000-@) ' - —o1l  e000[®) ' T 0o1-
PN —
= =
< 4000 5 4000
Z Z
2 Z
= 2000 2 2000/_;

% 7 % 9 10 1 % 7 8 9 10 11
Time (hours) Time (hours)
100 ‘ ‘
(©) o1
83
75 Bo2

0O-D Rates (%)
L]
=)

= 2
o

D1 D2 D3
Deestinations

Figure 5.2 (a) Traffic demand at origins for Case 1; (b) traffic demand at origins for Case 2

and Case 3; (c) origin-destination rates.
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Time Spent (TTS) in the network in veh-h; and the Total Disbenefit (TD) in veh-h,
which reflects the total vehicle-hours wasted on time-longer routes, and is

calculated, for the node-destination couple (N1,D3), as follows:

TD =

=

[a()B! (k) (x°%! (k) — T (k)] T (5.6)

k=0
where q(k) corresponds to the flow arriving at node N1 that is bound for
destination D3, B!(k) is the percent of flow that is directed to the time-longer
route, T¢%!(k) is the experienced travel time over the time-longer route and

7¢%51 (k) is the experienced travel time over the time-shorter route.
5.1.3 Simulation investigations

As described in Section 5.1.1, this study aims to propose various route diversion
policies in order to prevent the formation of freeway congestion, triggered by an
overspilling off-ramp. To this end, three different cases are examined. In the first
case, the user-optimal conditions may be achieved before the off-ramp queue spill-
over; in the second case the user-optimal conditions are achieved only after the
off-ramp queue spills back into the freeway mainstream; and in the third case the
user-optimal conditions cannot be achieved due to the prevailing conditions on
the alternative route (e.g. the alternative route is very long or congested). In the
following, various route diversion policies are tested and demonstrated for each

investigated case.

5.1.3.1 Case 1: User-optimal conditions may be achieved before the off-

ramp queue spill-over

In this case, the alternative route becomes time-shorter before the queue of the
primary route off-ramp spills back into the freeway mainstream. Thus, the route
guidance system suggests to the drivers the alternative route only if it features

equal or shorter travel time, compared to the primary route. Two route guidance
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Figure 5.3 No route diversion (Case 1.1): Flow and speed measurements over simulation

time.

policies are proposed for this investigated case. The first policy bases its
calculations on real-time estimations of the travel time for the two alternative
routes; while the second one uses the estimated queue length on the primary off-
ramp. To start with, the no-route-guidance case is presented first; followed by the

results obtained for both proposed route diversion policies.

A. No route diversion

In absence of a route diversion indication, all the drivers travelling on the freeway
bound for destination D3, are assumed to exit the freeway from the off-ramp L5,
which belongs to the distance-shorter route, e.g. because a diversion would
represent a risk due to low day-to-day reliability of travel times. Figure 5.3 shows,
for each mainstream freeway link, the (emulated) flow and speed measurements
over the simulation time. It is observed, that, around 7:45 a.m., the flow in the
mainstream link L2 drops abruptly; while at the same time there is also a steep
speed drop occurring at the same link, which propagates upstream to link L1,

without reaching the upstream end of the freeway stretch. Mainstream congestion
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Figure 5.4 No route diversion (Case 1.1): (a) queue length at the primary off-ramp (L5);

and (b) travel time difference for the two alternative routes; over simulation time.

lasts up to around 9:15 a.m.; after which it is dissolved due to lower traffic demand

entering the network from O1 (see Figure 5.2).

Figure 5.4 (a) presents the queue length on the off-ramp L5 over time, and
confirms that a queue is formed around 6:50 a.m., which increases gradually and
eventually reaches, around 7:45 a.m., the maximum vehicle storage capacity of the
off-ramp, which is around 55 veh. After this time, the off-ramp queue spills back
into the mainstream creating congestion. It is also shown here, that around 9:15
a.m. the queue length starts to decrease, which has a prompt positive impact on
the mainstream traffic conditions (see Figure 5.3). Figure 5.4 (b) displays the
reactive travel time difference At of the two alternative routes, as defined in
Section 5.1.1, over simulation time, as well as the experienced travel time
difference. The experienced travel time is the real (simulated) travel time of
vehicles, which becomes known only after the completion of the corresponding
trip. It is observed that the two lines are similar over the whole simulation time.
In particular, Figure 5.4(b), shows that, at the beginning of the simulation, the
primary route is the time-shorter route, up until 7:10 a.m. After this time, the
secondary route becomes the time-shorter, due to the increasing queue on the

primary off-ramp and, eventually, due to the queue spillover and mainstream
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congestion. Finally, the situation changes again, at around 9:40 a.m., when the
queue formed on the off-ramp is gradually decreasing and the primary route
becomes again the time-shorter route. Table 5-1 presents the network
performance in terms of Total Time Spent (TTS) in the network and Total
Disbenefit (TD). These values will be compared to the cases where route diversion

policies are applied.

5.1.3.1.1 Dynamic route diversion based on reactive travel time estimation

According to this policy, the route diversion system calculates the splitting rates
by use of feedback control strategies, which attempt to keep the travel time
difference At (k) on the two alternative routes close to zero. In the following, the
application results are presented, in case that a bang-bang or a PI feedback strategy

is employed.

The bang-bang strategy was tested with a control interval equal to 2 min. Figure
5.5 displays the queue length at the off-ramp L5, the travel time difference of the
two alternative routes and the strategy’s calculated splitting rates towards the
primary route, over simulation time, under the operation of the bang-bang
strategy. It is observed that the strategy manages to maintain the travel time
differences close to zero (see Figure 5.5(b)) via occasional recommendation of the
secondary route for small periods of time; and by doing this, the queue length on

the off-ramp L5 is kept well below the 55 veh, which is its maximum vehicle

Table 5-1 Performance criteria for Case 1.

CASE 1 PERFORMANCE CRITERIA
Route Diversion Policy Feedback Strategy TTS (veh:h) TD(veh-h)
1. No route diversion - 3228 110
2 Route diversion Bang-bang 2462 1.6
) based on travel times Pl 2473 0.1
3 Route diversion Bang-bang 2478 6.1
) based on queue length Pl 2500 13.7
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storage capacity (Figure 5.5 (a)), thus no congestion is created on the freeway
mainstream. An operational inherent disadvantage of the bang-bang strategy is the

visible oscillations of all involved quantities.

Table 5-1 displays the performance of the strategy in terms of TTS and TD. It is
shown that the control strategy achieves 24% reduction of TTS and 98% less
vehicle-hours wasted on time-longer routes, compared to the no route diversion
case. It should be noted that different control intervals may be applied according
to the infrastructure characteristics and the control equipment capabilities, leading

to similar results.
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Figure 5.5 Bang-bang strategy (Case 1.2): (a) queue length at the primary off-ramp (L5);

and (b) travel time difference for the two alternative routes and calculated spitting rate;

over time.
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Figure 5.6 Pl-strategy (Case 1.2): (a) queue length at the primary off-ramp (L5); and (b)

travel time difference for the two alternative routes and calculated splitting rate; over

time.
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The Pl-strategy was employed with a control interval of 2 min and parameter
values K, = 18 min! and K; = 6 min™' (specified via trial-and-error). Figure 5.6(b)
indicates that the strategy succeeds in achieving virtually perfect travel time
equalization on the two alternative routes by appropriately splitting of the
relevant traffic sub-flow; and at the same time maintains the off-ramp queue
length at a low level (Figure 5.6(a)). As expected, the Pl-strategy results in
smoother trajectories for the travel time differences and also for the off-ramp
queue length compared to the bang-bang strategy. Table 5-1 shows that the PI-
strategy achieves 23% reduction of TTS and almost 100% improvement of the TD,
which actually corresponds to the user-optimal conditions. It should be noted
that, also in this case, different control intervals may be applied (albeit with

accordingly modified regulator parameters), leading to similar results.

A question that may arise is how the compliance rate (CR) of the drivers to the
routing instructions may affect the controllers’ operation. To address this issue,
Figure 5.7 and Figure 5.8 reflect the operation of the control strategies considering
various compliance rates, modelled according to [9, 10]. Figure 5.7(a) and Figure
5.8(a) present, for each control strategy, the experienced travel time differences
for the two alternative routes; Figure 5.7(b) and Figure 5.8(b) display the splitting
rate § calculated by each control strategy; and Figure 5.7(c) and Figure 5.8(c) show
the splitting rate that is actually implemented according to the level of the drivers’
compliance; over the simulation time. Note that compliance rate equal to 1
corresponds to the results presented in the previous sections, while compliance
rate equal to zero corresponds to the no-diversion case. It is observed that, thanks
to their feedback character, both control strategies succeed in maintaining the
travel time difference close to zero by automatically adapting their control
decisions to the (unknown) level of drivers’ compliance. Of course, if CR becomes
much smaller, then the reaction of the feedback regulators will be accordingly

slower; and for CR=0, the process becomes literally uncontrollable.
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Figure 5.7 Compliance rate investigation for the bang-bang strategy (Case 1.2): (a) travel

time difference for the two alternative routes; (b) calculated splitting rates; and (c) real
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Figure 5.8 Compliance rate investigation for the PI-strategy (Case 1.2): (a) travel time

difference for the two alternative routes; (b) calculated splitting rates; and (c) real

splitting rates, over time.

5.1.3.1.2 Dynamic route diversion based on off-ramp queue length

estimation
According to this policy, the route guidance system calculates the splitting rates by

use of feedback control strategies, which aim to keep the primary off-ramp’s queue

length at a pre-specified level, so that congestion does not spill back to the
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mainstream. In the following, the application results are presented, in case a bang-

bang or a PI feedback strategy is employed.

Figure 5.9 displays the operation of the bang-bang strategy, for a control interval
equal to 2 min and queue length set-point equal to 25 veh; based on previous
observations, this set-point value is suitable for achieving approximately user-
optimal traffic conditions and is also low enough to prevent spill-over of the off-
ramp queue. Indeed, it is observed that the strategy manages to maintain the off-
ramp queue length close to the set-point value (Figure 5.9(a)), by calculating
appropriate splitting rates (Figure 5.9(a)), thus no congestion is created on the
freeway. Moreover, whenever the strategy decides on rerouting, the secondary
route is indeed time-shorter (Figure 5.9(b)), which means that the compliance rate
of the drivers to the route diversion system decision is expected to be high. The
situation where diverted vehicles have a strictly lower travel time than non-

diverted vehicles, is sometimes called a weak user optimum.

Table 5-1 includes the performance indices of the strategy in terms of TTS and TD.
It is shown that the control strategy achieves 23% reduction of TTS and 94% less
vehicle-hours wasted on time-longer routes compared to the no route diversion
case. Note that in this case the wasted time occurs on the primary route, since
diverted vehicles experience a shorter travel time. It should also be noted that
similar results can be obtained for set-point values from a reasonably wide range,
provided that the queue on the off-ramp does not affect the freeway mainstream,
possibly at the expense of a slight increase of the incurred disbenefit in Table 5-1.
Moreover, different control intervals may be applied with similarly successful

results.
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Figure 5.9 Bang-bang strategy (Case 1.3): (a) queue length at the primary off-ramp (L5)

and calculated splitting rate; and (b) travel time difference for the two alternative routes;

over time.
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Figure 5.10 PI-strategy (Case 1.3): (a) queue length at the off-ramp (L5) and calculated

splitting rate; and (b) travel time difference for the two alternative routes; over time.

The Pl-strategy is tested for a control interval equal to 2 min, and parameter
values K;, = 0.02 veh and K; = 0.005 veh™! (specified via trial-and-error). Figure
5.10(a) presents the operation of the PI-strategy which aims to maintain the queue
length at the off-ramp L5 close to the set-point value w = 25 veh. It is observed
that the controller manages to keep the queue length close to the desired value
(Figure 5.10(a)) by calculating proper splitting rates for the two alternative routes
(Figure 5.10(a)). It should be mentioned that the drivers that are rerouted through
the secondary route, experience shorter travel times (Figure 5.10(b)) (weak user

optimum), thus the compliance level is expected to be high. Similar results can be
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obtained for different control intervals and various set-point values, provided the
queue on the off-ramp does not affect the freeway mainstream. As expected, the
operation of the Pl-strategy leads to smoother traffic conditions on the off-ramp
L5 compared to the implementation of the bang-bang strategy. Table 5-1 includes
the performance indices for the Pl-strategy, which achieves 22% reduction of the
TTS and 87% improvement of the TD, compared to the no route diversion case.

Again, the wasted time occurs on the primary route.

Figure 5.11 and Figure 5.12 present the controllers’ operation considering various
drivers’ compliance levels to the route diversion system recommendations. It is
observed that both strategies succeed in maintaining the off-ramp queue length
close to the set-point value (Figure 5.11(a), Figure 5.12(a)), thanks to their
feedback nature, by automatically adapting their decisions to the (unknown)

compliance of the drivers (Figure 5.11(b), Figure 5.12(b)).

5.1.3.2 Case 2: User-optimal conditions may be achieved only after off-

ramp queue spill-over

In this case, the network geometry and traffic conditions lead to user-optimal
conditions, i.e. equal travel time for the two alternative routes, only after the off-
ramp queue spills back into the mainstream. Thus a route guidance policy that
proposes alternative routes based on shorter travel times will result in mainstream
congestion. In the following, first the no route diversion case is addressed,
followed by the application results of the two route diversion policies presented in

Section 5.1.1.

A. No route diversion
As in the first examined case, if no route diversion is applied, all freeway drivers
bound for destination D3, exit the freeway from the off-ramp L5, which belongs to

the distance-shorter route. Since both investigated cases consider the same
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Figure 5.12 Compliance rate investigation for the Pl-strategy (Case 1.3): (a) queue length
at the primary off-ramp (L5); (b) calculated splitting rates; and (c) real splitting rates; over

time.

freeway and primary off-ramp conditions, the (emulated) flow and speed

measurements over the simulation time for the mainstream links are exactly the

same (as presented in Figure 5.3).

Figure 5.13(a) displays the queue length on the off-ramp L5 over time, and Figure
5.13(b) depicts the reactive and experienced travel time differences for the two

alternative routes. It is seen that the off-ramp queue exceeds the off-ramp bounds
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Figure 5.13 No route diversion (Case 2.1): (a) queue length at the primary off-ramp (L5);

and (b) travel time difference for the two alternative routes; over time.
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Figure 5.14 PI-strategy (Case 2.2): (a) queue length at the off-ramp (L5); and (b) travel

time differences for the two alternative routes and calculated splitting rate; over time.

between 7:45 a.m. and 9:15 a.m., triggering mainstream congestion. Moreover, the
equalization of travel time (4t = 0) for the two alternative routes is achieved
around 7:45 a.m., by which time the off-ramp queue has entered into the freeway
mainstream. Table 5-2 presents the TTS in the network and the TD. These values

will be compared to the cases where route diversion policies are applied.

5.1.3.2.1 Dynamic route diversion based on reactive travel time estimation

This policy calculates the splitting rates by use of a feedback control strategy,
which aims at the equalization of the (reactive) travel time (47 = 0) on the two
alternative routes. This means that the utilized strategy decides on rerouting only

if the secondary route is competitive. The reported application results are obtained

109



with the Pl-strategy, using a control interval of 2 min, and parameter values
K, = 8 min' and K; = 2 min"!. While the strategy manages to maintain 47(k)
close to zero, as indicated in Figure 5.14(b), by calculating appropriate splitting
rates towards the primary route (Figure 5.14(b)), the off-ramp queue exceeds the
maximum storage capacity (see Figure 5.14(a)), leading to mainstream congestion,
which is, though, restricted to link L2 (compare Figure 5.3 and Figure 5.15). Table
5-2 shows that this policy achieves 16% reduction of TTS and 99% improvement
of TD compared to the no route diversion case. It should be noted that different
control intervals may be applied (albeit with accordingly modified regulator
parameters), leading to similar results. Moreover, a bang-bang feedback regulator,

instead of the PI-regulator, may also be utilized.

5.1.3.2.2 Dynamic route diversion based on off-ramp queue length
estimation

According to this policy, the route diversion system calculates the splitting rates

by use of a feedback control strategy, which aims to keep the primary off-ramp

queue length at a pre-specified level, such that congestion does not spill back to

the mainstream. Due to the network and traffic characteristics considered, this

policy may actually divert the vehicles to time-longer routes, in order to prevent

Table 5-2 Performance criteria for Case 2.

CASE 2 PERFORMANCE CRITERIA
. . . Feedback
Route Diversion Policy e TTS (veh-h) TD (veh-h)
1. No route diversion - 3637 343

Route di ]
% oute dversion PI 3044 0.4
based on travel times

Route diversion
3. PI 2927 59
based on queue length

Route diversion through

temporary off-ramp closures Eetoy 2916 8.3
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Figure 5.15 Route diversion (Case 2.2): Flow and speed measurements over simulation

time.

the formation of mainstream congestion. Since the drivers are free to ignore the
route indications, this policy may be applied in the field if the drivers compliance
is expected to be at reasonable levels, e.g. because the travel time difference
between the alternative routes is minor; or because the exact traffic conditions are

not known to the drivers due to low reliability from day to day.

In the following, the application results are presented in case a PI feedback
strategy is employed with a control interval equal to 2 min and parameter values
K, = 0.02 veh! and K; = 0.05 veh™. Figure 5.16(a) reflects the operation of the
PI-strategy which manages to maintain the queue length at the off-ramp L5 close
to the set-point value W = 25 veh, by calculating appropriate splitting rates
towards the primary route (Figure 5.16(a)). Figure 5.16(b) shows that the drivers
that are rerouted through the secondary route, experience longer travel time,
actually some 4 min longer than on the primary route. Similar results can be
obtained for different control intervals and various set-point values, provided the

queue on the off-ramp does not affect the freeway mainstream. Note that an
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Figure 5.16 PI-strategy (Case 2.3): (a) queue length at the primary off-ramp (L5) and

calculated splitting rate; and (b) travel time difference for the two alternative routes; over

time.

40
(b)

o o0

O
Splt. Rates
(Calculated)
c o
P
oo | . o0 - 1

1
(€)

o o
N S0

=
Splt. Rates
(Real)

0 ‘ . _ .
8 9 7

Time (hours) Time (hours)

—CR=1 CR=0.8 =—CR=0.6
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increase of the queue length set-point would decrease the travel time difference
among the two alternative routes. Finally, a bang-bang feedback regulator, instead
of the PI-regulator, may also be utilized. Table 5-2 includes the performance
indices for the queue control strategy, which achieves 20% reduction of the TTS

and 83% improvement of the TD compared to the no route diversion case.

Regarding the influence of the compliance rate (CR) of the drivers to the
controller’s recommendations, Figure 5.17 reflects the operation of the queue

control strategy considering various compliance rates. Figure 5.17(a) presents the
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off-ramp queue length on the off-ramp L5, Figure 5.17(b) displays the splitting
rates 8 calculated by the control strategy, and Figure 5.17(c) shows the splitting
rate that is actually implemented according to the level of the drivers’ compliance,
over the simulation time. Note that compliance rate equal to 1 corresponds to the
results presented above. It is observed that, thanks to its feedback character, the
control strategy succeeds in maintaining the off-ramp queue length close to the
set-point value (Figure 5.17(a)), by automatically adapting its decisions to the

(unknown) compliance of the drivers (Figure 5.17(b)).

5.1.3.2.3 Dynamic route diversion through temporary off-ramp closures

This policy considers that the drivers will not be eager to follow a time-longer
route in order to benefit the rest of freeway users, thus a mandatory action, i.e. the
off-ramp closure, must be applied. For this purpose, the feedback bang-bang
strategy is employed with a control interval equal to 2 min. Figure 5.18(a)
demonstrates the operation of the bang-bang strategy which decides for the
primary-route off-ramp closure whenever the off-ramp queue exceeds the desired
set-point value W = 25 veh. Figure 5.18(b) indicates that the secondary route is
indeed the time-longer route for the whole simulation horizon; and that the travel

time difference among the two alternative routes is comparable with Figure
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Figure 5.18 Bang-bang strategy (Case 2.4): (a) queue length at the primary off-ramp (L5)

and calculated splitting rate; and (b) travel time difference for the two alternative routes;

over time.
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5.18(b). It should be noted that similar results can be obtained for different control
intervals and various set-point values, provided the queue on the off-ramp does

not affect the freeway mainstream.

Table 5-2 includes the performance indices for the bang-bang strategy, which
achieves 20% reduction of the TTS and 76% improvement of the TD compared to
the no route diversion case. Note that, although, in both strategies, a portion of
drivers is diverted through a time-longer route, in practice it would not be every
day that the same drivers will be proposed a diversion. Moreover, the driver delay
would be much higher in absence of the route diversion system due to the

formation of heavy mainstream congestion.

5.1.3.3 Case 3: User-optimal conditions cannot be achieved

In this case, due to the prevailing traffic conditions, the alternative route is always
the time-longer route, even during the peak hours, hence the expected drivers’
compliance to the re-routing indications would be very low. Therefore, the route
diversion system should be based on mandatory actions, i.e. temporary off-ramp
closures, in order to prevent the off-ramp queue spill-over and the formation of
mainstream congestion. In the following, first the no route diversion case is
presented, followed by the results obtained for the proposed route diversion policy

described in Section 5.1.1.

A. No route diversion

As in the previous cases, if no route diversion is applied, congestion is created in
the freeway mainstream, during the peak hours, as shown in Figure 5.3, due to the
primary off-ramp queue spill-over (see Figure 5.19(a)). Figure 5.19(b) shows that,
in this investigated case, the alternative route is the time-longer route throughout

the simulation (At > 0). Table 5-3 displays the TTS in the network and the TD
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criterion, which is equal to zero since all drivers bound for destination D3, exit the

freeway from the primary off-ramp which is always the time-shorter route.

5.1.3.3.1 Dynamic route diversion through temporary off-ramp closures

Considering that in this case, the expected compliance of the drivers to the
rerouting indications would be very low, the route diversion system should be
based on mandatory actions, i.e. temporary off-ramp closures when and to the
extent needed. For this purpose, the bang-bang feedback strategy is employed
with a control interval equal to 2 min. Figure 5.20(a) shows the operation of the
bang-bang strategy which decides for the primary-route off-ramp closure

whenever the off-ramp queue exceeds the desired set-point value w = 25 veh.

The diverted vehicles will experience about 9 min longer travel time compared to
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Figure 5.19 No route diversion (Case 3.1): (a) queue length at the primary off-ramp (L5);

and (b) travel time difference for the two alternative routes; over simulation time.

Table 5-3 Performance criteria for Case 3.

CASE 3 PERFORMANCE CRITERIA
Crymra] : Feedback
Route Diversion Policy Strategy TTS (veh-h) TD (veh:h)
1. No route diversion - 3979 0
2 Route diversion through temporary i By 3263 145
off-ramp closures
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Figure 5.20 Bang-bang strategy (Case 3.2): (a) queue length at the primary off-ramp (L5)
and calculated splitting rate; and (b) travel time difference for the two alternative routes;

over time.

the non-diverted vehicles (see Figure 5.20(b)). Again, similar results can be
obtained for different control intervals and various set-point values, provided the
off-ramp does not affect the freeway mainstream. Table 5-3 includes the
performance indices for the bang-bang strategy, which achieves 18% reduction of
the TTS and 14.5 veh-h wasted on time-longer routes compared to the no control

case.
5.1.4 Conclusions

Section 5.1 proposes various route diversion policies that aim to prevent recurrent
freeway congestion which is triggered by a saturated off-ramp. The proposed
policies employ simple but efficient feedback laws and attempt to reroute the
drivers, who would typically exit from the saturated off-ramp, through alternative
routes, in order to avoid the off-ramp spill-over and the resulting mainstream
congestion. In particular, three different traffic cases are examined for a given
typical network topology. In the first case, the user-optimal conditions may be
achieved without off-ramp queue spill-over and creation of mainstream
congestion; thus the route guidance system may propose an alternative route

without any disbenefit for the compliant drivers. In the second case, the user-
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optimal conditions may be achieved only after the off-ramp queue spills back to
the freeway mainstream; thus the route diversion system will have to assume
sufficient compliance to the proposed route choice; or be based on mandatory
actions, such as temporary off-ramp closures. Finally, in the third examined case,
the user-optimal conditions cannot be achieved, due to the traffic conditions on
the alternative route, thus the route diversion system should decide for the
temporary off-ramp closure, when and to the extent needed, in order to prevent
the formation of mainstream congestion. The simulation results showed that, in all
investigated cases, the proposed policies succeed in maintaining the off-ramp
queue length within the off-ramp bounds, thus improving the traffic conditions on
the freeway mainstream substantially, compared to the case that no route

diversion is applied to the network.

5.2 Case 2: Real-time merging traffic control

This section presents a real-time merging traffic control algorithm to mitigate the
problem of freeway congestion due to an over-spilling off-ramp. The proposed
control algorithm aims at maximizing the surface street merge area outflow and at
the same time preventing the off-ramp queue spill-over into the freeway
mainstream and the resulting freeway congestion. The potential benefits obtained
by the application of the proposed control concept are demonstrated by use of
microscopic simulation applied to a real freeway network where recurrent traffic

congestion is created due to an over-spilling off-ramp.
5.2.1 Real-time merging traffic control concept

Real-time merging traffic control aims at improving the traffic conditions at a
merge bottleneck by appropriately regulating the inflows to a merge area with
limited capacity. In the past, merging traffic control has been successfully used in

the form for ramp-metering ([56], [57], [58]), but it has also been proposed for
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mainline metering, e.g. at freeway toll-plaza and work-zone areas ([59], [60]), as
well as at other types of freeway bottlenecks [61]. In this study, merging traffic
control is proposed to face the problem of freeway congestion triggered by a
saturated off-ramp which merges with a parallel arterial. In the following sections,
the problem examined is described first, followed by the description of the

proposed control concept.
5.2.1.1 Problem description

Consider a freeway stretch, as presented in Figure 5.21, with an off-ramp flow
exiting to a surface street network. This exiting flow q,rr merges with the flow
moving on the surface street network, g4, in the merge area. The merge area is a
potential bottleneck location, which may be activated during the peak period; the
congestion created on the surface street, may spill back into the freeway
mainstream through the saturated off-ramp (see Figure 5.22). The outlined

situation is actually appearing in real networks, e.g. as reported in [39].
The merge area may be a bottleneck location due to a number of reasons:

e High arriving demand (including the surface street and the off-ramp
demand).

e Infrastructure layout, e.g. lane drop.

e Strong weaving of traffic streams.

e Downstream urban traffic lights.

e Other capacity reducing events, such as incidents.

Figure 5.23 displays a typical flow-density diagram for a merge area, also known as
the Fundamental Diagram (FD), where g, is the exit flow from the merge area
and N is the number of vehicles included in the merge area. As long as the total
arriving merging flow, q,¢s plus g, is lower than the flow capacity of the merge

area, (.qp, the merging efficiency is satisfactory and there is no need for external
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Figure 5.22 Congestion at the surface street network spilling back to the freeway

mainstream through the saturated off-ramp.

intervention. If the total arriving merging flow reaches or exceeds the capacity of
the merging area, i.e. N increases beyond N,,, congestion is created in the merge
area and the exiting flow is reduced to lower values, Q., where Q 4, — Q. is the
capacity drop due to congestion. Several empirical investigations with real traffic
data ([62], [63]) indicate that the reduced outflow Q. may be 5-20% lower than
the nominal capacity, Q4. leading to a corresponding serious degradation of the

road infrastructure and increased delays.

This study proposes a framework for real-time merging traffic control, which aims

to maximize the surface street merge area outflow, prevent the off-ramp queue
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spillback into the freeway mainstream and, consequently, also the formation of
congestion on the freeway mainstream. The proposed control concept is based on
the general real-time merging traffic control framework presented in a previous
work [59] and tested for toll-plaza and work-zone areas. In this study, the general
merging traffic control concept is combined with queue management techniques
and is applied, through microscopic simulation, to a real traffic network where
recurrent traffic congestion is created on the freeway mainstream due to an over-

spilling off-ramp queue.
5.2.1.2 Traffic control algorithm

As indicated above, the aim of the proposed control concept is to maximize the
surface street merge area outflow and prevent the off-ramp queue spill-over into
the freeway mainstream. To this end, two control strategies are employed, the
ALINEA feedback strategy and the Queue Override strategy which are described

in the following sections.

ALINEA control strategy

ALINEA ([62], [63]) is a well-known feedback control strategy that has been
successfully applied to many ramp-metering installations and has, also, been
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Figure 5.24 Illustration of ALINEA strategy operation.

proposed for mainstream merging traffic control, e.g. at toll-plaza and work-zone
areas ([59], [60]). Figure 5.24 illustrates the operation of the ALINEA strategy. In
particular, at every period (or control interval) T,, ALINEA receives real-time
measurements of the number of vehicles NV (or occupancy measurements o)
collected from the merge area and calculates the total flow that should enter in the
merge area so that N = N, (or 0 = 0,) is maintained, thus maximizing the merge

area outflow (see also Figure 5.23).

In this study, an extension of ALINEA is utilized; in particular, a proportional-

integral (PI-type) regulator is used [66] which reads:
Gar(k) = q4(k —1) — Kp[N(k) = N(k — 1)] + K, [N - N(k)] (5.7)

where k = 1,2, ..., is the discrete time index; q,; (k) is the controlled entering flow
(in veh/h) in the merge area to be implemented during the new period k; Kp > 0

and K; > 0 denote the regulator parameters for the proportional and integral
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terms, respectively; N(k) and N(k — 1) are the number of vehicles in the merge
area at time kT, and (k — 1)T,, respectively; and N is a set (desired) value for the
number of vehicles in the merge area, which may be set equal to the critical value
N,,, mentioned earlier, for maximum throughput. Note that the same equation can
be used if the occupancy percentage o is measured instead of the number of
vehicles V. The calculated q,; (k) is eventually truncated if it exceeds the range
[Gmin» Qmax]> Where qpqy is the capacity of the controlled lanes and g, is a
minimum admissible flow value. In a potential field implementation, the
estimation of the number of vehicles /Vin the merge area may be carried out by
use of ordinary loop detectors placed at appropriate positions [55]. Alternatively,
the occupancy measurements o, may be obtained from detectors placed at or
upstream from the location where serious vehicle decelerations (congestion)

appear first.

As presented above, at every control interval, ALINEA delivers the total flow q
to be implemented at the exit of the controlled lanes using appropriate control
devices, e.g. traffic lights (see Figure 5.24). The question that arises is how this
total flow should be distributed among the individual controlled lanes. There is no
unique answer to this question, and the decision on the flow distribution policy
may depend on both the infrastructure and demand characteristics and specific
pursued control goals. In the investigated infrastructure, the ALINEA flow order is

equally distributed among the surface street and off-ramp controlled lanes.

Queue Override strategy

Since the arriving demand exceeds the bottleneck capacity during the peak
periods, the application of ALINEA may lead to the formation of queues at the
controlled lanes. In order to avoid over-long queues, a Queue Override strategy
may be employed that overrides the flow control decisions when and to the extent

needed. Figure 5.25 presents the operation of the Queue Override strategy for the
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investigated implementation. Specifically, at every control interval T, , the
activation of the Queue Override strategy is decided based on occupancy
measurements from a detector located close to the upstream end of the off-ramp.
If the measured occupancy o0,rr(k) exceeds a pre-specified threshold, o, the
queue override exit flow, g0 (k), is set to a pre-specified high flow value, qyyer;
otherwise, the queue override exit flow is set to zero. This leads to

Qover » if Off(k) > O¢p
k) = { 5.8
qQO( ) 0, otherwise. (8)

In the current investigation, the Queue Override policy is only applied at the off-
ramp controlled lanes and aims to prevent the off-ramp queue spill-back into the
freeway mainstream and the creation of mainstream congestion. However, under a
different policy, the application of queue management could also be decided for
the surface street controlled lanes, in order to avoid over-long queues that could
affect the upstream urban network. Moreover, instead of the Queue Override

strategy, other queue management techniques could also be applied [56].
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Final flow decision

Based on the decisions of the employed control strategies, the final flows to be
implemented during the next control interval at the controlled lanes of the surface

street, qsr(k), and the off-ramp, g, (k), are calculated as follows:

srf (k) = qaL (k)lsrf/ltotal (5.9)
_ qaL(B)off
Qorr (k) = max{ Ty 10O (k) } (5.10)

where A, s and 4,55 are the number of controlled lanes at the surface street and
the off-ramp, respectively, while A;,¢4; is the total number of controlled lanes.
Note that, as long as the occupancy, 0,¢f, is below the threshold o4y, the total
flow, qsrf plus q,ff, ordered for implementation, is equal to the ALINEA flow
order q4;,; while, when the occupancy o,sf exceeds the threshold o, i.e. the
Queue Override strategy is activated, the total flow ordered for implementation is
higher than the ALINEA flow order, leading to a temporary increase of the
number of vehicles in the merge area, given of course sufficient arriving demand.
However, thanks to the feedback operation of ALINEA, the increase of the
number of vehicles in the merge area is immediately detected, and ALINEA adapts

its control decisions so that Vis maintained close to the set-point N.

Translation of control decisions

The above calculated flows are implemented via appropriate operation of the
control devices, i.e. traffic lights, located at the surface street and the off-ramp,
upstream of the merge area, as shown in Figure 5.24. There are different possible
metering policies to translate the flow decisions of the control algorithm into
corresponding traffic light settings; e.g. one-car-per-green, n-cars-per-green, full
traffic cycle, discrete release rates etc., see [67] for an overview. A full traffic cycle
policy is employed here so as to maximize the resulting flow capacity of the traffic
light, and also because it is more appropriate for urban street traffic lights. In
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particular, for a fixed traffic cycle T, the final flow to be implemented at each
traffic light, is translated into a corresponding green phase duration Ggr and G,

(in s), respectively, via the following equations

Gsrf(k) = QSrf(k)Tc/SsrfAsrf (5.11)
Gorr(K) = Qo (KT /Sorrdofs (5.12)

where Sg,.r and S,¢5 (in veh/h) are the saturation flows (by lane) of the surface
street and the off-ramp, respectively. Finally, the calculated green phase durations

are truncated if they exceed pre-specified bounds [Gnin, Graxl-
5.2.2 Network description and traffic demand pattern

The utilized network is a part of the Autopista Central and the adjacent surface
street network, in Santiago, Chile, as presented in Figure 5.26. Based on the
analysis of Gunther et al. [39], during the morning peak hours, congestion is
created on the surface street network which propagates to the freeway mainstream
through the saturated off-ramp. More specifically, the reason for congestion is the
limited capacity of the surface street merge section, which may not accommodate
both the freeway off-ramp exit flow and the surface street demand during the
peak periods. Moreover, strong lane-changing maneuvers (weaving) are observed
in the merge area as the majority of vehicles exiting the freeway wish to turn right
at the junction located downstream of the merge area; while most of the vehicles
moving on the surface street wish to turn left or go straight to access the freeway

further downstream.

This real freeway stretch is utilized to test and demonstrate the application of the
proposed traffic control algorithm, by use of microscopic simulation. Figure 5.27
presents the simulated network within the AIMSUN simulator [68]. The total
length of the simulated freeway stretch is about 7 km, while the simulated surface
street network is about 1.52 km and they are both sufficiently long to
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Figure 5.26 Examined freeway stretch, in Santiago, Chile.

accommodate any forming queue length. In order to collect real-time
measurements, for control and monitoring purposes, detectors have been placed at

several locations of the simulated network.

The utilized traffic demand scenario is stochastic. Figure 5.28 shows the
considered average demand, which lasts for about 2.5 hours. In particular, the
freeway traffic demand is trapezoidal, with maximum average flow at 4000 veh/h.
The off-ramp demand, i.e. the portion of traffic flow that exits the freeway
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through the off-ramp, is also trapezoidal with maximum average flow at 1500
veh/h, while the surface street traffic demand is constant for the whole simulation
time, and equal to 1600 veh/h on average. Note that the above utilized maximum
average values are similar to the corresponding real traffic demand, appearing
during the morning peak hours, as presented in [39]. Moreover, for simplification,
the surface street demand is entering the network only from the upstream end of
the primary road, while no flow is introduced from the two secondary roads (see

Figure 5.26).

The simulated traffic demand includes two vehicle types, i.e. cars and trucks. The
trucks represent an average of 2% of the total freeway traffic demand, while 5% of

trucks are included in the surface street traffic demand. The selected traffic
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Figure 5.28 Average traffic demand at the examined network.

demand mimics the real traffic conditions, creating congestion on the surface
street network, during the peak hours, which propagates to the freeway
mainstream, and enables us to test the proposed control concept and demonstrate

the potential benefits of its application.
5.2.3 Simulation investigations

The described infrastructure and traffic demand scenario were simulated by use of
the microscopic simulator AIMSUN v.8.0, using a simulation step T =1s.
AIMSUN is a stochastic simulator, thus different simulation runs (replications),
with different random seeds, may produce quite different results. To address this
issue, 10 replications were carried out for each examined scenario, and the
obtained results are presented here below. In the following, the no-control case is

presented first, followed by the results of the proposed control algorithm.
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Figure 5.29 No control case: (a) network top view (b) off-ramp area top view.

5.2.3.1 No control case

In the no-control case, as long as the total arriving demand at the merge area, i.e.
the off-ramp and surface street demand, is low, the vehicles travel through the
merge area without serious problems. When the demand increases (peak period)
beyond the merge area capacity, vehicle merging conflicts are observed, that lead
to vehicle decelerations and formation of congestion; first on the surface street
network; and, soon after, also on the freeway mainstream due to the off-ramp

queue spill-back, see Figure 5.29.

Figure 5.30(a) presents the average vehicle delay (AVD) (in s/veh/km) and Figure
5.30(b) the average harmonic speed (AHS) (in km/h) in the network for all 10
replications. It is observed that the resulting mean AVD of the ten replications is

equal to 24.3 s/veh/km while the mean AHS is equal to 51.9 km/h. Within the
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investigated network, there exist three different traffic groups. The first group
includes the traffic flow entering the network from the upstream origin of the
freeway and exiting the network from the downstream end of the freeway; the
second group includes the traffic flow entering the network from the upstream
origin of the freeway and exiting the network from the downstream end of the
surface street network, using the off-ramp; and the third group includes the traffic
flow entering the network from the upstream origin of the surface street network

and exiting the network from the downstream end of the surface street network.

Figure 5.30(c) and Figure 5.30(d) present the mean values (over 10 replications) of
the AVD and AHS for the whole network and, also, for all three traffic groups. It
is observed that the second traffic group, including vehicles traveling from the
freeway to the surface street network, face the biggest mean delay (35.1 s/veh/km);
the first traffic group, including vehicles traveling on the freeway, also face
significant mean delay (24.0 s/veh/km) due to the formation of mainstream
congestion; while the third traffic group, including vehicles traveling on the

surface street network, face relatively lower mean delay (17.1 s/veh/km).

Figure 5.31(a) and Figure 5.31(b) present the number of vehicles on the surface
street merge area and the outflow from the merge area, for a particular replication
(replication #2) with AVD = 25.6 s/veh/km, which is very close to the mean AVD
value of the 10 replications. It is observed that between 7:00 a.m. and 7:35 a.m. the
number of vehicles NVin the merge area is slowly increasing (as a consequence of
the increasing demand), while the merge area outflow follows the increase of
arriving demand. At around 7:40 a.m., the number of vehicles in the merge area
increases steeply, resulting in serious merging conflicts and congestion, and this
situation becomes stationary until about 9:10 a.m. The outflow and the number of
vehicles in the merge area, during this time period, are about 2850 veh/h and 29

veh, on average, respectively. After 9:15 a.m., when the queue dissolves, the
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Figure 5.30 No control case: (a) Average vehicle delay for 10 replications; (b) Average
harmonic speed for 10 replications; (c) mean average vehicle delay for the network and all
three traffic groups; (d) mean average harmonic speed for the network and all three traffic

groups.

number of vehicles in the merge area drops, and the outflow reduces to lower

values due to the decreased demand.

Figure 5.32 illustrates, for the same replication, the space-time diagram of speed
on the freeway. Considering that the value zero on the y-axis corresponds to the
location of the off-ramp, it is observed that a speed breakdown appears upstream
of the off-ramp, at around 7:55 a.m., due to the congestion on the surface street
network and the off-ramp queue spill-over. The created congestion propagates

upstream for about 1.6 km, lasts up to 9:05 a.m., after which the congestion
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Figure 5.32 No control case. Space-time diagram of measured speed on the freeway.

dissolves due to the decreased freeway mainstream demand. Similar results are

obtained for the other replications.
5.2.3.2 Merging traffic control case

The proposed control concept, as described in Section 5.2.1.2, is applied to the
investigated network. In particular, the ALINEA strategy is activated every
T, = 30 s and receives real-time measurements of the number of vehicles N
included in the surface street merge area. The regulator parameters, Kp and Kj,

were manually fine-tuned using some practical trial-and-error rules from Control
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Engineering and were set equal to 110 h' and 80 h, respectively; once
appropriate values have been found, the regulator is known to be little sensitive to
related moderate variations [59]. The set-value N for the number of vehicles in the
merge area, should be selected such that the merge area outflow is maximized
according to Figure 5.23. In the following sections the impact of the N value is
thoroughly investigated. Finally, the calculated flow g,; is not allowed to exceed

the range [600, 4800] veh/h, i.e. a minimum and maximum flow, respectively.

The Queue Override policy is also implemented every T, = 30 s and takes its
decisions based on occupancy measurements located close to the upstream end of
the off-ramp. The pre-specified occupancy threshold, o,,, was set equal to 25%,
and the high off-ramp exit flow value, q,ye,, Was set to 1600 veh/h, i.e. equal to

the off-ramp capacity.

The estimated final flows qsr and q,fr (see equations (5.9)-(5.10)), are
implemented through the control devices, i.e., two traffic lights, placed upstream
of the merge area, at the surface street and the off-ramp, respectively, as shown in
Figure 5.33. As described in Section 5.2.1.2, a full traffic cycle policy is employed,
with a fixed traffic cycle which is equal to the control interval T,. The green phase
duration for each traffic direction is calculated using equations (5.11)-(5.12),
where Sg,.r = 1600 veh/h, S, = 1600 veh/h, A5 = 2 and 4,5y = 1. Moreover,
the ALINEA minimum flow order gq,,,;,, = 600 veh/h, results in a minimum green
phase duration G,,;;, = 4 s, while the maximum green phase G, is equal to the
traffic cycle, i.e. Gjqry = 30 s (all green). Furthermore, in case that the calculated
green phase is in the range [28, 30) s, then, for safety reasons, the green phase
duration is set to 28 s, so that the drivers will not face a very short red-phase
duration, less than 2 s. Finally, the traffic lights, of the surface street network and
the off-ramp operate with an offset at their traffic cycle start, in order to enable (to

the extent possible) a continuous flow and reduce simultaneous vehicle departures
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Figure 5.33 Control case: (a) network top view; (b) off-ramp area top view.

(or no departures during red). The implementation of the above control strategy
was done via the AIMSUN API (Application Programming Interface), which

allows the user to emulate a real-time control environment.

As already mentioned, the choice of the set-point N value for ALINEA controller
is crucial for maximizing the merge area outflow, which also corresponds to
minimization of delays. In a field investigation, this may be achieved by gradually
incrementing N and monitoring the measured outflow, until a maximum
throughput is obtained. In the current investigations, a series of simulation
experiments were carried out using different (integer) N values within the range
N € [14,30] veh and the corresponding mean AVD values were obtained. Figure

5.34 displays, for every investigated N value, the corresponding AVD values for
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Figure 5.34 Control case. Average vehicles delay versus N for: (a) the whole network; (b)

the first traffic group; (c) the second traffic group; and (d) the third traffic group.

the 10 replications as well as the mean AVD of all replications. Moreover, the
mean AVD value for the no-control case is also displayed on the same figure for

comparison.

Figure 5.34(a)-Figure 5.34(c) present the mean AVD values for all three traffic
groups. It is observed that, for the first and the second traffic groups (Figure
5.34(a) and Figure 5.34(b)), the mean AVD is minimum for N values in the range
[14,24] veh. This is because the utilized control algorithm prevents the formation
of freeway congestion for any set-point value within this range, thanks to the
operation of the Queue Override strategy. For high set-point values, the number
of vehicles in the merge area is too high, creating congestion and reduced

throughput on the surface street merge area. In this case, the operation of the
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Queue Override policy is not sufficient to prevent the off-ramp queue spill-over
and the formation of congestion on the freeway. Finally, for N equal to 30 veh, the
mean AVD value is equal to the mean AVD value of the no-control case, as the

system behaves similarly to the case where no control is applied.

Figure 5.34(c) shows the mean AVD values for all investigated N values, for the
third traffic group. It is observed that for low N values, e.g. in the range [14, 18]
veh, the mean AVD value is high, and actually higher or equal to the mean AVD
of the no-control case. This is because the system operates at under-critical
conditions (see Figure 5.23) and the surface street merge area "starves for flow"; for
N values in the range [20, 22] veh, the mean AVD is minimized, and, particularly
for N equal to 22 veh, it takes the lowest value, which corresponds to the critical
value mentioned earlier. Note that for this range of N values the mean AVD is
actually lower than the mean AVD of the no control case. For higher set-points,
e.g. in the range [24,26], the merging conflicts are increasing, leading to
congestion and reduced throughput. Furthermore, for even higher N values the
traffic conditions are similar to the no control case (which corresponds to 29 veh
in the merge area on average, as shown in Figure 5.31), leading to similar mean
AVD values. It is observed, that the operation of the control strategy for set-point
values in the range [24, 26] leads to higher mean AVD values compared to the no
control case, although in both cases the merge area outflow is similarly low. This is
because the operation of the strategy results in queue formation upstream of the
traffic lights which causes extra delays to the surface-street drivers compared to

the no-control case, where no queues are formed.

Finally, Figure 5.34(d) shows that the mean AVD value for the network is
minimized for N values in the range N € [20,22] veh, and, particularly for N
equal to 22 veh, it takes the lowest value. It is also noteworthy that the mean AVD

for almost all investigated N values is significantly lower than the corresponding
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Figure 5.35 Control case. Accumulated merge area outflow for various set-points N: (a)

during peak period; (b) for a shorter period within the peak period.

mean AVD value of the no-control scenario; while for very high N values, e.g.
over 28 veh, the traffic conditions are similar to the no control case resulting to

similar AVD value.

In addition to the minimization of mean delays for N values in the range N €
[20,22] veh, Figure 5.35 verifies that for N = 22 veh the maximization of the
merge area outflow is achieved. In particular, Figure 5.35(a) presents the
accumulated outflow from the merge area during the peak period for various set-
point values and Figure 5.35(b) shows the same accumulated merge area outflows,
zooming on a shorter period within the peak period. It is observed that the

outflow from the merge area is maximized for N = 22 veh.

Figure 5.36 (a) presents the AVD and Figure 5.36(b) the AHS in the network for
all 10 replications, for N = 22 veh. It is observed that the resulting mean AVD of
the ten replications is equal to 6.9 s/veh/km; while the mean AHS is equal to 69.0
km/h. Figure 5.36(c) and Figure 5.36(d) present the mean values (over 10
replications) of the AVD and AHS for the whole network and, also, for all three
traffic groups, for N = 22 veh. It is observed that the third traffic group, including

vehicles traveling on the surface street network, face the biggest mean delay (14.7
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Figure 5.36 Control case (N=22 veh): (a) Average vehicle delay for 10 replications; (b)
Average harmonic speed for 10 replications; (c) mean average vehicle delay for the
network and all three traffic groups; (d) mean average harmonic speed for the network

and all three traffic groups.

s/veh/km), while the first and the second traffic groups experience significantly

lower mean delays (1.8 and 4.1 s/veh/km, respectively).

Table 5-4 summarizes the obtained results and compares the mean AVD of the
control (for N = 22 veh) and the no-control cases. It is shown here, that the
application of the proposed control algorithm improves the average vehicle delay
for the whole network, achieving 71.6% reduction of the mean AVD, but also for
each of the three traffic groups, and in particular for the first and second traffic
group for which it achieves 92.5% and 88.3% reduction of the mean AVD,

respectively, compared to the no control case. Finally, regarding the third traffic
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Table 5-4 Mean AVD (in s/veh/km) for the no-control and control case.

Freeway-to- Freeway-to- Surface-to-
Network
Freeway Surface Surface
No Control 243 240 35.1 17.1
Control
6.9 1.8 4.1 14.7
(set-point = 22 veh)

% Difference -71.6 -92.5 -88.3 -14.0

groups, it is shown here that, although the reduction of the mean AVD is lower,
compared to the other two traffic groups, the operation of the proposed control

strategy benefits also the surface street users, reducing their mean AVD by 14%.

Figure 5.37 (a) and Figure 5.37 (b) present the number of vehicles on the surface
street merge area and the outflow from the merge area, using N = 22 veh, for a
particular replication (replication #2) with AVD = 6.9 s/veh/km, which is equal to
the mean AVD value of the 10 replications. It is observed that, during the peak
period, the controller manages to maintain, on average, the number of vehicles in
the merge area around the set-point value, and, by doing so, the merge area
outflow is maximized, reaching 3200 veh/h, on average, for some time periods.
Moreover Figure 5.37 (c) and Figure 5.37 (d) display the queue (in veh) formed
upstream of the surface street and the off-ramp traffic lights over the simulation
time. It is shown that the operation of ALINEA control strategy leads to the
temporary formation of a queue on the surface street, during the peak period,
which, however never exceeds the 45 vehicles. Regarding the off-ramp, it is seen
that during the peak period there is an occasional queue formation, which never
exceeds the available off-ramp storage space, thanks to the activation of the Queue

Override strategy.
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Figure 5.37 Control case (N=22 veh): (a) Density on surface street merge area; (b) outflow
from the surface street merge area; queue length on (c) the surface street and (d) the off-

ramp.

Figure 5.38 displays the flow calculated by the ALINEA control strategy (using
equation (5.7)), the time-periods of the Queue-Override strategy activation (based
on equation (5.8)), and the total flow order (qs,f plus q,sf) that is calculated by
the control algorithm for implementation (using equation (5.9) plus (5.10)), over
the whole simulation time. Moreover, the total flow that is actually exiting the
surface street and off-ramp traffic lights is also displayed for comparison. It is
observed that as long as the Queue Override policy is not activated, the total flow
that is calculated by the control algorithm for implementation is equal to the
ALINEA flow order; while at the time periods that the Queue Override is
activated, the total flow to be implemented is higher than the ALINEA flow order.

Moreover, it is observed that, during the peak period, the total flow that is actually
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Figure 5.39 Control case (N=22 veh). Space-time diagram of measured speed on the

freeway.

exiting the traffic lights is equal to the total flow calculated by the control

algorithm, while for the rest time it is equal to the arriving traffic demand.

Figure 5.39, illustrates, for the same replication, the space-time diagram of speed
on the freeway. It is shown here that the operation of the employed control
strategy prevents the off-ramp queue spill-over and the formation of mainstream

freeway congestion. Note that all ten replications provide similar results.
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524 Conclusions

Section 5.2 addresses the problem of freeway congestion due to an over-spilling
off-ramp. In particular, a control framework was proposed, which aims to
maximize the surface street merge area outflow and at the same time to prevent
the off-ramp queue spill-over into the freeway mainstream and the resulting
freeway congestion. The proposed control concept was demonstrated via
microscopic simulation, using a real traffic network. The simulation results
showed that the proposed control algorithm may improve the prevailing traffic
conditions, preventing the formation of congestion and benefiting both the

freeway drivers and the surface street users.
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6 Conclusions and Future Work

This final chapter summarizes the findings and results of this thesis. In particular,
Section 6.1 gives a summary of the study and highlights the main results and
contributions of the thesis, while Section 6.2 indicates future research aspects that

could be considered to extend the investigation results.

6.1 Concluding remarks

Traffic congestion originating from off-ramp areas is a particular, but quite
frequent case of (recurrent) congestion, appearing usually at urban or peri-urban
freeways during the peak periods. This kind of congestion is difficult to deal with,
and for this reason this frequent traffic flow degradation is rarely addressed in the
traffic control literature. Moreover, within the traffic flow modeling literature
there are, so far, no studies undertaking validation and comparison of different
traffic flow models regarding the reproduction of traffic conditions at congested
freeway off-ramp areas. The emergence of traffic flow models that are able to
reproduce such cases with satisfactory accuracy is deemed important as it may
trigger the development of innovative traffic control strategies that face this
particular type of freeway congestion. This gap in the literature was addressed
within this thesis, which focuses on traffic flow modeling and traffic control issues

for congested freeway off-ramp areas.

In particular, in the first part of the thesis (Chapter 3—Chapter 4), the two most
popular space-time discrete macroscopic traffic flow models, namely the CTM and
the METANET models, were compared regarding the representation of traffic
conditions at congested freeway off-ramp areas. The models were first calibrated
using real traffic data from Attiki Odos freeway in Athens, and by employing

three different optimization methods; i.e. the deterministic Nelder-Mead
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algorithm, the stochastic genetic algorithm and the stochastic cross-entropy
method. Then, the resulted models were tested in terms of sensitivity to their
parameter values and were also validated and compared using different traffic data

sets from the same freeway site.

The calibration results showed that all three optimization methods estimated
similar parameter values for the CTM and also the METANET model, which
achieve satisfactory reproduction of the network traffic conditions for the
calibration date. Moreover the sensitivity investigations showed that the CTM
model is sensitive to the parameters related to the characteristics of the saturated
off-ramp, while the METANET model seems to be more sensitive to the
parameters of the fundamental diagram (FD). Finally, the validation of the CTM
and METANET models indicated that they are both able to reproduce the traffic
conditions of the network also for other dates, with the METANET model offering

a more accurate representation of the prevailing traffic conditions.

The second part of the thesis (Chapter 5) includes the development and testing of
innovative real-time traffic control measures for congested freeway off-ramp
areas. In particular, two different cases were examined and suitable traffic control
strategies were proposed for every case. In the first case, a hypothetical network
was simulated, by use of the macroscopic traffic flow model selected in the first
part of the thesis (METANET), and various route diversion strategies were
developed that aim to reroute the drivers through alternative routes, towards the
same destination, preventing the off-ramp queue spillover and the creation of
mainstream congestion. The simulation results showed that, in all investigated
cases, the proposed policies succeed in maintaining the off-ramp queue length
within the off-ramp bounds, thus improving the traffic conditions on the freeway
substantially, compared to the case that no route diversion is applied to the

network.
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In the second case, a real traffic network was examined where recurrent freeway
congestion is created due to congestion on the surface street network which
propagates to the freeway mainstream through a saturated off-ramp. The network
was simulated by use of microscopic simulation and a real-time merging traffic
control algorithm was proposed that aims to maximize the surface street network
throughput and at the same time to prevent the off-ramp queue spill over into the
freeway mainstream. The simulation results showed that the proposed control
algorithm may improve the prevailing traffic conditions, preventing the formation

of congestion and benefiting both the freeway drivers and the surface street users.

Considering the above, the main contributions of the thesis can be summarized as

follows:

e The two most popular macroscopic traffic flow models (the CTM and
METANET model) were validated and compared regarding the
reproduction of traffic conditions at congested freeway off-ramp areas. The
validation results showed that both models are able to reproduce the traffic
conditions in such networks, with the METANET model offering a more
accurate representation of the prevailing traffic conditions. Moreover the
sensitivity analysis offered a better understanding of the models when
applied to this type of networks.

o Two different cases of congested freeway off-ramp areas were examined
and innovative traffic control measures were proposed for each
investigated case. The simulation results showed that in both cases the
proposed traffic control strategies manage to prevent the off-ramp queue
spill-over and the creation of mainstream congestion thus they are both

very promising in case of potential field implementation.
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6.2 Further research

There are various ways to extend the investigations presented in this thesis. Few of

them are listed in the following:

e The utilized traffic flow models, and in particular the CTM model can be
extended and improved to increase the achieved accuracy, e.g. using different
fundamental diagram (FD).

e More macroscopic traffic flow models can be employed and compared against
the utilized models.

o The first examined traffic control case, for congested freeway off-ramp areas,
can be extended in order to account for multiple routes considering more off-
ramps located further downstream or further upstream.

e In the second traffic control case, a bigger surface street network can be
considered taking also into account possible restrictions that may apply due to
signalized junctions. Moreover real traffic data can be utilized instead of a
hypothetical demand scenario.

e Finally, field trial of the proposed traffic control strategies would provide more

evidence about the achievable level of benefits.
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8 Appendix
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CTM model calibration: time-series of the real speed measurements and

Model 1.2 estimation of speed at various detector locations for 16/06/2009.
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Figure A.2 CTM model calibration: time-series of the real flow measurements and Model

1.2 estimation of flow at various detector locations for 16/06/2009.
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Figure A.3 CTM model calibration: time-series of the real speed measurements and

Model 1.3 estimation of speed at various detector locations for 16/06/2009.
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Figure A.4 CTM model calibration: time-series of the real flow measurements and Model

1.3 estimation of flow at various detector locations for 16/06/2009.
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Figure A.5 METANET model calibration: time-series of the real speed measurements and

Model 2.2 estimation of speed at various detector locations for 16/06/2009.
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Figure A.6 METANET model calibration: time-series of the real flow measurements and

Model 2.2 estimation of flow at various detector locations for 16/06/2009.
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Figure A.7 METANET model calibration: time-series of the real speed measurements and

Model 2.3 estimation of speed at various detector locations for 16/06/2009.
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Figure A.8 METANET model calibration: time-series of the real flow measurements and

Model 2.3 estimation of flow at various detector locations for 16/06/2009.
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