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ABSTRACT

The last thirty years Artificial Intelligence (AI) and Machine Learning (ML) used for
computer systems to make fast, inexpensive, non invasive medical predictions and have a crucial
mmportance as supporting tools for the doctors. Since 2013, cardiovascular disease (CVD) 1s the
number one killer factor in the world with 31% of global population and also requires very costly
and time consuming hospital treatment. From CVD 42% of the deaths are because of the
coronary heart disease (CHD) which we research in this thesis and by using Al and/or ML to
build a Computer Aided Diagnosis (CAD) diagnosis system which offers optimal predictability.
CHD is the cause of many other CVDs and is incriminated for brain stroke too.

CHD 1s the stenosis of the main heart arteries caused when a wax substance called
plaque builds up mside the coronary arteries. narrowing the coronary arteries and reducing the
flow to the heart, leading to serious heart problems or heart failure. The danger of the disease
1s the silent appearance. The causes are: the age, sex, high cholesterol levels, angina, abnormal
blood pressure, the years as smoker, the number of smoking cigarettes per day, family history,
high fasting blood sugar, anxiety and the lack of exercise.

In this Thesis we examine the problem of Computer Aided Diagnosis (CAD) of
Coronary Heart Disease (CHD), which classifies patients as well as possible with respect to the
optimal mimimization of the cost of diagnosis, the speed and the less stress and pain for the
patients. By using Al and/or ML techniques our goal is to classify the patients in three levels of
risk: Absence - Medium high - Very high risk differentiating our research from the previous
researches since 1988 where the classification was binary (absence or presence). Then to achieve
better results we went deeper into the data science and by using various data preprocessing
techniques we aim to construct different datasets of patient’s diagnosis data in order to find which
dataset offers the best result. Furthermore, based on the above proposed concept we set apart
our method even more by proposing a new dataset of patient’s diagnosis data which 1s different
than the data of previous researches. To achieve this, we consulted by cardiologist and used data
preprocessing techniques.

We used the database from University of Cleveland which includes 298 patient cases,
with 13 parameters per patient, used since 1988. Moreover, we used the patient’s datasets of
University of California Irvine (UCI) machine learning repository, which have 4% missing data
of the 159 patient cases. In order to increase the Cleveland’s database, we recovered the missing
data of UCI’s database, using statistical data preprocessing. The result 1s to increase the
Cleveland’s dataset by 219%. In collaboration with the cardiologist we constructed and proposed
a new diagnosis dataset for each patient, including for each patient a subset of the existing until
now parameters, such as: data from the mterview answers, the biochemical blood test and from
the electrocardiograph (ECG) test, excluding the parameters of stress test and fluoroscopy test.

We applied statistical data preprocessing on data and we processed them with the
following Al and ML techniques: A) Adaptive Neuro-fuzzy Inference Systems (ANFIS) based
on, 1) Subtractive Clustering, 1) Fuzzy C Means, 11) Particle Swamp Optimization, 1v) Genetic
Algorithm, v) using datasets from PCA with all the above techniques again, B) Artificial Neural
Networks (ANN). The mission was to find which strategy will export diagnosis with the optimal
accuracy.

After multiply adjustments on the above techniques a multilayer Neural Network was 1s
the best. We created a unique appropriate weight initialization for the feed forward pass and for
the scaled conjugate gradient descent algorithm, also adjusted the levels, the nodes and the split
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ratio. 74% accuracy - mean value for the three classes. Specifically, the class Absence, which 1s
the most important for the patient’s safety on the scale of credibility based on ROC performance
{Almost excellent, Very Good, Good, Mediocre, Worthless} has Very Good credibility. The
classes Medium high and Very high risk have Good credibility. The supporting diagnosis system
uses data from basic questions to the patient, simple biochemical examination and ECG,
excluding the invasive-expensive-time consuming examinations such as the stress test and the
fluoroscopy.

Keywords: Coronary heart disease, biochemical blood test, ECG, stress test, fluoroscopy,
medical induction. Data mining: data preprocessing, missing values, statistical data analysis,
dimensionality reduction (PCA). Classification: supervised learning. Adaptive Neuro-Fuzzy
Inference System, Particle Swamp Optimization, Genetic Algorithm, Artifictal Neural
Networks. Software: Matlab, IBM SPSS, Xlstat.

MepiAnym

Ta tedevtaia TpLavta xpdvia e v 0060 TNG UNXAVIKNG padnong (MM) kat g
TeXVN TGS von ooV (TN) 0To KAGSO TV LATPLKWVY ETOTNU®V 1] YKL, U1 Samavnpi
Kot un emepPatikny latpikn Sdyvwon HE QUTOUATOTOUUEVH CUOTNUATA OTOTEAEL
OTNUAVTIKOTATO UTOOTNPLKTLKO LATPLKO gpyadelo. H kapdiayyeiaxn mabnon amod to 2003
amoteAel TV moO Bavatn@opa altia pe €Tolo M0000TO Ovnowwomrtag 31% Tou
TAYKOGULOV TANOLVOHOV, VW ETIONG YL TOUG VOGOUVTES ATALTEL A0 TIG O SATAVNPES
Kol xpovofopeg voookopelakeg Bepameies. Ek tov 31% tou amobavovtog mAnBuopov
Adyw kapdlayyelakwv Tabnoewv to 42% o@eidetal otnv ote@aviaia voco v omoia
amookomoUpe va mpofAéPovpe BéATIoTA pe VTOAOYLOTIKO povTédo TN 1)/kat MM oty
mapoVoa SITAWUATIKN. AUTH 1) VOGOG Elval KAL T YEVEGLOUPYOG ALTIA Y TANOWpa GAAWY
KapSLayyeLaK®wV TabBoewV KaBwe KoL Yl EYKEPAALKO ETELGOSL0.

Q¢ ote@aviaia vooog oplletal 11 0TEVWOT TWV BACIKOV KAPSIAKWOV apTNPL®V 1)
omola TPOKAAEITAL QMO TN GLUCCWPELOT AONPWUATIKOU VALKOU GTOV QUAG TOUG Kol
TapeRTOSifel TNV AUATWOT TOU KAPSLKOU U HE TEAKO amOoTEAEOUA TNV KopSLakn
averapkela. H emkivduvatnta autig TG vOoOU EYKELTAL OTNV CLWTMAT ELPAVIOT TNG.
[TapApeTPOL KOl CUUTTWUATA TOV GUOXETI{OVTAL PE TNV VOOO auTi €ivat 1 NAwkia, To

©UA0, M VYMAT xoAnotepivny, o otNOAYXIKOG TIOVOG, 1| APUOLKN APTNPLOKY Tieon, 1
UTEPTOOT], TO OLKOYEVELAKO LOTOPLKO, TA €T WG KAMVIOTHG, TO TANB0G TOolydpwv
nuepnoiwg, To VPNAG cAKXaPO 0TO AlpA, TO GyX0G Kol 1 EAAEWPN AoKNONG.

[Tlo ouykekpLUEVA, OTNV TIAPOVoH SUTAWUATIKY Epyacia epEVVOVUE TNV EVPEOT
TOU BEATIOTOU EAGYLOTOV OET LATPIKWY SeSoUEvmwy Yia Tov aoBevn Ta omola pe xprion
aiyoplBuwv TN kat MM Tetuxaivouv Stayvwon BEATIOTNG KATNYoplOToinong Tng

oteaviaiag vooou acbevwv vl ta tpla otddia: Arovoia kwvdUvov, Métpla YUmAQ,
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[ToAV YYmAOS kivéuvo, avti attokAelotikd yia SVo (Amovoia 1) Tapovoia TG vOoov) 0mwg
OUCTNUATIKA amd To 1988 péxpl onjpepa €lval 0 0TOX0G TWV AVTIOTOLXWV EPEVVTIKWV

EPYACLWOV. ZTN OUVEXELX, YLO VO ETILTUXOUHE KOAUTEPO OTIOTEAETUATA, TIPOXWPNOAE
BaBUtepa 0TNV ETUOTANUN TWV SESOUEVWV KAL XPNOLLOTIOLWVTOG SIAPOPEG TEXVLKEG
ipoemeEepyaoiog SESOUEVWVY, OTOXEVOUNE OTNV KATAOKELN SLAPOPETIKWY CUVOAWV
Sedopevwy Twv dedopévwv Sldyvwaong Tou aoBevoUg TIPOKELUEVOU VA EVTOTIIOOVE
TIOLO GUVOAO SeSOUEVWV TIPOCPEPEL TO KOAUTEPO OTOTEAECH Q. ETALOV, He Bdon T
NV TIOPOTIAVW TIPOTEWVOUEVN OEa SLa@opoTooape AKOUN TIEPLOCOTEPO TN HEBDSO
MOG, TIPOTEIVOVTOG VO VEO GUVOAO dedopevwy yla Tn Stdyvwaon Touv agBevoug, To 0
Tolo eivat SLaPOopPEeTIKO amd Ta SESOUEVA TIPONYOVHUEVWV EPEVVWV. A VA TO ETILTUY
OUWE QUTO, TIPAYHAXTOTIOCAHE SIAPOVAEVTELG e KAPOLOAOYO KOl XPNOLULOTIO | OUE

TEXVLIKEG TipoeTieepyaaiog dedopevwy. H ev Adyw Sidyvwon katnyoplomoinong dev
ExeL epevvnBel péxpL otiyung Adyw Tov peydAov mAN00¢ Twv TapapéTpwy Stdyvwong
KOl TNG TOAUTAOKOTNTAS TOV ouvduaouol toug. H katnyoplomoinon yivetal amd toug
yatpous Aapufdavovtag vmoymn Tpoxwpnuéves eEeTAOE TwV aoBevwv mov elvat
Xpovofopeg kat damavnpeg, OTWG TO TEOT KOMWOEWS KAl TO omvOnpoypd@nua tov
uvokapdiov. 'Otav elvat SlaBEoIues aUTEG Ol EEETACELS, TA UTOAOYLOTIKA MOVTEAN
mpoRAeYNs acBévelag Sev oupBAAOVY OUWG ONUAVTIKA 1| Kol KaBOAOU OTO LATPLKO
OUUTEPAC AL

YToug TEPANATIONOVS HaG, Xpnolpomolovpe tn Baon Sedopévwv 298 aobevwv
Touv voookopeiov tou Cleveland,  omola Teprapfavel yia kabe acbevr) 13 Tiuég
OXETIKWV UE TNV TAOMNOM. AUTEG OL TAPAUETPOL XPNOLLOTOLOUVTUL YlX TN OXETIKN
Stayvwon amd to 1988. EmmAéov xpnopomomoape Ti§ BAOELS LATPLKWV SESOUEVWV ATTO

To amoBetnplo tov mavemotuiov University of California, Irvine (UCI). Auto StaBetel
dedopéva (0xL TANpn) pe amorecBeioeg TIUEG SeSopévwy TG TAENG TOL 4% yla To 15%

TOU TANBUVOHOV TV acBevwy ™G Bdong. MEow TIPOCWTLKNG TIAPATH PNONG EAEYXTNKAV

éva mPog éva Ta Sedopéva Kol KATOTYV HECW OTATIOTIKNG avaAvong Sedopévwy
OUUTANPWOAUE TIG KEVEG TIUEG TWV TAPAPETPpwWY. Ta dedopéva autwv Twv acbevwv
evowpatwdnkav otn Pdaon dedopévwv acbevwv tou Cleveland yia va avgnbel o
TANOBLOUGG Twv acBevwv Katd 21%. Me T cupfoAr] Tou cuvepydTn pag KapSLoAdyou
SNuovpyovE KAl TPOTEIVOUNE SIKO HAG VTOOVUVOAO TAPAUETPWV SLAYVWONG YlX TOV
KaBe acBevn, HE KPLTNPLO OL TIUEG AUTWV VA TPOKVUTTOUV A0 XTTAEG KOl OLKOVOULKES
LATPLKEG EEETATELG, OTWS TOV BLOXN KOV TECT ALUATOG, TOU NAEKTPOKAPSLOYPAPILATOG

KAl TI§ OTOVTINOELS TNG OULUVEVTELENG TOU «aoBevi) TIPoG Tov KapSloAdyo. Aev

oVUTEPABALE TO TEOT KOTWOEWS KAl TO omvOnpoypdenua tov puokapdiov.
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Apxikd, mpokewévov va efetaotel mepetalipw pelwon TWV TAPAUETPWV
Slayvwong, emefepyaotnkape ta OSeSopéva pag pe HEBOSOUG OTATIOTIKNG TPO-
emeepyaoiag avaivong deSopévwv e tov aiyoplBpo Kopliwv Zuviotwowv Kat otn
OUVEXELX TA XPTOLUOTOMOUUE YIX TOUG TUAPAKATW EVELEIG aAyoplOuovg: A) Nevpo-
Acagn cvomuata cvprepacpoV (ANFIS) Baciopeva o€ 1) subtractive opadormoinon, ii)
opadomoinon fuzzy ¢ means, i) adyoplOpo BeAtiotomoinong Zunvoug Twuatidiwy yia
BeAtiwon tov ANFIS iv) I'evetiko AAyopiBpo oe Nepo-Aca@r] CUGTHIUATA CUUTEPATUOV

ya 1 BeAtiwon tou ANFIS kat B): e@oappoyn Nevpwvikwv AKTOwV TTIOAAXTA®V

emuredwv (ANN), pe okomod va Bpebel eva SlayvwoTikd cuoTNUA PE T BEATIOTN akpifela
yevikevong.

Metd amd TIOAAATAEG TIAPAUETPOTOOELS OAWV TWV TAPATAV®D TIEPAUATWY TO
Nevpwviko Aiktuo TOAAATA®VY EMITESWV UE TN SNULovPYla PLag cLVSVAGTIKNG TEXVIKNG
Yl TNV apXlKomonon Twv Bapwyv Kal e CUVAPTNOT HETAPOPAS KALLAKWTWY cLIVYWV
KA oEWV avaoTpo@ng §1adoon G TETUXE TO BEATIOTO ATOTEAEO L.

'l To petwpévo vroovVoAo dedopevwy ava acBevn TTov Tpoteivoupe, ) BEATIOTN
akpifela yevikevong eival 749% pécog 6pog amod TIG TPELS Katnyopieg kivdvuvou. I'a v
katnyopia Amovoia kwwdUvou Tou elval m mo onuavtiky SotL eivat to emimedo

ac@aieiag ywx tov acBevny €yovpe oAV KaAn mpofreym xkata ROC to omoio
meplapavel Ty agloAdoynon {Exedov Apiotn, [ToAv KaAn, KaAn, Métpua, Avev Atlag).
[N Tig katnyopileg Métpla YYmAS kat [ToAv YYmAS kivduvo €xel koA mpoPfAsdiuotta
To povtéro. To ouykekplpévo cVoTNHA LALTPLKNG Vo1 ONnoNg kdvel xprion Sedopévwy
Ao TIG ATAVTNOELS ATAWY EPWTICEWV TIPOG TOV Ao BeVT], TO BLOXNULKO TECT AIHATOG Kol

TO Kapdloypaenua, eEalpwvtag dedopeva amd emeEUPATIKEG XpOVOBOPEG Kol SATavnpEG
uebodovg Sayvwong.

A€Eelg  kAewwx:  Ite@aviaia voéoog,  TEG  BOYNUIKOU  TECT  A{MATOG,
NAEKTPOKAPSLOYPAPN A, TECT KOTWOEWS, OTVONpOoYypd@na Tou puokapdiov, LaTpLKn
ovveraywyn. EZopuin Sedopévwv: Ilpo-emeepyacia SeSopévwy, avTiKatAoTAON
XOAUEVWV TIUWV, AVAALOT KUPIWV CUVICTWOWV, LATPLKY ETAYWYN CGUUTEPACUATWYV,
dedopeva pe Aevkod Bopufo. Katnyoplomoimon: Mdbnon vmo emiffAeym. Nevpo-aoapeg
oUOTNUX OULUTEPACTHOV, AAyoplOuog Zunvous Xwuatidiwv, evetkog AAyopiduog,
Teyvnta Nevpwvika Aiktva. Aoylopkd: Matlab, IBM SPSS, Xlstat, Mskxcel.
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CHAPTER ONL

Introduction

1.1 Thesis Objectives
In this Thesis we examine the problem of Computer Aided Diagnosis (CAD) of

Coronary Heart Disease (CHD), which classifies patients as well as possible with respect to the
optimal mimimization of the cost of diagnosis, the speed and the less stress and pain for the
patients. Our goal is by using the optimal data and inserting them to Al and/or ML techniques
to predict the patient’s risk i three levels of risk: Absence - Medium high - Very high risk
differentiating our research from the previous researches since 1988 where the classification was
binary (absence or presence). Then to achieve better results we went deeper into the data science
and by using various data preprocessing techniques we aim to construct different datasets of
patient’s diagnosis data in order to find which dataset offers the best result. Furthermore, based
on the above proposed concept we set apart our method even more by proposing a new dataset
of patient’s diagnosis data which 1s different than the data of previous researches. To achieve
this, we consulted by cardiologist and used data preprocessing techniques.

Chapter 3, Chapter 7 Chapter 8 contain our work. Chapter 2, Chapter 4, Chapter 5 and Chapter
6 explains briefly the important parts of the theory we applied for our experiments. and Chapter

9 1s the conclusion and summarizes the results.

1.2 Thesis Overview

Chapter 1 explains the thesis objectives, and the brief approach of the present work.

Chapter 2 describes how the data mining process take place and the data preprocessing
techniques we used.

Chapter 3 shows the application of the data-preprocessing techniques we used to create different
scenarios of reduced datasets for our learning models which we used in every system.

Chapter 4 includes the theoretical fundamentals behind Artificial Neural Networks (ANN)
which we used to create ANN learning models.

Chapter 5 describes the fundamental theory of Adaptive Neuro-Fuzzy Inference Systems
(ANFIS) we used as well the Optimization algorithms which used to test if the ANFIS model
can be improved.

In chapter 6 we show previous studies in literature with the use of ANFIS, ANN and various




other techniques and their results.

In chapter 7 includes our experiments using ANFIS based on, 1) Subtractive Clustering, n) Fuzzy
C Means, 1) Particle Swamp Optimization, iv) Genetic Algorithm, v) using datasets from PCA
Particle Swamp Optimization, v) Genetic Algorithm and vi) Artificial Neural Networks (ANN),
using different scenarios for each different algorithm and the corresponding experimental
results.

Chapter 8 describes our experiments based on ANN for different scenarios and the
corresponding experimental results.

Chapter 9 explains the conclusions of the above chapters describing also the optimal result and

the goal we achieved which had very good success.

1.3 Software used in the present Thesis

1. IBM SPSS, a predictive analytics commercial software which provides statistical

analysis/reporting, in order to replace the missing values on datasets.

2. Xlstat, a predictive analytics commercial software with the use of MSExcel (is easier than

m Matlab® for data preprocessing).

3. Matlab® used for data-preprocessing, to find the distribution of the data, to detect the
outliers, to do the data scaling, to increase the size of a dataset with by adding AWGN

type of noise and to show the results.

4. For models learning used Matlab® to design the ANFIS, the Optimization Algorithms,

the ANN and to project their results.

1.4 Thesis research importance
14.1 Introduction to Cardiovascular Heart Disease

Heart disease 1s a group of conditions affecting the structure and functions of the heart
and has many root causes. Heart attack transpires when there 1s indiscretion in the flow of
blood and heart muscle 1s injured because of inadequate oxygen supply [4]. Risk factors for
heart disease mclude smoking, high blood pressure, cholesterol, high blood sugar, family
history, age, sex, anxiety, lack of exercise. The most common symptom 1s severe chest pain
and so called as angina, and fast fatigue. Cardio Vascular Disease (CVD) clinical guidelines
spotlight on the management of single risk factors.

Heart disease 1s the leading cause of death n all over the world in recent years since




2003 [1]. An estimated 17,7 million people died from CVDs in 2015, representing 319 of all
global deaths. Of these deaths, an estimated 7,4 million were due to coronary heart disease
(CHD) also named ischemic heart disease or atherosclerosis and 6,7 million were due to
stroke. The worst scenario 1s that CHD 1s related with heart stroke because of cut off blood
flow to the brain. Individuals with CHD or those who had a heart attack due to CHD have
more than twice the risk of stroke than those who have not, so this highlights the importance
of CHD even more [4].

Top 10 causes of death globally 2015
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Figure 1.1 - World Health Organization. The top 10 causes of death globally in 2015 [1].
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Figure 1.2 - Different diseases and the number of days of hospital care by major diagnosis in USA, 1990-2009.

Cardiovascular disease requires much more hospital care than every other disease [3].

The early prediction and prevention of CVD profoundly is crucial for the survival but 1s
very important for other reasons as well. In figure 1.2, CVD from 1990 to 2009 cardiovascular
disease ranked first and respiratory disease ranked second in the number of days for which
patients received hospital care [3]. Therefore, an early and accurate prediction can reduce the
days of care for the patient and the hospital, reducing the emotional, physical, financial cost as

well.

1.4.2 The Coronary Heart Disease: Causes and symptoms

From CVD 42% of the kills are because of the coronary heart disease (CHD). CHD 1s
the cause of many other CVDs. CHD is the stenosis of the main heart arteries caused when a
wax substance called plaque builds up inside the coronary arteries. narrowing the coronary
arteries and reducing the flow to the heart, leading to chest pain, other serious heart problems
or heart failure. The danger of the disease 1s the silent appearance. The causes are: the age, sex,
high cholesterol levels, angina, abnormal blood pressure, the years as smoker, the number of
smoking cigarettes per day, high fasting blood sugar, anxiety and lack of exercise.

The causes of CHD affect every ethnicity and race the same without a proof for the
opposite [44] [45]. Studies say that 509% of black people in U.S.A have CHD when for whites 1s
33% but the difference 1s because of unhealthy lifestyle and avoidance of early detection for

financial reasons. Other studies found that in U.S.A 419% of black population have high blood




pressure, as compared to 27% of whites. The hypothesis 1s that high rates of high blood pressure in
African-Americans may be due to the genetic make-up of people of African descent and this may
affects the CHD, however black people in U.S.A are more likely to be overweight than blacks in
other countries [47]. In conclusion, it would be a tragic fault to differentiate the prediction of
CHD based on the race because the causes are many and affects every ethnicity and race the

same.

1.5 Purpose of this study

In this thesis we research for reduced diagnosis data attributes and preprocess medical
datasets, design and implement Artificial Intelligence systems and apply Machine Learning
algorithms for in order to achieve a CAD diagnosis system which offers the optimal prediction
and classification of CHD mto three levels of risk: Absence, Medium high, Very high risk,
differentiating our research from the previous researches since 1988 where the classification was
binary (absence or presence). The classification with three levels of risk has not researched
because of the complexity and the significant lack of data. This is the reason why the researchers
use data after the patients took advanced heart examinations, such as stress test and fluoroscopy
which they are costly, ime consuming and stressful and painful (sometimes). Consequently,
these predictive systems do not offer significant help to the doctor because he can do the
predictions by himself with very good accuracy.

The goal 1s not to substitute the role of the doctors, mstead 1s to help them and the
patients to diagnose the disease faster. So the doctor can warn the patients much sooner and if
their life is in high danger to send them for advanced examinations sooner. From such a system
more patients can warned for their feature and avoid the delay when the number patients 1s

large.

1.6 Past Research on CHD

Previous works of CHD classification by applying different kinds of classification
techniques was for two classes, absence and presence of the disease, which 1s a very general
classification for a disease. Also they used 13 attributes which many of them are very specific
and hard to find. To do such a model with so much generality and with the use of very specific

data does not offer usefulness to the doctors. More details in chapter 6.
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1.7 Bref Approach of the present work

We use diagnosis data of real patients from the database from University of Cleveland

which includes 298 patient cases, with 13 parameters per patient, used since 1988, and the

similar databases from University of California, Irvine (UCI) machine learning repository. First

of all, due that the UCI databases have 496 missing data of the 15% patient cases we recovered

the missing data of USI’s database, using statistical data preprocessing. The result 1s to increase

the Cleveland’s dataset by 219. After that, in collaboration with the cardiologist, we propose a

reduced patient dataset for each patient. Following, we apply and compare statistical data

preprocessing techniques, Artificial Intelligence and Machine Learning techniques in order to

diagnose the CHD and classify the patients in three levels of risk: Absence - Medium high - Very

high risk. We evaluate the performance of our methods with measurements using real different

datasets from the above databases. Analytically, the steps we followed are:

Ist.

Ind.

3rd.

4th.

Sth.

6th.

7th.

8th.

Used UCI repository with data for coronary heart disease. The only free repository,
other repositories for hospitals forbid to provide such private data without the agreement
of legislation.

Collect and clean the data among different directories and databases from different
hospitals inside the UCI repository.

Cardiologist checked and ranked the measures (attributes) of the UCI repository.
Multiply Imputations algorithm, Linear Interpolation algorithm used to find the missing
values.

Used four datasets: Cleveland dataset with [298x14] size, 298 patients and 14 measures

th

for each patient with 14" as the result of diagnosis, Multiply Imputations dataset [364x14]
size, Liner Interpolation dataset [364x14] size, AWGN dataset [464x12] (created new
dataset by adding noisy data).

Principal Component Analysis to check if we can find interrelationship among attributes
and to reduce its number in order to hold the most important.

To create learning models: standard ANFIS with subtractive clustering, standard ANFIS
with fuzzy ¢ mean clustering, ANFIS with Particle Swamp Optimization algorithm to test
if we can improve the ANFIS, ANFIS with Genetic Algorithm to test if we can improve
the ANFIS, multilayer ANN.

Compare the techniques to find the one with the best accuracy of CHD prediction.







CHAPTER TWO

Data Mining

2.1 Knowledge Discovery in Databases Process

Data mining, also popularly referred to as knowledge discovery from data (KDD), is the
automated or convenient extraction of patterns representing knowledge mmplicitly stored or
captured 1 large databases, data warehouses, the Web, other massive information repositories
or data streams [38].

There 1s an urgent need for a new generation of computational theories and tools to
assist humans n extracting useful information (knowledge) from the rapidly growing volumes of
digital data. These theories and tools are the subject of the emerging field of KDD [5]. At the
core of the process 1s the application of specific data-mining methods for pattern discovery and
extraction.

The traditional method of turning data into knowledge relies on manual analysis and
mterpretation. In the health-care industry, it 1s common for specialists to periodically analyze
current trends and changes in health-care data, say, on a quarterly basis. The specialists then
provide a report detailing the analysis to the sponsoring health-care organization; this report
becomes the basis for future decision making and planning for health-care management.

The additional steps in the KDD process, such as data preparation, data selection, data
cleaning, incorporation of appropriate prior knowledge, and proper iterpretation of the results
of mining, are essential to ensure that useful knowledge i1s derived from the data. Blind
application of data-mining methods can be a dangerous activity, easily leading to the discovery
of meaningless and invalid patterns. The KDD process 1s interactive and iterative, mvolving
numerous steps with many decisions made by the user. Brachman and Anand (1996) give a
practical view of the KDD process, emphasizing the interactive nature of the process. The basic

steps are:

1" step 1s developing an understanding of the application domain and the relevant prior

knowledge and 1dentifying the goal of the KDD process from the problem’s viewpoint.

2" step is creating a target data set: selecting a data set, or focusing on a subset of variables or

data samples, on which discovery 1s to be performed.




3" step 1s data cleaning and preprocessing. Basic operations include removing noise if
appropriate, collecting the necessary information to model or account for noise, deciding
on strategies for handling missing data fields, and accounting for time-sequence

imnformation and known changes.

4" step is data reduction and projection: finding useful features to represent the data
depending on the goal of the task. With dimensionality reduction or transformation
methods, the effective number of variables under consideration can be reduced, or

mvariant representations for the data can be found.

5" step is matching the goals of the KDD process to a particular data-mining method. For
example, summarization, classification, regression, clustering, and so on, are described

later as well as in Fayyad, Piatetsky-Shapiro, and Smyth (1996).

6" step 1s exploratory analysis and model and hypothesis selection: choosing the data
mining algorithm(s) and selecting method(s) to be used for searching for data patterns.
This process includes deciding which models and parameters might be appropriate and
matching a particular data-mining method with the overall criteria of the KDD
process, for example, the end user might be more interested in understanding the
model than its predictive capabilities. In the case of prediction from health decease

prediction predictive capabilities of the model 1s the end goal of KDD process.

7" step is data mining: searching for patterns of interest in a particular representational form
or a set of such representations, including classification rules or trees, regression, and
clustering. The user can significantly aid the data-mining method by correctly performing

the preceding steps.

8" step 1s interpreting mined patterns, possibly returning to any of steps 1 through 7 for
further iteration. This step can also involve visualization of the extracted patterns and

models or visualization of the data given the extracted models.

9" step is acting on the discovered knowledge: using the knowledge directly, incorporating the
knowledge mto another system for further action, or simply documenting it and

reporting it to iterested parties.




. i
( ‘Question | Define a specific question to be answered.

@uﬁmjmm| Collate and store data, and document all uncertainties.

:

Check & Clean "| Check accuracy, consistency and timeliness.

Determine [ update model parameters.

Use model to make predictions and/or optimise system.

[‘ Report & Visualise -'| Visualise multi-variate parameter space.

- _

Figure 2.1 - The KDD process.

2.1.1 Data Pre-processing: Techniques for handling missing data

Missing data should be 1dentified by the kind of their missingness. The type of category
they belong requires different techniques for handling the missing data [11].
Their categorization is:
Missing Completely at Random (MCAR)
The missing data are unrelated with other observed data or unrelated with the other missing
data from the attribute itself.
Missing at Random (MAR)
The missing data are related with the data from other attributes. The probability of missing data
can be explained by other attributes. An example 1s when older responders have more missing
data than younger responders. However, the age can ex-plain the missingness.
Missing Not at Random (MNAR)
The probability of missing data for a certain attribute 1s related to the values on that variable
itself. An example 1s that responders with low income intentionally skip questions about their
low income because it violated their privacy. In that case the set 1s biased. MNAR 1s a serious

problem and requires different techniques.

If the data belong to categories MCAR or MAR different techniques have to be applied
m order to find them than NMAR category. The patterns of the data provide the nsight where
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they belong. There are many techniques for handling missing data but the most used are below.
Some of them are appropriate and others not, in every case the researcher should experiment

with many of them.

Contact the owner for more imnformations.

2.1.2 Data Pre-processing: Outliers, Data Scaling

Contact the owner for more informations
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Figure 2.2 - An outlier and the aproximation to normal distribution of the dataset. Outlier data point is the circle.

Data scaling Normalization (or called Min-Max scaling), scaling [min= 0, max= 1]:

Another cases 1s, if from an attributel 1t’s values € R1, for attribute2 € R2 and so on and
so forth with respect to R1 and R2 as independent sets the clustering should be under a common
range to be right. The solution 1s the normalization or standardization of the dataset for each
column separately. In normalization all the data normalized and ¥ € [0,1], or [-1,1] for
symmetric S-type functions so they are appropriate for Neural Network’s derivative method
algorithms. Different ways have found i the literature as Min-max, tanh and median
normalization. However, the outliers from the data set will rejected so this 1s not an appropriate
approach for ANN. Normalization for small datasets should be applied on traiming set and test
set separately using the following formula to avoid false scaling [39]. For Normalization [0,1]
(scaling to [0, 1] ranghere test data are the data used for testing the model. Testing data provide

the “how well the model reacts to new unseen data of the world.”
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Data scaling: Standardization, [N (u=0, o=1)]:

An alternative approach to data scaling normalization 1s standardization. Standardized
values are useful for tracking data that 1s otherwise incomparable because of different metrics or
circumstances. The mean of standardized values will always be zero, and the standard deviation
will always be one. The graph of standardized values will have exactly the same shape as the
graph of raw data, but it may be a different size and have different coordinates. Standardization
1s the process which rescales the data to have a mean of zero and unit variance. One method 1s
the z-scores standardization. It tells us how far from the mean we are in terms of standard
deviations, as follows:

Xii—u
zscores = ”U—X , forarray X (2.3)
X

where g, 1s the standard deviation of X, u, 1s the mean value of total population Xy 1s the
sample mean.

For a small dataset standardization 1s different than from a large one. When the
distribution of data is organized they are often ordered from smallest to largest or are broken
mto reasonably sized groups so the most frequent values will affect the conclusions more than
the normal way, there formulas are below. Hence, standardization retains the outliers from
deletion and makes the data to be bounded nside the small range of a hypersphere. Also, both
normalization, or standardization, make gradient descent algorithms to converge faster as a result

of symmetric contours.

Often researchers scale all the data and then split into train/test data sets. It 1s safe only
when we are not trying to produce a generalized predictive model. In this case, the testing will
validate the model alone, which may be useful if the aim 1s not to produce a predictive algorithm

but to understand the structure of the data (1.e. important variables).

Standardization of training and testing data:

One question 1s if the data normalization (x-mean(x))/std(x) for the testing data will use
the train Mean and Standard Deviation? This 1s all dependent on size of data sets and whether
both train and test are equally representative of the domain we are trying to model. If we have
thousands of data points and the test set is fully representative of the training set (hard to prove)
then either method will be fine. If using a small but representative test data set then normalizing

using the traiming parameters only 1s best as sampling errors may negatively bias the predictions.

Standardization formulas for small size datasets are:
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Contact the owner for more informations
Also distributions of data with unusual statistical properties non Gaussian, polymodality and
heavy tails, Poisson, Binomial, Exponential, Log-normal, Largest-extreme-value, Weibull may
result in incorrect conclusions. For example, an attribute with 909% “0” and 10% “1” 1s not

symmetrical, has a heavy tail and 1s unbalanced

Z-score standardization or Min-Max scaling?

In clustering analyses, standardization may be especially crucial in order to compare
similarities between features based on certain distance measures. Another prominent example
1s the Principal Component Analysis (PCA), where we usually prefer standardization over Min-
Max scaling, since we are interested in the components that maximize the variance (depending
on the question and 1f the PCA computes the components via the correlation matrix instead of

the covariance matrix.

2.2  Dimensionality reduction with Principal Component Analysis
(PCA)

Principal Component Analysis (PCA) 1s the most famous factor analysis technique that
identifies a meaningful interrelationship among the attributes in the data and reduce the
dimensions, where for each dimension we consider a feature, without losing useful information
[39].

PCA mvented m 1901 by Karrl Pearson, it was later independently developed and
named by Harold Hotelling in the 1930s. The algorithm is based or on Singular Value
Decomposition (SVD) (Golub and Van Loan, 1983) which 1s faster on computational
complexity or on Eigen Value Decomposition (EVD), Matlab® by default uses SVD.

Before PCA, normalization or standardization should take place to bound the data
mside the unary hypersphere but not all the times. We use Standard Principal Component
Analysis. Standard PCA 1s for linear-almost linear data distribution, Kernel PCA for data
distributed that shaping a curve, circular PCA for data distributed mn a cyclic way. PCA may be
chosen to have various steps, named principal components, PC-1 for the first principal
component, PC-2 for the second component with as many principal components as the number

of features.

PCA Concept:

The algorithm searches for one Iinear vector which 1s named eigen vector, orthogonal
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(or not) towards the current axis xx’ to project the dataset. This eigen vector is considered the
new principal component and is constructed from the eigenvalues which are the weight of
significance for each data point. The choice of the right eigenvector based on the finding of the
right eigenvector with the maximum magnitude. The maximum magnitude means the maximum
amount of variance of the projected data upon this new component. Maximum variance means

maximum uniqueness of the information.

2 alnjead

Feare 1

Figure 2.3 - PCA consept: Eigenvectors from a dataset. The red eigen-vector has the most variance and it’s extension

will be the first principal component.

The direction of the vector 1s the direction which the projected dataset will point as shows the
picture with the red eigenvector in figure 2.3. The red eigenvector will be extended and the data
will be projected, as shown 1n figure 2.4. Its extension will be chosen as the new axon and it 1s

named the first principal component.
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Figure 2.4 - PCA concept: Projections of data-points to the selected extended eigen-vector [39].

After the projection on the new component the same process can create another
component orthogonal (or not) to the previous component. Orthogonality between vectors
means uncorrelated features, these methods are “varimax”, “quartimax” and “equimax”. There
are different rotating methods without orthogonal rotation. When the components should not
be orthogonal, it means that there 1s correlation between the factors and the methods for this
are called oblique rotations which consist of the “direct oblimin” and “promax” rotations. In
general 1f the sum of the variances of the first few principal components exceed 80% of the total
variance of the original data it gives enough understanding for the driving forces of the original
data.

Based on Tabachnick and Fiddell (2007, p.646) [29] as a rule of thumb we look at the
factor correlation matrix for correlations around 0,32 and above. If correlations exceed 0,32
then there 1s 10% (or more) overlap mn variance among factors, enough variance to warrant
oblique rotation unless there are compelling reasons for orthogonal rotation, which are based

on the problem.




2.3 Case Studies 1n Literature
2.3.1 Case studies with data mining techniques

In table 6.1 there are case studies with an amount of data mining techniques for binary
classification (absence or presence) on heart disease based on UCI machine learning repository.

Although nobody mentions if the accuracy is on training dataset or on testing, which is significant.

Table 2.1 - Case studies m literature with different data mining techniques and their

performance on binary classification.

Reference Data Mining Accuracy Number of Best
Techniques Obtained Attributes Technique
Used (without
targets labels)
Purusothaman Decision Tree 76% 13 Hybrid
G et al (2015) Associative Rules | 55% Model
K-NN 58%
Artificial Neural | 85%
Networks
Support Vector | 86%
Machine
Naive Bayes 69%
Hybnd models 96%
Srinivas K et al Decision  Trees 15 Neural
82,5%
(2010) (C4.5 algorithm) networks
Neural networks (MLP)
MLP) 89,75%
Naive Bayes 829%
Support Vector
Machine 82,5%
Chaitrali S et al Decision Trees 96,66% | 99,62% | 13 and 15 Neural
(2012) Naive Bayes 94,449% | 90,74% Networks
Neural Networks | 99,25% | 100%
John Peter T et Naive Bayes 83,709% 13 Naive
al (2012) Decision Tree 76,66% Bayes
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Hlaudi DM et al
(2014)

Gnanasoundhari

SJ et al (2014)

Anbarast M et
al (2010)

Another research is from P.Pamela, Gayathri.P and Jaisankar.N which they used PSO
for the optimization of the fuzzy membership function. The results obtained from the fuzzy
system are interpreted and it was observed that the accuracy was good for bmary classification.
Cleveland dataset and Switzerland dataset merged and achieved accuracy on traming data 92,2

% and accuracy on testing dataset 86%. After applying PSO optimization achieve very good
y g pplymg P Vg

K-NN

Neural Network
J48 (Weka)
Bayes Net
Naive Bayes

Simple Cart

REPTree(Weka)

Naive Bayes
Neural network
Weighted
Associative

Classifier

Support

Vector
Machine

Naive Bayes
Classification by
clustering

Decision Tree

75,18%
78,485%

99,0741%

98,148% 11
97,222%

99,0741%

99,0741%

52,33%
78,43% 11

81,561%

60,78%

96,55% 6
88,3%

99,2%

performance of 94,49% on training and 94% on testing [32].

Mohd. A.M. Abushariah, Assal A.M Alquadah, Omar Y.Adwan, Rana M.M. Yousef,
designed ANFIS with Cleveland dataset using subtractive clustering with 10 fold cross validation
and achieved accuracy 100% on training dataset and accuracy 75,93% on testing dataset without

doing any preprocessing upon the data and using binary classification. We criticize their results

J48,
REPTREE
and
SIMPLE
CART

algorithm

Weighted
Assoclative

Classifier

Decision

Tree
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as poor and this happened because the parameters for subtractive clustering kept fixed with the
default values of genfis2 and did not experimented with the options. Also with ANN they
mmproved the results with accuracy 90,749% on training dataset and 87,04% on testing dataset for
binary classification [33]. The result just for binary classification is not very promising for the
amount of features. We achieved accuracy of 91% with binary classification on testing dataset
using the above dataset after applying numerous adjustment on a ANN as it i1s described n
Chapter 8.

Yan, Jiang et al (2006) with a three-layer MLLP and 15 nodes using data from the
Southwest Hospital and the Dajiang Hospital, both located in P. R. China achieved accuracy
for diagnosis (presence or absence) of CHD on training data 91,5 % and on testing data 90,4
%. The dataset consists 352 patients and 40 attributes. For learning used a back propagation
algorithm augmented with the momentum term, the adaptive learning rate, the forgetting

mechanics, and an optimized algorithm based on the conjugate gradients method [49].

2.3.2 Case studies with dimensionality reduction methods

The problem with multidimensional matrices in neural networks architectures and data
mining 1s the curse of dimensionality, reducing the classification performance of the model and
mcreasing the computational complexity. The existence of many dimensions leads the data in
becoming more sparse from the center and fall out of the n —dimensional hypersphere where

should belong. The hypersphere reduces its volume as the n increases based on Euler’s formula:

n

V(n) = %Rn (2.6)
where R 1s the radius of the hypershere.

As a result, more data are in the corners and they cannot be caught, therefore the
classification fails. Normalization or standardization can reduce this by bounding them to unary
- n dimensional space but the data will still be on the corners so the problems remains.

When the number of training data 1s fixed, 298 samples for Cleveland dataset, then
many dimensions has the effect of over fitting. On the other hand, if the number of dimensions
1s already large and kept fixed, 13 for Cleveland dataset, then the number of training data should
grow exponentially one power for each one dimension to avoid overfitting. In medical diseases
hundreds of thousands of samples are not available nor a feasible solution in respect to

computational efficiency. So reducing the dimensions 1s a feasible solution if we want to avoid

overfitting and/or less computational complexity for classifiers as Neural Network architectures.
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Classifiers that tend to model non-linear decision boundaries very accurately do not
generalize well and are prone to overfitting. In this category belongs the Neural Networks, K-
NN classifiers, Decision trees and therefore the dimensionality should be kept relatively low.
On the contrary if a classifier does not classify very accurately but generalizes easily then the
number of used features can be higher since the classifier itself 1s less expressive in
computational complexity. In this category belongs naive Bayesian, SVM and other lnear
classifiers.

In literature there are case studies where suggest that selecting the best attributes and
elimmating features with little information 1s a solution to the problem of dimensionality for the
Cleveland dataset. Although searching for an optimal feature selection dataset 1s a NP-complete
problem [31]. The most common algorithms for dimensionality reduction without sacrificing
the efficiency factor significantly are: Particle Swamp Optimization (PSO), Genetic Algorithm
(GA) Feature Selection, Principle Component Analysis (PCA) and many combinations of
classification techniques like Support Vector Machines (SVM) with the above algorithms.

Durairaj, Sivagowry [30] using PSO algorithm on Cleveland dataset tried to select the
best features and rejects those with the less influence. From 13 features it reduced to 5 (CP,
Exang, Slope, Ca, Thalach) . The performance of classification for healthy and diseased with 5
features with Radial Basis Function Network (RBF) and Multilayer Perceptron (MLP) shown in
table 6.2 below. The performance with the reduced dataset 1s not good because the selected
features do not belong to the optimal available feature selection as founded reading the research
from Santhanam and Ephzibah which 1s shown next. Although, the study considers the result as
good enough. Although we rejected them as poor considering that it is binary classification, and

we did not use these 5 features with ANFIS nor ANN.

Table 2.2 - Performance of ANN, with 5 attributes selected with PSO, for binary classification

L RBF Multilayer Perceptron Neural Network
Classification Accuracy% 83,49 81,84
Precision 0,83 0,81
Kappa Statistic (good value> 0,7) 0,66 0,63
Relative Mean Squared Error 0,35 0,38

E.Santhanam and E.P. Ephzibah 1mplemented PCA for Cleveland dataset an their
proposed method try to optimize the feature selection process and increase the classification
accuracy [31]. It 1s observed that for one of the proposed methods, for PC-1, the prediction

accuracy 18 92,09 using regression and 95,2% using feed forward neural network classifier
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which 1s better than other methods. It is also observed that the accuracy of exp(B) statistic 1s
closer to PC-1, hence concluding that the exp(B) can also be considered for feature selection.
Exp(B) statistical formula found the predictive capability for each feature on table 6.3 below.
The highest predictive capability 1s for the sex and the lowest for fasting blood sugar [31]. Their

results are aligned with the PCA we followed using orthonormal or oblique rotation.

1able 2.3 - EXP(B) statistic shows the significance of each attribute for Cleveland dataset, [31].

Order | Features EXP(B) Order | Features EXP(B)
1 Sex 3.714 8 Rest ECG 1,278
2 Ca 3,553 9 Trestbps 1,024
3 Exang 2,525 10 Cholesterole | 1,005
4 Chest Pain type 1,779 11 Age 0,986
5 Slope 1,738 12 Thalach 0,980
6 Thal 1,410 13 Fasting 0,360

blood sugar
7 Old peak 1,281
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CHAPTER THREE

Datasets Used in Thesis

3.1 Thesis Dataset 1: extracted from the Cleveland

We label as Dataset 1 the dataset from the databases of Cleveland University. The Cleveland
has been used by researchers since 1988 for thousands of researchers. It has 303 records of
patients but 4 has missing data so 298 are the clear records. Also, it has 14 attributes from
measures with the 14" as the classification of patient’s state with coronary heart disease. Table
3.1 describes the 14 attributes of the Cleveland dataset. The classification 1s 1,2,3,4 indicating

the number of vessel with more than 509 blockage and 0 for absence.

1Table 5.1 - CHD patient’s diagnosis attributes. Description of the 14 attributes from the
Cleveland database [298x14].
Attribute Description

1 Age Age 1s In year.

2 Sex Value (“0” = male, “1” = female).

3 CP Chest pain type (“1” = typical angina, “2” = atypical angina, “3” = non-angina pain,
“4” = asymptomatic).

4 Trestbps Resting blood pressure in mm Hg.

5 Chol Serum cholesterol in mg/dl.

6 Fbs Indicator of whether fasting blood sugar was > 120 mg/dl (“1” = yes, ”0” = no).

7 Restecg Resting electrocardiographic results (“0” = normal, “1” = ST-T wave abnormality,
“2” = probable or definite left ventricular hypertrophy).

8 Thalach Maximum heart rate achieved.

9 Exang Indicator of whether the angina is exercise induced (“1” = yes, “0” = no).

10  Oldpeak ST depression induced by exercise relative to rest.

11 Slope The slope of the peak exercise ST segment (“1” = up sloping, “2” = flat, “3” =
down sloping).

12 Ca Number of major vessels colored by fluoroscopy.

13 Thal Summary of heart condition (“3” = normal, “6” = fixed defect, “7” = reversible
defect).

14 Num “The Disease Diagnosis” field refers to the presence of heart disease in the patient.

It 1s integer valued from 0 (no presence) to 4. Here the 0 1s denoting no presences
of heart disease and 1, 2, 3, and 4 are presenting the presence of heart disease.

Contact the owner for more informations
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CHAPTER FOUR

Artificial Neural Networks: Concepts and Terminology

4.1 From Biological Neurons to Artificial Neurons

The human brain 1s a source of natural intelligence and a truly remarkable parallel
computer. Brain cells function about 10°times slower than electronic circuit gates, but human
brains process visual, sense of touching and auditory information much faster than any modern
computer could do i millions of years. The method behind this speed 1s the number of the

neurons which is around 10" with the number of connection much more.

Synapses

Bias

Activation
X Function
z
Input () —
Signals

Additive

Junction
synapse electrical
signal 2, 4
3
1 Synaptic
dendrites Welghts
Figure 4.1 - Model of biological neuron Figure 4.2 -An artificial neuron [26].

A biological neuron as in figure 4.1 works as follow:

1. A neuron receives many electro-chemical signals though dendrites and these signals deliver
to nodes which called synapses.

2. Synapses supervise the signals and based on the supervision they set a weight to every signal.

3. The neuron keeps track of the input signals that receives from the synapses for a small time
window, after that nothing comes in for a time interval. The total mput signal to the cell 1s
the sum of all such synaptic weighted mputs.

4. When the total signal reaches a certain threshold the neuron bursts into activity and

generates a spike and through the axons the new signal deliver to other neurons.

Inspired by the biological neural system many researchers applied this methodology of

the neural system to artificial neural networks i order to achieve good information processing.
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This methodology replaces the ordinary algorithmic approach and does not requires critical
decision flows 1n 1t’s algorithms and based on different connections there are different kinds of

Artificial Neural Networks (ANN).

4.1.1 Model of an artificial neuron

A neuron 1s an information processing unit that 1s fundamental to the operation of a neural
network. The figure 4.2 shows a model of an artificial neuron which is identifying by three basic

elements:

1. A set of synapses each of which 1s characterized by a weight or strength. A signal x; at the
input synapse j connected to neuron k is multiplied by a synaptic weight wy ;. The weight
may take positive or negative values.

2. An adder for summing the input signals. The operations are a linear combination.

3. An activation function for limiting the amplitude of the output of a neuron, as it squashes

the amplitude range of the output signal to some finite value.

In figure 4.2 the model also includes an external bias factor b.. The bias increase or decreases
the net input of the activation function by a constant, depending on the positive or negative value.

The form of the kth net output 1s:

U = DTeq W j X (4.1)

Vi = @(ug + by) (4.2)

where {X; ... X;p } are the input signals and {wy ... w;,, } are the synaptic weights of neuron, uy is
the linear combiner output, @(.) 1s the activation function and yx« 1s the output.

Typically y, 1s normalized to [-1,1] or [0,1]. The bias 1s different than zero so that the
neurons achieve the performance we want and classify the data correctly because in the case that
there 1s not bias and one of the mputs are null or zero the activation function with have poor
predictive performance.

As depicts the example in figure 4.3 an output y, = @(u;) without bias the neural
network 1s not capable to classify the data with the linear equation causing poor performance.
Hence, with a bias the network has a degree of freedom to adjust the position of the line and

classify the data better. The result of better data classification 1s a better predictive model.
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Figure 4.5 - Classification from a neural network with bias, red line and without bias, blue line.

Types of activation functions for hiden nodes :

Activation functions defines the output of the neuron nodes in terms to the induced mnput.

The three basic types are shown 1n figure 4.4 (a),(b),(c) and the more modern and most used

types are shown in figure 4.4 (d),(e),(f),(g). Their mathematical expressions are shown below:

1.

Heaviside function: 1s a threshold Function also called described in fig.10a:

) = {(1) Z:Z i 8 (4.3)
Piecewise-Linear Function: described in fig.10b:
1, ifu=+-
puw) =1{u, +%>u>—% (4.4)
kO, u< —%

Sigmoid function: Sigmoid 1s the most common form of activation function because it’s S-
form 1s 1deal for linear and nonlinear behavior and 1s differentiable, which 1s very important
feature for a neural network. Used as activation function while building neural networks. In
mathematical definition way of saying the sigmoid function take any range real number and
returns the output value which falls in the range of 0 to 1. Based on the convention we can
expect the output value i the range of -1 to 1. The sigmoid function produces the curve
which will be in the Shape “S.” These curves used n the statistics too. With the cumulative

distribution function (The output will range from 0 to 1), described in figure 4.4 c:

1
1+exp(—au)

p) = (4.5)

Where by changing the parameter a we take sigmoid functions with different slope.




o

Threshold functions: Also sometimes it is important to have an anti-symmetric activation

function so the range from [-1,1] makes a function like that appropriate.

The threshold functions are now defined as:

1 ifu>0
o) =<0 ifu=20 (4.6)
-1 ifu<o0

Hyperbolic tangent function:
¢(u) = tanh(u) (4.7)

Rectified Linear Unit (ReLLU) type of transfer functions:
a. ReLLU [51]:

f(x) = max(0, x) (4.8)
b. Leaky ReLU [52]:

_{x if x>0
fx) = {0,01x, ifx<0 (4.9)
Parametric ReLU (PReL.U) [53]:

_{x if x>0
fx) = {ax, ifx<0 (1.10)
where a < 1
c. Stochastic ReLU [54]:

_ [ i if x>0
fo) = {aji Xji, otherwise (4.11)

where aji~U(l, u),i <u andi,u €[0,1)

27



12
1 w(v)
08F E
06} .
04r 1
02} .
0 . R "

-2 -5 -1 -05 0 05 1 1.5 2

tanh(x)
e — — — — - —

] 1

I I I

I 1 I

I Yi = GiTi | b 4 I

| ! Y5i = a5iTji |

I 1 ]

ReLU Leaky ReLU/PReLU Randomized Leaky ReLU

(e) () (®

Figure 4.4 - a) Threshold function, b) Piece-wise linear function, ¢) Sigmoid function for varying slope
parameter a, [26], d) Tanh sigmoid function, e) Standard ReLU, f) Leaky RelLU/PreLU,
¢) Randmized ReLU
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4.2 Neural Network Architectures

1. Single - Layer Feed-forward Networks
In a layered neural network the neurons are organized in the form of layers. In the simplest
form of a layered network we have an mput layer of source nodes that projects onto an
output layer of neurons, but not vice versa. Such a network 1s called single-layer network and
1s shown 1in figure 4.5. With the “single - layer” output layer referring to the output layer,

without count the input layer because no computation is performed there.

O
®

O

Input Output
Layer Layer

Figure 4.5 - Single layer network [26].

2. Multlayer Feed-forward Networks
This architecture distinguishes itself by placing one or more hidden layers as shows the figure
4.6. By adding one or more hidden layers the network 1s able to calculate higher-order
statistics leading to a better global perspective. Moreover, the hidden layers are valuable
when the size of the mput layer 1s large so the data are many. Determining the optimal
number of hidden nodes is basically an unsolved problem in neural network research, and

so trial and error 1s generally used.




NN AN
TN/
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Input layer Layers of
of source nodes hidden neurons

Layer of
output neurons

Figure 4.6 - Multilayer network with two hidden layers [26].

3. Recurrent Network
This architecture has the structure of a multilayer network but it has at least one feedback
loop. The output of a neuron is fed back to the mput of the current hidden layer. This
architecture has better learning capability but non linear dynamic behavior because the
feedback loop 1s delayed in order to achieve concurrency between inputs arrivals. Also the
Hopfield networks which 1s a case of recurrent networks are a way to build associative

memory holding the most important past information and rejecting the least important.
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Figure 4.7 - Recurrent neural network with two hidden nodes.

HIDDEN LAYER
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4.3 Neural Networks (NN) implementations

The NN can be used to classify data and make predictions. Behind the scenes, a neural
network can be thought of as a complicated mathematical function that has various constants
called weights and biases, which must be determined. Training a neural network 1s the process
of finding a set of weights and bias values so that computed outputs closely match the known
outputs for a collection of training data items. Once a set of good weights and bias values have
been found, the resulting neural network model can make predictions on new data with
unknown output values. To optimize a neural network used the technique back-propagation
method with the used of different types of gradient descend algorithms. The fastest algorithm 1s
the comjugate gradient descend because for each iteration it does not use any previous
mformation so the optimization does not stuck mn a local minimum. The algorithm 1s very
complex to write it so for more details there are many advanced mathematical books on linear

algebra which explain it and the author’s publication as well. [55]

Classification types: NN vs Classical Pattern Recognition:

The fundamental difference between a neural network and a classical pattern

recognition solution 1s that in pattern recognition firstly we build a mathematical model
observing the training data, validating the model after and then building the final design based
on the model. The design of a neural network 1s based directly on data, the model design 1s a
dynamic process and follows only the trend of the data and no user’s observations or other
mathematical predefined models. As a consequence the data act upon the model by themselves.

The major task for a neural network is to learn a model of the environment in which it
1s embedded and to maintain the model sufficiently consistent with the real world so as to
achieve the specified goals of the application of interest. Knowledge of the world consists of two

kinds of information:

1. The prior information, such as already known information.
2. Observations from sensors, where most of the times are noisy or being subject to errors due
to system mmperfections. These observations are the examples from which the learning

process will take place and are the mput signals.

A set of mput-output pairs, with each pair consisting of an mput signal and the
corresponding desired result, 1s referred to as a set of traming data. The observations can be

labeled or unlabeled and are part of the inductive learning. Inductive learning 1s a central task
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i data mining and neural networks since building descriptive models of a collection of data
provides one way of gaining insight into it. Such models can be learned by either supervised or
unsupervised methods or semi-supervised depending on the nature of the problem.

In supervised learning the learner is given a set of instances of the form (X, y), ¥ is a
vector of values that represent features thought to be relevant to determining the result y. The
goal in supervised learning is to induce a general mapping from X vectors to y values. The learner
must build a model § = f(X) of the unknown function f that allows it to predict y values for
new unseen examples. Some of the methods which belong in this category are the error
correction learning techniques such as ANN, ANFIS etc., stochastic learning techniques as
stochastic gradient descend, and hardwired systems.

In unsupervised learning the learner 1s also given a set of training examples but each
instance consists only of the X part it does not include the y value. The goal in unsupervised
learning is to build a model that accounts for regularities in the training set. Some of the methods
which belong in category are the Hebbian algorithm, the differential Hebbian and the Min-Max
algorithm.

In semi-supervised learning there are data with label and others without labels because
the cost or skills to find the labels 1s infeasible or they missed. The first goal i1s to map the correct
labels for the unlabeled data from inductions from the labeled data and secondly to create a

better model than supervised or unsupervised learning by using the new larger dataset.

4.4 Back-propagation Algorithm

The advantage of Neural Networks from other data mining techniques which do not
have a Neural Network Architecture is their learning capacity. By taking the derivative of the
cost function (error) with respect to the network parameters and changing them with gradient
descent algorithms a neural network achieves the minimum cost value. The most common
algorithms for this are the Back-propagation algorithms which based on gradient descent to
compute the gradients. In back-propagation, gradients must be computed in the opposite
direction of computing output values. Although there are many good references available that
explain the mteresting mathematics of back-propagation training, there are very few resources
that describe the practical 1ssues involved i implementing back-propagation training. T'raining
with back-propagation is an iterative process. The back-propagation algorithm 1s used to search
for weights and bias values that generate neural network outputs that most closely match the
output values n the training data. The behavior of the back-propagation algorithm depends in

part on the values of a learning rate. When using the back-propagation traming algorithm, using
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the online approach i1s better than using the batch approach. Follows a quick view on
mathematics of how back-propagation works [26].

For a neural network the weights hold the memory of the model and their values adjust
the parameters of the output, so with the bias together, are very important for the learning
process. Ideally the network become more knowledgeable about its environment after each
iteration, also named epoch, of the learning process.

To adjust the knowledge nside the neural network 1s, however, complicated. The feed-
forward neural network as depicted in figure 4.7 produces an output signal y; (n) at the n"
discrete time of the neuron k. This output compared to the desired output or target output or
desired response as its named, denoted by dj (n). Consequently the error denoted by ey (n) is
produced:
ex(n) = di,(n) — yp (n) (4.12)
The error applies the correct adjustment to the synaptic weights of neuron k to make the output
signal Y, (n) come closer to the desired output dj(n). The process of adjustment is a step by
step manner with the subject goal of mimimization of a Cost Function or index of performance,

defined as:
E(n) = se?(n) (4.13)

where E(n) is the instantaneous value of the error energy.
The total error energy for the entire network 1s obtained by summing all the instantaneous values

of error energy for all neurons in the output layer:

1
E(n) =-Xie;(n) (4.14)
where C'1s the number of all neurons in the output layer.

The average squared error 1s calculated by summing all the total energy for the entire network

for all the N attributes in training dataset and normalizing it dividing by N:

Eavg = % YN_ E(n) (4.15)

The objective of the learning process 1s to adjust the free parameters (weights and bias) of the

network. The Egy4 is a function of all the free parameters of the network.
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As a consequence for a given training set the Eg,,4 represents the total cost function as a measure

of the learning performance. The final goal 1s to minimize the Eg,, over the entire training set.
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Figure 4.7 - Signal flow graph with output neuron j
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Figure 4.8 - Signal flow from hidden neuron j to output neuron k.

Case neuron j is output:

A neuron 1s fed by a number of mput signals produced by a layer of neurons on its left figure
4.7. The mduced local field produced at the input of the activation function associated with

neuron j 1s therefore:

u;j(n) = X, w;(m)y;(n) (4.16)
where m1s the total number of inputs (excluding the bias) applied to neuron

w;i(n) is the 1" weight that goes as input on j" neuron.
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The output from the activation function n:

y = ¢j(u;n) (4.17)

The back-propagation algorithm applies a correction Awj; (n) to the weight w;; (n). With use of

0E(n)

(4.17) the partial derivative of oW )

represents the sensitivity factor determining the path of search in weight space for the synaptic
weight wj;. According to the chain rule the gradient is:

0E(n) _ 0E(n) dej(n) dy;j(n) du;(n)
6w]-i(n) o 6e]-(n) 6y]-(n) auj(n) 6wjl-(n)

(4.14)

Differentiating the equations: (4.12) with respect to y;(n), (4.14) with respect to e;(n),

(4.17) with respect to u;(n), (4.16) with respect to w;j(n) we have sequentially:

de]-(n) _ -
m 1 (4.15)
dE(n) _

oyl (n) (4.16)
dy](n) _ 7 .

duj(i) (M) (4.17)
m ) (4.18)
dW]'i(n) YL .

Equation (4.18) with the use of (4.19) (4.20) (4.21) (4.22) becomes:

SEE = —e(n) 9} (w;(n)) y(n) (4.19)

6wﬁ(n) o

0E(n)
owji(n)

The correction weight is: Awj;(n) = —n (4.20)

where 7 1s the step size also named learning-rate parameter.

Finally the local gradient is:

dE(n) _ 9E(n) dej(n) dy;(n) _

() = — duj(n) — dej(n) dy;(n) du;(m)

—ej(n) @j(u;(n)) (4.21)

So the type of activation function is very important to the error correction.

Finally the equation (4.24) with the use of (4.23) and (4.25) becomes:
Awj; (n) =1 §;(n) y;(n) (4.29)

which describes the weight adjustment of each layer which optimizes the network.

learning ) . ( local ) . (input signal)

Correction weight = ( parameter gradient of neuron j




(4.23)

n= >
3 0E(n)
\/Z wji(n) <0wji(n)>

where 4 1s the step size, which can be changed in order to accelerate the convergence rate in

adaptive networks.

Case neuron ; is hidden:

The case of j as hidden neuron (figure 4.8) is different because there is not a desired signal d;(n)
in the hidden neurons which are behind the final neuron (k) so the error e;(n) in hidden neuron
has to be computed by the equation (4.10). The process has many similarities with the previous
and will skip the formulas.

The final result 1s the back propagation formula for the local gradient for output neuron:

5(m) = ¢} (,(n)) T S (MIwies () (4.24)

where
J1s hidden neuron,
k 1s an output node .

The correction weight has the same formula format as the equation (4.22):

Aw;; (n) =1 6;(n) yr(n) (4.25)

or:

learning ) . ( local ) . (input signal)

Correction weight = ( parameter gradient of neuron j

The learning rate 1s the same as in equation (4.23).

4.5 Batch and Online Neural Network Training techniques

There are two different techniques for training a neural network: batch and online,
(batch 1s by far the most common algorithm). In the very early days of neural network, batch
training was suspected by many researchers to be theoretically superior to on/ine training.
However, by the mid- to late-1990s, it became quite clear that when using the back-propagation
algorithm, on/ine training leads to a better neural network model In most situations.
Understanding their similarities and differences 1s important i order to be able to create

accurate prediction systems. The approaches are similar but can produce very different results.
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The general consensus among neural network researchers 1s that when using the back-
propagation traming algorithm, using the on/ine approach is better than using the batch

approach but more complex.

In online training (incremental), weights and bias values are adjusted for every training item
based on the difference between computed outputs and the training data target outputs. In
mcremental learning, the system learns “incrementally” with an updating algorithm, and the
system’s knowledge 1s updated every time. Used 1 time series where the data are a function of
time or the data are too much for the memory to proceed them all at once. The complexity in
online 1s that many nodes proceed the data when others may do not have data yet because of
delay, so the first used nodes should not forget its existing knowledge. Online learning also is
more complex because the updating should consider the delays between old and new values to
nodes so it should give smaller weights (strength) to the older data and bigger weight to new
arrivals.

In batch training the adjustment /local gradient values are accumulated over all training
items, to give an aggregate set of deltas, and then the aggregated local gradients are applied to
each weight and bias. In the Bach based method, instead of mcremental learning, it takes less
time to process the data that comes in bulk, and i1t’s updated once it is processed. On Batch
learning the update takes place after each iteration (epoch) and after all data are mserted, it is
faster that online learning which update takes place after each input-output pair is available on
the nodes. Online learning also 1s more complex because the updating should consider the
delays between old and new values to nodes so it should give smaller weights (strength) to the
older data and bigger weight to new arrivals.

Batch and online training can be used with any kind of training algorithm. Depending on the
application, each method might be more appropriate.

The next four fields are specific to batch training. (1) hold the accumulated delta values
(that 1s, small amounts that will be added) for the mput-to-hidden weights, (1) hold accumulated
delta values for the hidden biases, (i11) hold the hidden-to-output weights, and (iv) hold the output
biases.

The heart of batch training s in method 7ram. The key to method Train is the call to
helper Compute and Accumulate Deltas. After that call completes, the accumulated delta values
(based on all training data) will be stored. Because of deltas are accumulated over all training
items the order in which training data 1s processed doesn't matter, as opposed to online training

where 1t's critically important to visit items in a random order.
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Consider a one of the premise parameters among {pi, q1, r1} which works exactly like the weights.

0E JdEp 00"
p .
— * . 4.26

where S 1s the set of nodes whose outputs depend on w.

The derivative of the overall error with respect to o 1s

OE JE

b __ P p C

kK = (4.27)
6ailp P=1 pa

Equation (4.27) n 1s used on Batch learning for hybrid algorithm. On Batch learning the update
it 1s faster that online learning which using the equation (4.26) update takes place after each
mput-output pair 1s available on the nodes. The learning rate on equation (4.23) 1s the same in

batch and online learning substituting the weight with the parameter a.

4.6 Hybrid-Learning Algorithm: Forward and Backward pass

The hybrid algorithm applies two passes [13], forward and back-word pass:

1. In forward pass signals reach the Level 5 and using sequential least square method calculates
the consequent parameters while the kept fixed.

2. In the backward pass a back-propagation algorithm propagates the derivative of the error
from output layer untl layer 2 the then updates the premise parameters by the gradient
descend while the consequent parameters kept fixes. Consequent parameters act like the
weight in ANN. The researchers suggest that when using the back-propagation training

algorithm, using the Batch approachis more simple to applied than online learning.

Forward Pass algorithm:

The output from the layer five 1s:

Wy W

t W1+W2f1 W1+W2f2

=Wy fi + W, f,
= (W X)p1 + Wy)q + (W) +
(W2X)p, + (W2y)q, + (W2)ry

= y=f(i,s) (4.28)

where {1} 1s the vector of mput variables,

S 1s the set of parameters.
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If there 1s a function H such that the composite function /£ is linear in some of the elements
of S, then these elements can be i1dentified by the least-squares method. If the parameter set S
can be divided into two sets S1 and S2, which S1 1s set of premise parameters and S2 1s set of
consequent parameters we have S = S1PS2, (where @ represents the direct sum) such that

H -~ £ 1s linear in the elements of S2, after applying A to Equation (4.28), we have:

HoO=Hollr,S) (4.29)
which 1s linear in the elements of S2. So the equation (4.29) can be written as the classic inear
equation:

AX =V (4.30)

where X 1s an unknown parameter vector whose elements are parameters in S2 and predicted
output.

After substituting p training data in equation (4.29) i / then a matrix equation is obtained.
Let S2=M, and dimensions of t 1s Mx1 parameter vector, A 1s pxM matrix and Y 1s px1 output
vector. This 1s a standard linear least-squares problem, and the best solution for X, which
minimizes ||A X — Y|? is the least squares estimator (LSE) X*.

X*=(ATA) 14Ty (4.31)
This 1s computational expensive so Sequential Least Squares Estimator compute the LSE of X.
The goal 1s to approximate the following equation which constructed using the covariance of the
data and has the role of slope A as in a classic linear equation y=Ax, so the trend of the data
defines the slope of the line:

Xior = Xi+ Sip1@ipq (b1 — ajiq X)) (4.32)
where aT, bT are the elements of matrix A and Y.

The Covariance matrix 1s calculated from:

T
SiQit1Qi4q Si

Siy1 =S, — e ,i=01,..P—-1 (4.33)
Backward pass algorithm:

In the back propagation the consequents parameters are constant. Premise parameters act like

the weight in ANN. Backpropagation discussed in detail in section 4.4.




CHAPTER FIVE

Adaptive Neuro Fuzzy Inference System (ANFIS): Concepts
and Terminology

5.1 Fuzzy Logic and Fuzzy Sets

In physical world we do not have precise criteria for the object’s membership. The “the
class of all real number greater than 1”7 arises ambiguity. Professor Lothi A. Zadeh in 1960
mspired by this and created the concept of fuzzy set, a class with a continuum of grades of
membership. This framework provides a natural way of dealing with problems that arise
mmprecision criteria rather than random variables. Later Mamdani and Sugeno created inference
systems based on fuzzy set theory.

Fuzzy sets: Let X'be a space of points, with a generic element of X denoted as by x, thus
X = [x}). A fuzzy set A in X 1s characterized by a membership function (M.F,) which associates
each point in X space with a real number in the interval [0,1]. The value of f;(x) representing
the grade of membership of x1in class A, 1 1s fully membership 0 no membership. The nearer
the value of f;(x) to unity the higher the grade of membership and belongs more in this class
rather than other classes avoiding the overlapping.

The modeling of the systems which have uncertainty 1s very complicated and many times
mmpossible with the classical mathematics and the differential equations. The use of the Fuzzy
mference systems also named as FIS, was that through IF-THEN statements can apply rules
which are comprehensive from the humans and apply inference logic which does not require
Boolean logic where every other state considered as a false and unstable for the digital system.
Although the FIS can handle the intermediate states it cannot adjust itself based on the different
mputs so it’s parameters stay fixed and the output as well. From the other aspect neural networks
have the ability to adapt in the new data and learn by changing the parameters. Although the
capability to adapt the multiply layers and makes the process hidden and too complicated for
the human to know what 1s happening and act upon that. The solution to the two problems
came from the combination of FIS and Neural Networks which the FIS transform the human
knowledge into rules and the NN technique adapts the membership functions and this systems
1s called Adaptive neuro-fuzzy inference systems following the Takagi-Sugeno (T'S) model using

supervised learning algorithms.

40



5.2 ANPFIS Architecture

The system [13] consists five layers, for simplicity the description will be based on two
mputs x and y where the FIS produces a single final output /and has two IF-THEN rules, as

shows figure 5.1.

Rule 1 :IF x1s Al and yis BITHEN f1 = plx+qly+rl
Rule 2 : If x1s A2 and y1s B2 THEN {2 = p2x+q2y+1r2

Where {A1,B1}, {A2,B2} are the fuzzy sets also named membership functions and
{pl,ql,rl}, {p2,q2,r2} are linear parameters part of the consequent phase of the Takagi-Sugeno
fuzzy inference system. The first and fourth layer have the adaptable parameters so the nodes

are adaptive as well while the other two, three and five layer contain fixed nodes.

L/
/2

layer 1

"
h=pz+qy+n

f = whtwafy
+ - wy+urg

=W f1 + W2 f2

fa=px+ oy + 12

i layer 4
layer 2 layer 3 v

A, J i Ty layer 5
4: : y
T A, w / w

Figure 5.1 - Up 1s a sugeno type 3 output, down is the Anfis type-3 architecture [13].Sugenos’s output rules

imported in layer 4 of Anfis.

Layer 1

At the first layer 1s the fuzzification. Every node-1 has a membership function Ai, Bi and an
output 0} = ta, (x), 0} = ug,(y) i = 1,2 where yand are inputs, Ai, Bi linguistic labels (low,
medium, high etc.) of fuzzy sets characterized by membership functions and 0, ; the outputs
from the nodes. A MF has the role to calculate with a subjective way the degree of membership

of the mput x for a fuzzy set A;. MFs may have different forms but they should be piecewise
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differentiable, continuous and differentiable, so that the optimization algorithms do not fail.
They take values from [0,1].
As a consequence the bell shaped curves like Gaussian are appropriate, also trapezoid or

triangular. More often are used:

ta,(X) = ——5 (5.1)
o
or
X—Cj 2 A<
ha ) = exp(= (52)) 6.2
where

{a1,bi,c1} are called premise parameters which they can change the MF shapes,

¢ sets the centers of the MF, a sets the width of the MF.

Layer 2
Every layer of the network receives the signals applies a T norm operator which 1s AND or OR
and produces the output signal like the synapses in neurons. This 1s named power or weight of

the rule and this goes to the Layer 3.

Wi = Up; (x)x Up; (x) (5.3)

where 1=1,2...N inputs

Layer 3
Every node calculates the normalized received power signal and sends it to Level 4. As
normalized power of 1-th node 1s the ratio of the power of this node by the sum of the powers

from the rules. In this case there are two rules:

— Wi .
w=——,i=1,2
Wit w, (5.4)
Layer 4
After receiving the normalized power from level 3 the next step 1s for every i-th node to produce
a function:
of =wf, =wi(px+qy+15) (5.5)

where {p;, q;, 1;} are the consequent parameters.
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Layer 5

It has a single node which computes the overall output as the summation of all incoming signals:

0f = Yiwif; = £ (5.6)

The Adaptive neuro-fuzzy iference system is a type 3 FIS, every MF 1s associated with every

mput with final output a linear combination.
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CHAPTER SIX
Experimental Studies with ANFIS

6.1 ANFIS Process

ANTFIS in provides three ways to create the rules that models the data behavior: genfisl,
genfis2, genfis3. The more the rules the betters the result of cost function unless there is
overfitting. Overfitting occurs if there are many MF and there are a few samples so the free
parameters are memorizing the previous values. Hence, different methods, parameters and
datasets should be applied to find the mmimum RMSE for the testing dataset. The flowchart for
adjusting the ANFIS is in figure 6.1:

Load set FIS Generate FIS:
preprocessed parameters genfis1, genfis2 or
data genfis3

ANFIS training

Train(RMSE,
Accuracy)
< Ref
values.

Test (RMSE,
Accuracy)< ANFIS testing
Ref values.

Figure 0.1 - ANFIS flowchart on how to tune the ANFIS.

6.1.1 ANTFIS as Classifier

We use 3 classes to define 3 levels of risk. In UCI database 1,2,3,4 1s the number of major
main arteries in the heart with more than 509% blockage and 0 the absence. Previous researches
ignore the fact that 1, 2, 3, 4 1s the number of major main arteries because there is not description
in the database. As a result, the danger can be classified better, binary classification 1s too general
but 5 classes are too many to be used with so a few data samples. The table 6.1 shows the

grouping of the classes.
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Table 6.1 - Thesis proposed grouping for the classes of Cleveland dataset for the CHD

predicton.
Grouping Classes {0} {1,2} {3,4}
Risk levels Class Absence: 0 Class Medium High BOETERAYSWANS it

Risk: 1

6.1.2 Measurements of Performance

After developing a classifier, the performance measuring follows. Performance 1is
measured calculating the accuracy on the training data but more important on the accuracy how
well the model generalizes which is the accuracy from the testing data. Overfitting or underfitting
are common cases for machine learning models where in both cases the performance drops
because of overextension of learning parameters in the first case and on few learning parameters
i the second case. The ANFIS algorithm generates an output FIS for training, validating, and
testing data. Training and checking (also called validation) RMSE 1is calculated for each data

sample. The RMSE compares the predicted output of the FIS, ¥predicteqa and the actual output

value ¥Ygeruar- N represent the number of samples. The RMSE for training can be expressed as:

N . _ 2
RMSE = \/ZK=1(3’predlctj\cli,k Yactual,k) (61)

RMSE is not a panacea to deduce how well the model fits the data, it 1s used because it penalizes
the large errors more than the small errors. A small value of RMSE should be considered good
with respect to the range of the value of Y¢jgssifierk» also named as dependent variable in
literature, RMSE also used as the cost function in machine learning algorithms.

Validation data prevents the learning from overfitting: When the training RMSE drops
and the validation RMSE start to increase, significant, then overfitting begins to happen so the
training stops. For under fiting we need more data or/and to optimize the adjustments of the
system. For overfitting we need to “loose” the optimization of the adjustments of the system so
that to avoid overextension of 1t’s normal capabilities.

The RMSE gives a more accurate value of the error between a model (output of FIS)
and observed data (training/validation data output value). There are statistical properties such as
variance and standard deviation that makes RMSE a desirable measurement. It is desirable to

have a RMSE decrease or converge as the number of iterations increase.




The RMSE of the checking data 1s used to prevent overfitting. Overfitting occurs when
the RMSE of the checking data increases. It is a result of fitting the fuzzy system to the training
data so well that it no longer fits the testing data effectively and this leads to a loss of generality.
The ANFIS algorithm chooses model parameters associated with the minimum checking error
prior to overfitting (if it exists). Once RMSE of the training data is shown to decrease as the
number of iterations increases and overfitting is eliminated, evaluation of the ANFIS is made.
Generally the accuracy of a classifier can be expressed as:

tp+tn

Accuracy = —m8—
y tp+tn+fp+f

(6.2)

tp = true positive, tn = true negative, fp = false positive, fn = false negative

The confusion matrix calculates the accuracy for two classes or many classes. Table 6.2

1s the confusion matrix for a two class classifier, table 6.3 1s the confusion matrix for many classes

1able 60.2- Confusion matrix for a two class classifier.

Predicted Class Positive Negative
Actual Class
Positive p p
Negative fn n

The term accuracy 1s the ratio of sum of mstances that were correctly classified to total number

of Istances present:

1able 0.3 - Confusion matrix for many classes

redicted Classes |Class 1 Class 2 Class N Total
Actual classes

Class 1 Accuracy 1 |false false
Classe2 false Accuracy 2 |false
Class N false false Accuracy N
N
Z Accuracy;
1




For the ANFIS we applied the formula of accuracy:

tp+tn _ round(Ypredicted)=3/actual (6.9)

Accuracy =
y tp+tn+fp+f N

Where Ypregictea rounded to the nearest integer as Yg¢¢yq 15 an integer number.
For classifiers there are also the precision, fp-rate, tp-rate also named as sensitivity or recall, f-
measure, kappa-statistic [44]

The precision 1s the ratio of the predicted positive instances that were correct:

..o tp
precision = —= (6.4)

The recall or tp-rate or sensitivity or True Positive Rate (T'PR) is the ratio of positive instances

that were correctly classified as positive:

tp ~
recall = tprecan = i fn (6.5)

The fp-rate or specificity or True Negative Rate (TNR) 1s the ratio of negative instances that

were incorrectly classified as positive:

fp
= — 6.6
f prate fp +t ( )
In some scenarios high precision may be more important, while in other scenarios high recall
may be more significant. In most types we try to improve both values. The combined form of

these values 1s called the f-measure or f-score or F1 score:

__ 2xprecisionsrecall
fmeasure -

(6.7)

precision+reca

Kappa statistic measures the inter-rater agreement for categorical data. Is considered to be a

measure of reliability among different raters or judges.

bo— b N
_ probo—probe (6.8)
1-pro .
where prob, is the probability of observed agreements among raters and prob, is the expected
probability of agreements by chance. If & = 7 the raters have completely agreed with each other’s
decision. If & = Othen the judges or raters are not agreed. A good measurement 1s £>0.7.

With ANFIS we use only the accuracy because in literature it 1s done that way for the same type

of problems.

47



6.1.3 Cross Validation Methods

K-fold cross validation method divides the whole dataset into k-folds and takes the k-1
folds as training set and the rest one as test set. The process repeats until every fold 1s used as
testing set and the rest &-7 as training. With k fold cross validation some data may be processed
only one time, also it explores a few ways which the data could have been partiioned but it 1s a
legit method for model validation. Mostly 10 fold or 5 folds are used, depending on the
executions time. The final result 1s the mean value from the k repetitions.

In Cross Validation (CV) with Holdout the dataset splits between training and testing
sets randomly by a percentage of 809%/209% usually. Every simulation produces uncertain results
so Monte Carlo simulation can be applied in order to find the mean value. Monte Carlo 1s
hundreds or thousands simulations on random samples. Holdout CV with Monte Carlo is also
named Bootstrap validation, it 1s the most accurate method but requires much more time to
execute than k-fold CV.

We applied 5-fold CV in ANFIS, while ANFIS with optimization on its parameters and
the large number of many dimensional inputs make the process of Monte Carlo with Holdout

CV extremely slow for use.

6.2 Methods of building FIS Structures for ANFIS

Fuzzy Inference System should be created in order to provide the membership functions, the

rules and the five levels of architecture. There are three ways for building a FIS structure of

ANFIS.
1. ANFIS with Grid Partitioning to create the FIS

In Matlab a FIS structure from partitioning is created by:

fismat = genfisl (data, numMFs, inmfivpe, outmfivpe)

Genfisl implements grid partitoning where the dataset partitoned and the rules inducted from
the partitions. From experiments with the dataset found that this approach 1s good for small
dimensional datasets, less than 7 columns and with a few number of MFKs otherwise the
execution cannot be done with a normal computer because it takes huge amount of time. As a

result of the above experiments genfis1 rejected.
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2. ANFIS with Subtractive Clustering to create the FIS

In Matlab a FIS structure from partitioning 1s created by:

fismat = genlis2(Xin, Xout,radi, xBounds,options)
Genlfis2 uses subtractive clustering to calculate the centers and the number of the centers and
as a result induces the rules which models the data behavior. The input membership function
type 1s ‘gaussmf’, and the output membership function type is 'linear’. This approach 1s more
efficient than genfisl for many dimensional datasets and through adjustments to the algorithm
different clusters and number of clusters can be found. As a result, the RMSE. differs based on

the adjustments of the options and radius.

Subtractive clustering algorithm

Subtractive clustering algorithm [25] 1s the improvement of the idea of mountain
clustering. From the data it deduces the cluster centers. The algorithm is fast because the
complexity 1s not based on the number of dimensions but in the number of data in contrast of

the mountain clustering. The steps are:

Step 1: Selects the first center from the normalized dataset. Every data point is a candidate center

so 1n every point assigned to Gaussian function

2
x

D, = Zexp /2)

(6.8)

where x; 1s the candidate center, x; 1s the jthe data-point and 7, is the radius of the center from

the neighboring points. A data-point with many neighbors will have large D so after D;
calculations the maximum D i1s chosen as the initial center. For the case of equal maximum D
randomly selects one of them.

After that the power of every poimnt which belongs next to the cluster center 1s reduced by

subtracting a value:
—x -x,
D, -ex - 9 (6.9)
G2y

So the Gaussian function of the 1-th neighbor points which are inside the radius 73, gets

destroyed with the formula:




2
- X, =X,

D.=D.—-D _
i i clexp (rb/2)2

(6.10)

Step 2: The next cluster center should be found and for that reason the previous Gaussian
function of the center should be destroyed i order to cancel its influence. The reductions are

based on the distance from the previous center.

2
- xi _‘xc.

Di = Di —DCICXp W
b

(6.11)

wherer, =1 -1,

7 1s the squash factor 7y, 1s the radius of the first center from a neighbor data point in order to
avoid overfitting between clusters. Because 13, > 1, the value of squash factor determines the

overfitting . The default value 1s n =1,5.

Step 3: The same process is repeated for other clusters and in the end the maximum D. The
algorithm returns the number of clusters based on the specified parameters such as radius,
squash factor, accept ration reject ratio, which are adjusted with radr and options. The 1,
parameter strongly affects the number of clusters that will be generated. A large value of generally
results in fewer clusters that lead to a coarse model, while, a small value of can produce an
excessive number of rules that may result in an over defined system. The accept ratio sets the
potential, as a fraction of the potential of the first cluster center, above which another data pont
will be accepted as a cluster center. But reject ratio sets the potential, as a fraction of the potential

of the first cluster center, below which a data point will be rejected as a cluster center.
3. ANFIS using Fuzzy C Means clustering for creating FIS

In Matlab a FIS structure from FCM is created by:

fismat = genlis3(Xin, Xout, FIStype, cluster_n, fcmOptions)

Genfis3 uses the fuzzy ¢ means algorithm to deduce the rules that models the data behavior
given the number of cluster centers. The method uses the FCM algorithm to determine the
number of the rules and membership functions. Generates a Sugeno-type FIS structure (fismat)

given input data Xin and output data Xout. The matrices Xin and Xout have one column per




FIS input and output respectively. By default, the output membership function type 1s sugeno
(output membership function type 1s linear), however if with fype can specify type as 'mamdanit’
(then the output membership function type is gaussmf). Number of clusters can be specified in
cluster_n, they determine the number of rules and MFs, femOptions adjusts the specified
options of FCM algorithm. FemOptions are the amount of fuzzy overlap between clusters range
(default: 2), the maximum number of iterations (default: 100),

minimum improvement in objective function between two consecutive iterations (default: le-

005)

Fuzzy ¢ means algorithm (FCM)

Fuzzy clustering [17] by contrast to other clustering techniques, which data belong to
only one group among the other groups, data can belong to more than one group. The resulting
partition 1s therefore a fuzzy partition. Each cluster 1s associated with a MF that expresses the
degree to which individual data point belongs to the cluster. Given the number of clusters
separates the dataset mto ¢ fuzzy clusters by mimimizing the within group sum of squared error

objective function:
2 .
Jm(U,CL) = Xk ieq Ui )™ |l — clil| (6.12)

wherel1 <m < oo

U 1s the MF matrix, CL 1s the set of cluster centers. The squared error 1s used as a performance
index that measures the weighted sum of distances between cluster centers and elements in the
corresponding fuzzy clusters. The number m governs the mfluence of membership grades in
the performance index. The partition becomes fuzzier with increasing mm and it has been shown
that the FCM algorithm converges for any m € (1, 0).The necessary conditions for the equation

(4.12) to reach 1ts minimum 1s:

Uy, = L Vi Vk 6.13)

e\
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Contact the owner for more informations

6.5 ANFIS with Particle Swamp Optimization

Particle Swamp Optimization (PSO) algorithm [15], [30], mnspired form bird’s swamp move
mto the air to find a best position. Each particle gets information from each other and based on
the knowledge obtained then moves with some speed to a local best position It takes also mnto
consideration its previous local best position and its neighbors temporary best position to adjust
the current particle to its updated local best position and generally moves the swarm to the global
best. PSO used to optimize the particles (membership function parameters) of genfis3 so that

to minimize the cost function which is RMSE. The steps of PSO are:

1. Imitialize the swarm, of particles such that the position of each particle 1s random within the
hyperspace.

2. Evaluated the performance of each particle, using its current position.
3. Compare the performance of each individual to its best performance.

4. Change the velocity vector for each particle.

o

Move each particle to a new position
6. Go to 2 and repeat until converges

Parameters are mitialized randomly in stepl, then being updated using PSO In each iteration,
n first iteration {ai} are updated then in second iteration {b1} are updated, then {ci} are updated

and then after updating all parameters again {ai} updated and the process repeated [15].

Contact the owner for more informations

6.6 ANFIS with Genetic Algorithm

Genetic algorithm based on the concept of biological evolutionary processes. GA encodes
each pomt in a solution space into a bmary bit string called a chromosome, and each
chromosome 1s evaluated by a fitness function, which corresponds to the objective function of
the original problem. Usually, GA keeps a pool of chromosomes at the same time, and these
chromosomes can evolve with the operations of selection, crossover, and mutation. After a
number of generations, the population will contain, hopefully, chromosomes with better fitness
values. Even under the best conditions, only local optimal solution can be expected. GA used

to test if it can optimize the membership functions of ANFIS. The steps of GA:




G

6.

Imitialization: Create an initial population. The population number is created by a fixed
value.

Evaluation: The cost function 1s the minimization of the RMSE and MSE. In an array it
holds the best and worst values.

Selection: Roulette Wheel Selection algorithm does the selection for the next best generations
with the best fitness value.

Crossover: From the selected sets it searches for similarities between the sets and keep them
for the next generation.

Mutation: A vector takes random values and creates next generations. It avoids to fall into a
local minimum. Evaluates the mutant vector merges the population sorts them, finds the
worst and the best fitness among them stores the best and iterates.

Termination takes place when all the iterations finished.

When compared with GA, PSO requires shorter time and memory to obtain better results.

Number of clusters, number of population, crossover percentage, mutation percentage,

maximum number of iterations, number of offspings, selection pressure are parameters that

changes the cost function and the optimization but after experimentation with the above the

efficiency had negligible drop for training and for testing data. Table 7.8 summarizes the

experiments. From the experiments the number of iterations, the population size and the

number of clusters contribute the most to minimizing the cost but the execution time increases

a lot.
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6.7 ANFIS with datasets from PCA

The new datasets with reduced dimension applying PCA as described in Chapter 3 are:
Cleveland_ PCA[298x3]

Cleveland PCA[282x3]

Cleveland_PCA[282x6]

Cleveland PCA[282x11]

Cleveland_MImputations[375x6]

Cleveland _MImputations_Scaling[375x6]

ANTFIS tested with methods genfis2 and genfis3 trained with every dataset from above and

the accuracy on testing was less than 50% - 55%. Consequently, PCA rejected as method to




reduce the dimensions on datasets. Although this lead to the 1dea to judge the attributes’
significance value based on the vectors and their angles between them. So communicating
with the cardiologist describing the system, the attributes, the limitations and the simplicity
we want to achieve he concluded to an order which weights every attribute’s significance.
Doctor’s order came out based on the examination process considering the ease of the
examination, the time and the cost. As a result, constructed the dataset [282x11] with 282

records as 1t described in Chapter 3.




CHAPTER SEVEN
Experimental Studies with Artificial Neural Networks (ANN)

7.1 Performance factors of ANN

In literature there is not a standard formula of best selecion and only with
experimentation we can choose the best values for the factors. The most important factors are
described below. Dataset size, data range, number of hidden layers, number of the nodes,
transfer function type also named activation function, epochs, train/test/validation ratio, learning
rate, error goal, performance function, all the above affects the performance of the ANN.

A network with a few hidden layers and nodes cannot fully identify the signals, hence
this leads to under fiting. However, a network with many hidden layers and many nodes has
less samples n relation to its free parameters so memorizes data points rather than learn the
general patterns and this leads to overfitting. So if the hidden layer is too large, it might cause
the problem to be under-characterized and the network must optimize more parameters than
there are data vectors to constrain these parameters and if there are not many data then

convergence will fail (NaN).

7.1.1 Proposed Weight Imtialization Technique

Contact the owner for more nformations.

able 7.1 - Best experiments for Multilayer Perceptron Neural Network with every
dataset, for three classes, the adjusting parameters and the system’s

performance.

Dataset Accuracy%

Traming Testing

Cleveland[282x21] 67,2 71,4
AWGN[464x12] 83,5 74

M.I[375x14] 65,3 77,3
L.I[375x14] 44,1 55,3

(]
Cn



Graphic Results
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CHAPTER EIGHT

Conclusion

Coronary Heart Disease is the most dangerous killer factor among the world. Unhealthy food
habits no physical activity, high stress, family history, age, sex, are common factors to increase
gradually the coronary blockage with severe consequences on blood flow to the heart. The
simple medical examinations can give a general 1dea about the severity although the predictions
are not specific on early stages and only with stress test and fluoroscopy can give more clear
results about the blockage. The patients do not take these advanced examinations on early stages
of the disease or when they do it they are on profound danger of disease. Other times doctors
are very busy and cannot examine large amount of patients so a patient’s examination gets
delayed because the stress test ad fluoroscopy requires much more time than simple
examinations as the biochemical blood examination and the ECG.

Artificial Intelligence and Machine Learning using a dataset can create a learning model

which will do the prediction with some fuzziness and the goal 1s to increase it as much as possible
to achieve better accuracy.
More specifically, in this thesis used medical datasets, Al systems, ML algorithms to create
supervised learning for the optimal prediction of CHD classifying it into three levels of risk:
Absence, Medium high, Very high risk. With this classification and the datasets, we constructed
differentiated this research from the previous researches since 1988 where the classification was
biary (absence or presence) and the system used after advanced examination stages. The
classification with three levels of risk has not researched because of the complexity and the
significant lack of data. This 1s the reason why the researchers use data after the patients took
advanced heart examinations, such as stress test and fluoroscopy which they are costly, time
consuming and painful (sometimes). Consequently, these predictive systems give a very general
prediction (absence or present) after advanced examinations and do not offer significant help to
the doctor because he can do the predictions by himself with very good accuracy using the
medical induction.

Firstly, we used the dataset from University of Cleveland which 1s used since 1988. Then
from the UCI machine learning repository we observed other datasets with missing data and

attached those patients to the Cleveland dataset. The missing values was 4% of the total data




then using data preprocessing replaced these missing values and the Cleveland dataset increased
by 219%. Moreover, with research on the UCI repository and the consulting cardiologist we
constructed a new dataset with eleven attributes only from data based on simple questions,
biochemical examination and electrocardiograph (ECG) excluding the measures of stress test
and fluoroscopy.

Totally we applied statistical data preprocessing on data and we processed them with the
following Al and ML techniques: A) Adaptive Neuro-fuzzy Inference Systems (ANFIS) based
on, 1) Subtractive Clustering, 1) Fuzzy C Means, 11) Particle Swamp Optimization, 1v) Genetic
Algorithm, v) using datasets from PCA with all the above techniques again, B) Artificial Neural
Networks (ANN). The mission was to find which strategy will export diagnosis with the optimal
accuracy.

Using the dataset with the eleven attributes an ANFIS with the use of subtractive
clustering achieved 72,8% test accuracy for the three classes. Also tested ANFIS with two
optimizations algorithms upon its membership functions and both achieved poor predictability
accuracy: With Particle Swamp Optimization achieved 60% test accuracy and ANFIS with
Genetic Algorithm 56% test accuracy.

After multiply calibrations on the above techniques (1) to (iv), a multilayer Neural
Network with the appropriate weight initialization, three layers and sigmoid transfer function
gave the best test accuracy: 7496 mean value from the three classes, by using eleven attributes
such as: age, sex, location of chest pain, number smoking cigarettes per year, the number of
years as smoker, if there 1s family history, the level of cholesterol, the level of fasting blood sugar,
the blood pressure, if there 1s hypertension, and the electrocardiogram. Specifically, the class
Absence can be used with very good credibility based on ROC plot categorization {Almost
excellent, Very Good, Good, Mediocre, Worthless}. The classes Medium high and Very high
risk have with good credibility. The supporting system helps the doctors to make predictions on
CHD much faster reducing the financial cost and the stress for the patients by warning them
soon about their condition.

Also another ANN achieve 77.3% test accuracy by using the augmented dataset ( 219% more data
that the typical used dataset as 1s described above) but it requires thirteen attributes and many of
them are result of stress test and fluoroscopy. This result which 1s very close to 749% highlights
much more the mmportance of the previous method with the ANN and the eleven simple

attributes.
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