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Abstract:

In this thesis we present an Augmented Reality Application Manager for Android
smartphone applications using Google Cardboard. The main focus is to make an Application
Manager that links smaller, more specific sub-applications and manages the flow of
execution. It should also work as a Software Development Kit which provides tools that
assist in developing new Cardboard-based AR applications. In addition, we provide
alternative interaction methods between users and AR graphics, so users can interact with AR
graphics without physical contact to the smartphone itself, as it will be in a Cardboard Mask.
A custom Input Manager is also provided which can receive inputs from any external
sources, such as a Machine Vision application, and then forward them to graphics
applications in a distributed manner for future improvement.

Holo-Board was developed as a cheaper alternative to the newly developed Microsoft
Holo-Lens, to run on Google Cardboard. This way developers not only have a cheaper
alternative until AR masks leave their prototyping stages but also a much wider user
audience, as almost everyone with an Android smartphone can run Holo-Board.

Holo-Board was developed in Unity 2017.3 for Android smartphones running with
Android 3.X and above. We also use ARToolkit 5.3.2 for Unity plugin for Square based
marker tracking. For the marker-based tracking we used a Hiro square marker (included in
ARToolkit) of size 1,5x1,5cm mounted on a ring. Development was done on a Dell Inspiron
15 3000 series laptop and a Xiaomi Mi A1 smartphone.
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1. Introduction

Augmented Reality is a new and rapidly developing new method of Human and
Computer Interaction. In general, AR aims to take virtual graphics and blend them naturally
into the real world. While there are multiple methods to achieve this, the general idea is we
use various sensors to extract information about the world around the user, as well as his
own position in it. Using this information, we can show objects around the user in a
seemingly natural way, such as an object sitting correctly on a flat surface.

Figure 1.1. AR objects on flat surfaces.

The most common way to achieve this is through a screen with a camera on the back,
usually a smartphone, which scans the environment, extracts necessary information and
blends graphics appropriately. Others use projectors to project graphics on a surface and by
utilizing projection mapping tools give simple 2D graphics a pseudo-realistic look. Finally,
the most optimal method is using dedicated AR masks. These masks are head mounted with
a transparent screen in front of the user's face and dedicated hardware to scan and project
graphics as realistically as possible.

Although all 3 approaches to AR have the same ultimate goal, due to their different
natures all have different perks and limitations. Smartphone applications are usually
hardware-limited due to the high performance demands of AR, but a smartphone app can be
used by almost anyone at any time and smartphones are much cheaper than the alternatives.
AR masks are the most immersive of the 3 and they have dedicated hardware for all
necessary features for AR, but the masks themselves are still early in development so they are
both expensive and not in high demand in the market. Projectors have numerous tools to
assist in projection mapping and projected applications can be enjoyed by anyone in a certain
area, not only those that wear a special mask, but projection mapping has plenty of
limitations to keep up the pseudo-realism.

Another major problem with all AR approaches is how users will interact with the
graphics. Most applications have no or minimal interaction, and are mostly used to project
visuals before the user. Smartphone applications usually use the smartphone’s touch screen
for interactions, which is not useful when developing a Cardboard-based application. Some
Cardboard apps as well as some AR masks interact heuristically with objects relative to where
the user is looking at. Finally, some applications use controllers, which works well even
though is not as immersive.

Grigorios Daskalogricorakis ~ Technical University of Crete 10
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1.1. Brief Description of our Approach

Holo-Board is a Software Development Kit, or SDK for short, which provides
developers with tools to design their own AR application. The main focus is Cardboard-
based AR applications which have specific limitations not covered by other existing SDKs.
Holo-Board also aims to imitate the flow of execution of an AR mask, similar to an
Operating System linking multiple smaller programs in a distributed manner and working as
an Application Manager that handles the flow of execution and communication between
them. Finally, Holo-Board provides support for alternative input methods to the
smartphone’s touch screen, and also includes support for alternative Machine Vision Apps to
be added in the future.

As a Development tool, Holo-Board uses the ARToolkit library for Square Marker
tracking and Natural Feature Marker tracking, through which we have developed a custom-
made Machine Vision based cursor and buttons for interactions in the UL ARToolkit also
automates the process of making a stereo view on the phone’s screen from the camera feed.
We have also added support for DS4 Playstation 4 controller inputs via Bluetooth, a Main
Menu as an overlay to the screen usable both by Machine Vision or DS4 controller buttons.
Holo-Board also includes a camera Handler which allows programmers to design the UI over
one eye and then it automatically duplicates it to the second, as well as providing us with a
single camera perspective useful for debugging.

As an Application Manager, Holo-Board has a premade reprogrammable Main Menu
made with our custom-made Machine-Vision based buttons and DS4 controller inputs in
mind, a Heads-Up Display manager which automates enabling and disabling a graphics
overlay on the screen as well as a FULL-app manager that switches from the basic Holo-
Board’s perspective to a new empty one to give full freedom to any fully functional
application another developer may make. For the communication between objects we have
made dictionaries through which any object can reference another, while if we want to
inform the user about anything we have designed a notification text that shows a message on
the user’s screen’s overlay for a few seconds. We have also made a skeleton demo App
through which any user can test how all our tools are used.

Finally, we have included a custom-made Input manager through which any
developer can link his own Machine Vision based inputs and any Holo-Board sub-
application, as Unity does not support non-Hardware-based inputs.

1.2. Thesis Structure

In this chapter we gave a brief description of what Augmented Reality is as well as
the limitations and problems developers face when developing AR applications. We also
provided a brief description of what our application accomplices.

In Chapter 2, we provide an in-depth introduction to Augmented Reality. We start by

defining what AR is, analyze what the two key issues of AR are (the registration problem and
user interactions) and we showcase some key AR applications through the years. We then

Grigorios Daskalogricorakis ~ Technical University of Crete 11
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focus more on Smartphone applications, smartphone SDKs and AR Masks, which are
directly tied to Holo-Board.

In Chapter 3 we make a requirement analysis about what we should do to consider
our application complete through different perspectives. We also outline all the Hardware
and Software used in the development, as well as recommend alternatives not present when
our development started.

Chapter 4 is a presentation of the use-cases of our application. Even though our
application is a development platform we do analyze it both from the perspective of a
programmer wanting to develop his application, and also from the perspective of an End-
user that executes the demo application we provide, as it is very likely a future End-user
application made using Holo-Board will have the same use-cases.

Chapter 5 is the complete developer’s manual for Holo-Board. In this chapter we
provide a full analysis of how the demo app works, as well as how all the tools present in
Holo-Board are used from a developet’s perspective. We have a full analysis for Holo-
Board’s Architecture and an explanation of how and why everything is linked the way it is.
Finally, for every tool in Holo-Board, we analyze how it is used, how a future developer can
change it to fit his needs and why/when he should use it.

Chapter 6 is the full Implementation process from our point of view. There we
analyze exactly what we did and the reason we made everything the way it is. We also explain
all the issues we faced in the development process and how we solved them or why we didn’t
solve them, with suggestions for anyone planning to fix them in the future.

Finally, in Chapter 7 we have a summary of everything we mentioned above, focusing
more on what we achieved or didn’t achieve. We then summarize some results from tests
with Holo-Board made by people outside of the developing team and their comments on our
application. In addition, we list future improvements that can be made to Holo-Board to
solve some aforementioned problems, mostly left out due to time constraints.

Grigorios Daskalogricorakis ~ Technical University of Crete 12
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2. Augmented Reality
2.1. Introduction

Augmented Reality (AR) is the act of superimposing digital artifacts on real
environments. In the reality-virtuality continuum (Milgram 1994) (figure 2.1-1), AR is a part
of the broader Mixed Reality spectrum. In contrast to Virtual Reality where the user is
immersed in a completely synthetic environment, AR aims to supplement reality. While early
research limited the definition of AR in a way that required the use of head-mounted-displays
(HMDs), a taxonomy introduced in (Azuma 1997) tried to differentiate it from the required
technologies and defined that any system that;(1) combines virtual and real, (2) registers
(aligns) real and virtual objects with each other and (3) runs interactively in three dimensions
and in real time, is considered an AR System.

| Mixed Reality (MR) |

Real Augm en ed Augm en ed Virtual
Environment Reality (A R} Virtuality (AV) Environment

Reality-Virtuality (RV) Continuum

Figure 2.1. Milgram’s Reality-Virtuality (RV) Continuum.

Keeping the above definition in mind, in our application we focus on two key issues
of AR: 1) How do we align virtual objects with real ones and 2) how do we interact with said
virtual objects in a natural way.

Before we explore these two issues, we should start from the beginning. First we will
present a few interesting applications of early AR systems, which mostly attempted early
solutions of the first issue, the registration problem. Then we will analyze the registration
problem, outlining exactly what it is and how we can solve it. Next, we will talk about the
present state of AR, especially focusing on AR masks and smartphone applications which are
tied directly to our application. Finally, we will talk about the second issue, interactions in AR
and tried solutions over the years, as this is also directly related to our work as well.

2.2. History of AR

While AR is most widely known for its modern applications, it has been around and
experimented upon for approximately 20 years. Thus, various technologies have already been
tested using a multitude of tools, especially when trying to align the virtual and real worlds.
Older technologies consisted of Head-Mounted Displays (or HMDs), eyeglasses or contact
lenses that showed virtual objects in front of the user’s eyes. This posed a multitude of
problems because the tolerance when tracking sudden movements of the user was low and
the precision of the then available instruments could not match it, thus users experienced
frequent nausea and disorientation.
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Moving further into the future, AR applications moved from HMDs to handheld
tablets and smartphones. As users were distanced from the virtual screens, the tolerance for
accurate tracking rose making it simpler to test new ideas. In addition, with the rising
popularity and demand for better smartphones and tablets, many complicated Head-
Mounted sensors were integrated into smartphones and tablets, making them the ideal
environment for developing new applications.

Below, we will showcase a few early AR applications using different approaches
through the years.

2.2.1. Vlahakis et al (2001): Archeoguide: First results of an augmented reality,
mobile computing system in cultural heritage sites

One of the first Mobile AR (MAR) Systems was built in 2002, as a predecessor to the
modern AR masks, for the site of Ancient Olympia (Vlahakis 2001). The system provided
on-site help and Augmented Reality reconstructions of ancient ruins. The system made use
of a compass, a DGPS receiver and together with the comparison of live view images from a
webcam it obtained the user’s location and orientation. Visitors had to carry a backpack
computer which performed the calculations and wear a See-through Head Mounted Display
(HMD) to display the digital Content. The mentioned components were hooked on the
backpack computer making it a cumbersome MAR unit not acceptable by today’s standards.
In addition, the optical tracking approach requires a large number of images to be compared
in real time which leads to fixed viewpoints, thus disallowing movement while viewing the
reconstructions, and adds additional system delays as the communication with a central
database that holds the original images is required. Despite the ergonomic restrictions, the

system was very well received by the visitors as it provided a unique site-seeing expetience.

Figure 2.2. The HMD in action (Left). Digital reconstruction of the temple seen through the
HMD (Right).

2.2.2. Choudary et al (2009): MARCH: Mobile Augmented Reality for Cultural
Heritage

MARCH was a mobile Augmented Reality application developed for digitally
enhancing the visits of prehistoric caves. It was developed in Symbian C++, running on a

Grigorios Daskalogricorakis ~ Technical University of Crete 14



Holo-Board: An Augmented Reality Application Manager supporting Machine Vision

Nokia N95. It was the first attempt of a real time MAR application without the use of grey-
scale markers. Instead, it was using coloured patches added to the corners of images
containing prehistoric cave engravings. The system made use of the phone’s camera to detect
these images and overlay them with complete drawings made from experts. The
augmentations would either be available in museums or by acquiring the prepared images,
uprooting the experience from its original context and presenting it in a context-less object.
MARCH works very similatly to more modern Smartphone AR applications even though it
was made for a standard mobile device.

Figure 2.3. MARCH running in a museum-like environment.

2.2.3. Yoshitaka et al (2016): Tourist Information System based on Beacon and
Augmented Reality Technologies

In this project, Yoshitaka et al developed a new sightseeing information system for
tourists using Augmented Reality on a Smartphone. By installing beacons on Points Of
Interest (or POls), key locations were marked. These beacons were standard Bluetooth
beacons that connected to the phones of visitors using the AR application. When a beacon
was connected to the phone two things would happen. First, the phone would calculate the
angle at which the content came from, and when that content was in view would connect to
an online server and retrieve data relative to that beacon’s ID. It would then show that
information in AR through the phone’s screen over the estimated beacons’ positions. This
application is one of the first smartphone applications that was developed in the modern
standards for AR applications.
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Smart Device

POI: Point of Interest where

Beacon is installed Contents Server — _
Figure 2.4. Yoshitaka et al system layout (Left). Yoshitaka et al AR view of POI information
(Right).

2.3. The Registration Problem

Registration in an AR system is the degree in which the virtual information is
accurately presented with the real environment. The objects in the real and virtual worlds
need to be properly aligned with respect to each other, or the illusion that the two co-exist
will be compromised (Azuma 1997). In Virtual Reality such issues would only cause visual-
kinesthetic disorientation, while in Augmented Reality such issues cause visual-visual conflicts
so they are much easier to detect.

Earlier AR systems had major issues regarding the registration problem. Most
registration problems stemmed from end-to-end system delays, from sensors detecting
movement to the system showing the updated visuals to the user. Another issue of older
systems was the computational cost of the calculations needed for AR. Even if the sensors
were instantaneous in sending data to the processing units, the calculations themselves were
too timetaking for the hardware available at the time. Because of that, early AR systems
focused on developing new methods to track the environment and/or the uset’s position and
pose in it.

In order to achieve that, multiple methods were devised, the most popular of which
will be explained below. These include Marker-based AR, Natural Feature Tracking, Sensor-
based tracking and the newer Markerless AR for Edge Detection.

2.3.1. Marker-Based AR

Marker- based AR is the simplest form of tracking for AR. It consists of tracking a
predefined shape, usually a black and white pattern printed on a piece of paper. Detecting
these shapes is simpler than other more complicated objects, and because of that Marker-
based AR was widely used even in eatly AR systems. Marker-based detection could be based
on a single marker or even on a collection of markers, usually for more complicated objects
ot shapes, ex four markers on 4 edges of an object. Markers are usually either 1D barcodes or
2D square shapes, similar to QR codes.
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Figure 2.5. ARToolkit’s square markers. Single Hiro Marker
(Right).

~~

Left). Multimarker surfaces

By defining these objects as size specific we can also calculate how far we are from a
marker by comparing its size with the expected size at some range. Also, another benefit of
using square markers is we know the expected shape of its edges would be two horizontal
and two vertical lines. If we see a marker from an angle instead of a square border we will see
a trapezoid. Using triangular calculations we can determine the marker’s rotation relative to
the camera. Calculating the rotation of markers was widely used only after AR was developed
for smartphones, where simply tracking the markers had become a more trivial task.

Despite all the advantages of Marker-based AR, it still remains the simplest form of
AR. Due to its nature, the markers are usually black-and-white blocks that feel out of place in
most environments, sometimes enough to break the users’ immersion. AR content is also
tied to those markers, thus Marker-based AR is mostly used at specially designed places
rather than on the fly AR.

While the above disadvantages certainly make Marker-based AR a more outdated
alternative, in our application we will show that creative use of Marker-based tracking can be
beneficial when it comes to interacting with AR, even more so than the more modern
registration methods we will analyze below.

2.3.2. Natural Feature Tracking

Natural Feature Tracking, commonly referred to as NFT is a more immersive
alternative to Marker-based AR. Similarly to Marker-based AR, NFT also tracks pattern
shapes, the difference being these shapes can be infinitely more complex like photographs.
By selecting any digital picture, NFT extracts a collection of key features about the shape and
colors of what is depicted in that picture and use that collection as a complex marker.
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c =y 1.1
Figure 2.6. ARToolit’s demo NFT marker “gibraltar”.

Compared to Marker-based AR, NFT is more computationally expensive due to its
nature, but NFT markers can be hidden anywhere and blend into the environment naturally,
making it better for immersive experiences.

Even though we could have used an NFT marker in our application we decided to
stick to a Square marker as we did not need to track anything complex for the scope of our
demo application.

2.3.3. Sensor-Based Tracking

Sensor-based tracking is an alternative perspective when it comes to AR tracking.
Instead of tracking key points around the user, we try to track the position and pose of the
user himself and build AR content around him. In general, there are two approaches to
Sensor- based tracking: using external and internal sensors.

External sensor tracking (like Yoshitaka et al, 2016) uses sensors in pre-specified key
points in the environment. Using the users’ relative position to these points we can determine
their actual position and determine what part of the virtual world is visible in front of them.

Figure 2.7. Yoshitaka et al (2016) Beacons on POls.

Internal sensor tracking is the opposite approach. Sensors are integrated into the AR
hardware, like HMDs or smartphones, and using their readings we determine the users’
position. Common sensors used are GPS and AGPS locations, compass angle,
Accelerometer’s acceleration and Gyroscope’s relative rotation.
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Figure 2.8. Pose estimation using a phone’s internal sensors

Compared to NFT and Marker-based AR, sensor-based tracking works quite
differently. Instead of AR objects being centered on key points in space, they are instead
focused around the user himself. Because of that, AR does not need to be tied to a specific
location and instead can be available anywhere on demand. Also, since smartphone
technology advances in rapid succession, both more and better sensors are available every
year making sensor-based apps more precise and more optimized with each passing year.

Even though most modern SDKs use internal sensor readings in order to track the
user’s movement in the world we did not use Sensor-based tracking in our application as we
are not interested on how the user moves or what is outside our field of view, we are only
interested in what is visible in front of the user.

2.3.4. Marketrless AR

With the rapid development of new technologies when it comes to machine vision,
Markerless scene tracking has become possible in real time. With high resolution, high
framerate cameras becoming widely available and cheap, we can extract highly detailed
information about the surrounding environment, analyze the structure of the world and
update virtual objects to blend in, all in realtime.

Usually Markerless AR focus on detecting specific key features of the environment,
not a full recreation of the real world. The most commonly tracked feature is edge detection
between objects and identification of flat surfaces. Flat surface detection is popular because
when AR objects stand on a flat surface or are aligned with the walls of a room they
immediately look blended into the environment.
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Figure 2.9. ARCore’s Markerless AR flat surface detection with brightness calculation.

Furthermore, some newer smartphones as well as new HMDs further enhance markerless
detection using a collection of cameras. By using multiple cameras or Infrared sensors we can
also detect the depth of objects relative to the user allowing for better precision.

Compared to other registration methods, Markerless AR is both the most immersive
and the most complex. Markerless AR has become widely popular only in the last few years
because with older systems it was neatly impossible to detect scenes correctly, with precision
and in real time all at once. Even as of writing this paper, Markerless AR is still in early
development stages as the necessary hardware is still expensive and still in prototype stages.

2.3.5. Hybrid Implementations

As all the above registration methods are not mutually exclusive and detect different
things, most developers tend to use multiple at once. Usually, Sensor-based tracking is
combined with visual detection, as having information about the users’ position and
movement can be used to improve precision. Sensor-based tracking is also much faster
relative to other registration methods, so using it is more beneficial than its computational
cost.

In addition, visual registration methods are also combined. Since fully immersive
methods are usually computationally expensive, they are also combined with NFT or Marker-
based AR to reduce the computational cost, or to improve accuracy by detecting key points.

Due to Holo-Board’s architecture a programmer may find it easier to link different
libraries and design a Hybrid AR system even if it is not fully supported by one SDK, but for
our implementation we did not need a Hybrid AR system.

2.4.2018: A New Era for Augmented Reality

As of writing this paper, the last few years have seen immense improvements in AR
technologies. Not only are smartphones becoming equipped with high end sensors
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mandatory for AR, but also major companies have started prototyping new HMDs,
commonly known nowadays as AR masks. AR masks tend to make standalone dedicated
hardware specifically for AR, but unlike old-school HMDs, these will not be application
specific but reprogrammable AR hardware. On the other hand, there are multiple Software
Development Kits, or SDKs for short, which can be used to develop smartphone
applications. As our work reflects technologies from both sections, we will analyze them
both below.

A broader look into the current state of AR is shown in Ling et al. (2017).

2.5. AR Masks: The Future of AR

AR masks are the epicenter of modern AR research. Using new technologies
borrowed from the nowadays popular VR masks and combining them with spatial scanning
technologies such as Microsoft’s Kinect promises to create a new standard for AR research.
These new masks promise to have fully 3D visuals for all necessities, from industrial and
academic usage to integrating standard computer functionality into a mask. As many major
companies, such as Microsoft, are investing into developing their own AR masks, this
medium promises to be as big an evolution in technology as smartphones were 15 years ago.

Although the new era of AR masks started back in 2016, up until 2018 their
production and shipping were very limited. Still, AR masks are still a prototype idea starting
to slowly take form. Major companies are competing to design the optimal User
Environment, usually with completely different approaches into both the hardware as well as
the software of these devices. As such, it is a new technology that still requires years of
optimization and improvement until it is widely known and accepted.

Below we will analyze a few such AR masks we believe will have major influence in
the years to come.

2.5.1. Microsoft Holo-Lens

Developed by Microsoft, back in 2016. One of the first AR masks to be announced
and sell their prototypes, although in limited regions. Backed up by Microsoft’s name,
Kinect’s tracking technology and an ambition to fully integrate Windows in an AR
environment, this mask has set very high expectations both for itself and competitors. Even
our application Holo-Board was inspired by the Holo-lens’ announcement.
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Figure 2.10. Microsoft Hololens.

When it was first announced, Hololens not only promised to integrate traditional
computer graphics in AR, but also full scale holograms, for example human holograms, that

could move naturally or even recreate scenes like a full-scale soccer match from a recording.

Figure 2.11. Full scale 3D Holograms in Hololens (Left). Traditional windows in AR (Right).

Packed with the processing power of an average laptop and a multitude of sensors
Hololens aims for precision tracking and world scanning around the user. On the software
side, it uses an optimized version of the already trained and tested Microsoft Kinect’s Neural
Network for tracking and environmental scanning,.
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Figure 2.12. Internal sensors of the Hololens.

2.5.2. DAQRI AR Mask

Developed by DAQRI, mostly for professional use. This mask focuses on tools
useful mostly for professionals instead of everyday use. Using DAQRTI’s long term expertise
in AR the goal is to equip this AR mask with any tools a professional environment would
need.

Figure 2.13. DAQRI AR mask.

Although still in development, DAQRI have defined the 5 apps included in their
basic DAQRI Worksense environment: Show, Tag, Scan, Model and Guide
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Figure 2.14. DAQRI Worksense.

Show consists of streaming video, audio and the 3D environment to a distant user.
These users can then observe, give instructions or even annotate the real world using visuals
through a digital tool. This is useful for remote assistance from experts, remote product
supportt ot even for remote presentations.

Figure 2.15. DAQRI Show.

Tag helps users mark key objects in the environment, and view that information at a
glance. Tag attaches critical information on physical objects and shows that information in
real time on the real world. Also, Tag can also connect to existing IoT systems and present a
live feed of sensor data.
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Figure 2.16. DAQRI Tag.

Scan is designed to capture the environment into photorealistic 3D models by
scanning them with the mask. These models can then be enhanced remotely by tagging from
a computer or be extracted and used in other programs such as Unity.

Figure 2.17. DAQRI Scan.

Model transforms 3D objects from Autodesk BIM 360 Docs into immersive
walkthroughs. This can help compare complete virtual designs with real world in-progress
constructions and also keep a full sync of the progress with a central office.
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Figure 2.18. DAQRI Model.

Finally, Guide provides full scale digital assistance in an AR environment. This helps
show full scale tutorials, guidance or manuals in AR view.

2.5.3. Magic Leap

Magic Leap is another popular modern AR mask. Contrary to the serious nature of
the previously mentioned Hololens and DAQRI masks, Magic leap’s focus is graphics and
immersion.

L

Figure 2.19. Magic Leap One AR mask.
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Magic Leap uses Machine vision to thoroughly scan the environment around the user
and make virtual objects context sensitive to the world around them. In addition, virtual

objects are not only visually immersive but also use spatial audio with increasing depending
on the distance from virtual objects.

Figure 2.20. Magic Leap frontal view.

Magic Leap’s hardware consists of more than just the mask. The mask consists of the
glasses and stereo headphones the user wears, but all the processing power resides in a
wearable pouch that clips on the user’s pocket, named Magic Leap Lightpack. Since all
processing tools are not on the mask itself, it is more comfortable than the previous masks. It

also comes bundled with a controller with 6-Dol’ (Degrees of freedom) of movement called
Magic Leap Control.

Figure 2.21. Magic Leap Lightpack (Left). Magic Leap Control (Right).

Finally, Magic leap uses its own Operating System called LuminOS, which aims not
only to assist in developing immersive AR experiences, but also making them a social
experience that can be shared with others.
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2.6. AR for Smartphones

AR apps utilize the sensors and cameras already present in modern computers or,
more commonly, smartphones in order to gather information from the real world and allow
virtual graphics to blend into the natural environment seen through a camera. In order to
develop an AR application, developers frequently use a pre-built Software Development Kit,
or SDK for short, which provides them with premade tools useful for AR. These tools vary
from automating simple jobs, like setting up a new AR scene, to complicated algorithms like
using Machine Vision to scan the environment and extract data like marker detection.

While there exist plenty of AR SDKs they usually each have a specific focus, and it is
quite frequent for companies to stop supporting and killing dated SDKs and newer
companies publishing brand new SDKSs. Luckily, there are still a few older SDKs still in
existence, even with less support from their developers like Vuforia and Wikitude. In our
application we used ARToolkit, which is still supported until today due to it being Open
source. Finally, the newest SDKs available are ARCore and ARKit that unlike previous ones
are supported by Google and Apple directly. For our application, we selected between using
Wikitude, Vuforia and ARToolkit as a base and in the end we decided to use ARToolkit.
Below we will analyze these aforementioned SDKSs.

2.6.1. Vuforia

Developed by Qualcomm, Vuforia is a very popular low level library. It is widely
known for its Computer Vision capabilities as it supports the natural feature tracking of
planar images, detection of cylindrical surfaces, small 3D objects, text and small boxes with
flat surfaces. Even though in recent years it has not been updated there is ample
documentation in its site and online forum. Using the Vuforia library can either be done with
the Android NDK in Cor in Unity using the Vuforia pugin.

2.6.2. Wikitude

Wikitude is a popular high level AR SDK that combines image and object
recognition, extended tracking, even after recognized objects leave the user’s view as well as
geo-location services using the GPS signal. It also provides cloud-based recognition for big
datasets and instant tracking, a combination of sensor readings and image processing for
environmental tracking and placing objects in AR. Wikitude provides implementations for
multiple platforms such as Java, JavaScript and Unity. Unlike Vuforia, Wikitude is still being
actively updated and supported.
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2.6.3. ARCore and ARKit

As of writing this paper these two SDKSs are the top of the line. Both of these SDKs
provide almost the same tools, ARCore being for Android smartphones and ARKit for
Apple smartphones. These SDKs were also integrated into Unity Engine so they can be
added in Unity Projects without externally importing them. ARCore and ARKit are equipped
with top of the line Macihne Vision for detecting flat surfaces, like walls and floors, with
detailed information about the lighting conditions and changes in birghtness on the whole
visual field. In addition, they also calculate the exact position and orientation of the phone
using the built-in accelerometer and compass and then try to recreate the real world
continously instead of independently each frame. This way, it recreates the real world as a
continouous scene, correcting parts of it when viewed from different angles, allowing for
complex visual interactions with AR graphics.

On the other hand, ARCore and ARKit have some drawbacks. In order to execute
such high precision analysis of both the world and the smartphone's position they require
very demanding top of the line smartphones. As of writing this paper, ARCore and is only
available on the top of the line smartphones with Android 8.0 (released in 2018) and ARKit
only on IPhone 6S and 7 and above. Currently these smartphone have an average minimum
price of around 700 Euros, which is around the same estimated commercial cost AR masks
will have when mass produced. In addition, ARCore is not built with Google Cardboard in
mind. If an application wants to have physical interaction with objects it must use the
touchscreen.

2.6.4. ARToolkit

ARToolkit is an older SDK than ARCore and ARKit bought by DAQRI, which later
even designed their own AR masks based on their experience with AR. Compared to the
previous SDKs, ARToolkit uses a simpler marker-based approach, with additional support
for Natural Feature Markers. ARToolkit tracks the markers while in view, calculating which
markers are in view, their orientation relative to the camera as well as their depth from the
camera.

By using markers as position trackers, AR graphics do not blend as naturally to the
real world and immersion can be broken either by the graphics’ pseudo-3D displaying over
obstacles which should obstruct them or even by the marker itself. The most commonly used
markers are 2D barcodes and 3D boxed pattern barcodes, which can often look out-of-place
if they are not hidden correctly.

On the other hand, ARToolkit has a few advantages not present in the previous
SDKSs. The best perk of ARToolkit is it is an Open source library. This way, any programmer
can alter its code and improve it as they see fit. As a result, even though DAQRI recently
stopped supporting it Realmax Inc. created their own version of ARToolkitX and continue
to support it.

Additionally, ARToolkit's marker tracking can be used as a substituted position
tracking, for example to track a finger. Using this approach, we can create a pseudo-gesture
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recognition, which because it's tracking a marker is much faster than tracking physical objects
like fingers. This way, ARToolkit can generate inputs using mid-air gestures or positions
similar to how Kinect and Leap Motion work and thus be used in Google Cardboard with
interactable graphics.

On another note, if it is necessary for markers to hide in the environment NFT can
substitute traditional markers, at the cost of some performance. As marker tracking is a much
easier operation than what is used in other SDKs even with the increased performance of
NFT, ARToolkit can work on almost smartphones due to having very low performance cost
overall.

Because of the above reasons, ARToolkit is used as a plugin to Holo-board providing
us with a multitude of tools while not restricting it to high end smartphones.

2.7. Popular AR End-User Smartphone Applications

In the previous section we talked about SDKs for developers to use when develop
AR applications. But since developing an app is insignificant if no one is interested in the
medium below we will present a few AR applications which are widely popular and made
people interested in AR.

2.7.1. Pokemon GO

The first widely popular AR game of 2016. Developed by Niantic back in 2016 and
widely known because it was the first smartphone game that incentivized everyone to go
outdoors to play. Using the GPS signal of players phones it tracks their location and various
events happened depending on both relative position and distance travelled. It also used key
locations from Google Maps worldwide and certain events would happen around those key
locations, incentivizing users to visit multiple places around town.
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Figure 2.22. Pokemon Go’s GPS-based map Interface.

In addition, the main gameplay mechanic is battling wild Pokemon. These battles
took place in an AR environment, with the target Pokemon being rendered on a flat surface
around the user through his phone’s camera.
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Figure 2.23. Pokemon Go’s AR batlle screen.

In Pokemon GO, all necessary interactions with the user are done through the touch
screen or automatically with the user’s Geolocation.

2.7.2. The Ring brought to life in AR

This is one of many smaller demo applications made by an indie developer in ARKit
to show off the available tools of the platform. Based on a popular scene from the movie
“The Ring” it features a monster girl emerging from a TV and then walking around in AR.
The monster also uses the Geolocation of the user to track him wherever he goes. All of his
projects are frequently shared in Facebook and all of them are in his website.
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Figure 2.24. The Ring brought to life in AR: Monster girl emerging from the TV (Left),
standing up (Middle) and chasing the user (Right).

Unfortunately, other than the Geolocation, there is no direct interaction between the
user and any AR content.

2.7.3. Nerf Laser Tag AR Mode

Nerf foam guns have been very popular with people of all ages for the past few years.
In 2018, Nerf also announced they were developing plastic guns for use in Laser tag. In
addition to traditional Laser tag, Nerf also uses an Android application which includes an AR
game for playing in single player. The user mounts their phone on the laser gun itself and
uses the screen to aim as drones appear in AR around the user. When the user presses the
trigger of the gun he shoots the flying drones for points.
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Figure 2.25 Nerf Laser Ops with mouned smartphone for AR gameplay.

2.8. The problem of AR Interaction

Up until now we have mentioned how AR has developed, what the registration
problem is and how we attempt to solv