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Abstract

Turbine blades’ wear is a frequent phenomenon, mainly because of the high
temperatures occurring in that area (temperatures above the melting point of any
metal used to make the blades), usually combined with mechanical fatigue, due to
increased operating speeds of the corresponding rotors. Frequently, however, the
phenomenon of premature (in some cases before 50% of the expected operating limit)
irreversible wear is observed, which obviously entails considerable cost, both
economically and operationally (when referred to aircraft engines or gas turbines).
This phenomenon, the initial wear of the outer, usually ceramic, surface and the
subsequent wear of the blade metal itself, is called erosion and its study is the purpose
of this diploma thesis.

Numerous bibliographic references associate the erosion formation with the
deposition of particles, transported through the air compressed by the engine, into the
blades and coming either from the outside environment (dust, salt, etc.) or from the
engine environment itself (combustion defects, lubricants etc.). In the first part, the
mechanisms of erosion formation are presented, along with methods to prevent and
partially address the phenomenon, as reflected in various bibliographical references.

In the second part, flow analysis of a typical fan-shaped cooling hole, with the use
of CFD, is performed. This study is carried out for various blowing ratios, for the
purpose of obtaining a more detailed view of the cooling system behavior. Afterward,
a comparison of the obtained results with other similar simulation or experimental

results is performed for validation purposes.
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IHepiinyn

H ¢Bopd twv ntepuyiov otpofirov sivar éva @oawvopevo cuyvd, Kupimg AOY® TmV
VYNAOV OEPUOKPACIOV TOV KOVCOEPIOL GE EKEIV TNV TEPLOYN TOL KWNTHPO
(Beppokpacieg vynAdtepeg amo TO  onuelo ™ENG  OmMOOVONTOTE  UETAALOL
YPNOLOTOLEITOL Y10 TNV KOTAGKELN TTEPLYI®V), TOV GLVHBWS cuVOLALETAL e LYNAN
HUNYOVIKY KOO AOY® TOV QVENUEVOV GTPOPOV AEITOLPYING TOV TEPIGTPEPOUEVDV
ntepuywoewv. [ToAEG @opéc mopatnpeitor OU®G TO QAIVOUEVO TNG KATQ TOAD
TPOWPNG (0€ OPLoUEVEG TEPITTAOGELS TPV GVUTANP®OEL T0 50% TOVL TPOPAemdLLEVOL
opiov Agtrtovpyiag), un avactpéyiung eBopdc, mov OmMS elval TPOPAVES EMPEPEL
VYNAG KOOTOG KOl OO OWKOVOUIKNG Gmoyne OAAG Kol omo Tn TAELPA NG
emyelpnookng dbecnomtog (6tay ovapepOUACTE GE KIVITNPES 0EPOCKAPOV M
emiyelong aeprootpofitovg). To porvopevo avtd g POopdg, TPAOTU TG EEMTEPIKNG,
oLVNOME KEPAPIKNG EMPAVELNS, KOl APYOTEPO TOL 1010V TOV UETAAAOV TWV TTEPLYIWV,
ovopdaletar OPpmon Kol oKomOg TNG mOPoVcoS SMAMUATIKNG epyociog elval M
LEAETT TOV.

[Minbopa Brproypapikdv avaeop®dv cucoyetilovv 1 onovpyio dSwuPpmdcemg pe
MV €MKAOIoN COUATIOIMV, TOL HETAPEPOVTOL LECH TOV 0EPO TOV GLUMELETOL OO
TOV KWWNTNPO OTO TTEPVYO. Kol TPoEpyovtal €ite amo 10 e£mTepikd mepParlov
(okdvn, aAdrtt, KAT.), eite amd to 1d10 T0 MEPPAAAOV TOVL KivnTpa (aTéAElES KaHONG,
MITOVTIKO, K.AT.). £T0 TPAOTO WEPOG TNG TOPOVCHS £PYAciag mapovsidlovtal ot
punyoviopol onpovpyiog g dwuPpdoemg, aAld kol TpOTOL TPOANYNG KOl UEPIKNG
OVTILETOMIONG  TOL  QalvOopéVoy, Omwg €xovv  omotummbel amo  O1dPOopES
BpAoypapucéc avapopéc.

Y10 debtepo UEPOG, TpaypaTomoleital n avédAvon TG PoNg GE [0 TLTIKY O7N
yoéng mrepuyiov otpofilov (fan — shaped cooling hole) pe ypnon Aoyiouikov
vroAoylotikng pevotodvvoutkng (CFD). H pelétn avt) delayeton yioo 016popovg
Adyovg pécmV ToyuTRTOV aépa Yoéng - kKavcoepiov (blowing ratios), pe okomnd v
0G0 AEMTOUEPESTEPTN TOPATHPNON TNG CLUTEPLPOPES TOV GLOTHUOTOS WHENS. XN
OULVEYELD, TPOYUATOTOEITOL CUYKPION TMOV  OMOTEAECUATOV NG UHEAETNG UE
TPOGOUOIDGEIS KOl TEPAUATIKA OTOTEAEGHOTA, OVTOC Oote va emPeformbel M

€YKVPOHTNTA TOVG.
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Chapter 1: Introduction

1.1 Introduction

Gas turbines are operated in various environments (sea, industry facilities, deserts,
etc.) for different purposes (power generation, propulsion, etc.). By increasing the
turbine inlet chamber temperature, an increase in engine power output can be
achieved. Hence, one of the main goals of engineers is to have the highest Turbine
Inlet Temperature (TIT) possible [Han, 2013]. In modern gas turbines, the inlet
turbine temperature is way higher than the melting point of superalloys, used for their
manufacture. For this reason, turbine blades with TBC (Thermal Barrier Coating) are
utilized, which have ceramic coating on their outer surface [Han, 2013]. Moreover,
cooling methods have been developed in order to extend the blades’ life limits. The
most common cooling method is film cooling, in which bleed air from the compressor
flows through a cooling path to the internal of the blade and then is ejected through
the cooling holes to the surface of the blade, creating a cooling layer (Fig. 1.1), [Han,
2013].

Tip cap Film
cooling holes ina s 728 paeShaped intemnal cooling passage
(a) (b) cooling 4/ _ g g

_ Film cooling “
/ \

Hotgas  Tip cap cooling 3

ib turbulators

Trailing edge
ejection
Trailing edge
cooling slots ] |
‘/H° W Rib turbulated
«ssl  cooling

Blade platform Impingement- vofhe
cooling holes cooling s

e

N

Stator-rotor
seal

v —f—Pin-fin cooling

X 1]

Cooling air i

Fig. 1.1: Blade cooling schematic: a) surface cooling, b) internal cooling [Han, 2013].
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Chapter 1: Introduction

As mentioned above, the various environments that engines are operated are
sometimes harsh and aggressive, while the air ingested is many times “polluted” with
particles, such as industrial pollutants, dust, salt, even volcanic ash [Yang, et al.,
2014], [ Wylie, et al., 2016 ]. Additionally, fuel combustion creates contaminants,
which are also ingested into the gas main flow. The particles have the tendency to
impact blades and transfer their kinetic energy, creating stress to the blades, and either
deposit on the coating surface or continue their trajectory [Hamed, et al., 2004].
Sometimes, there are also chemical reactions taking place between the deposits and
the coatings [Kurz, et al., 2000]. The ingestion phenomenon results in plugging of
cooling holes, surface roughness increase, and eventually TBC degradation and blade
erosion, which result in the reduction of turbine’s life limits and the engine’s
performance [Suman, et al., 2016]. Examples of fouled blades can be seen in Figures

1.2, 1.3.

|kl
¥ ‘

- N ke w Y

Fig. 1.2: Fouling due to deposition [Stalder, 2001].
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Chapter 1: Introduction

Fig. 1.3: Fouling due to sand ingestion [Szczepankowski et al., 2017].

Turbine blade erosion is an important issue, because of the resulting high
maintenance cost and man-hours needed. No definite solution to the aforementioned
problem has been proposed so far (for example a blade which is not susceptible to
particle deposition), therefore the “solution” to the problem is prevention. The most
common ways of diminishing the effects of such depositions are air filtration and

turbine cleaning [Suman, et al., 2016].

1.2 Deposition resulting from environment ingested particles

Many studies have been published about particles ingested from the environment that
gas turbines operate. Table 1.1, published in [Shi, et al., 2016], summarizes the size of
various kinds of particles ingested by gas turbines.

In [Tabakoff, 1988], using the Cincinnati erosion wind tunnel, a test facility in
which many turbine erosion tests have been conducted, supported that erosion rate
increases with increasing flow temperatures, as well as the velocities of particles
ingested. He also created a semi-empirical erosion equation, for predicting erosion
rates. The graph in Fig. 1.4 confirms that temperature is very crucial to deposit
formation. It can be seen that the net capture efficiency, which represents the quantity
of particles deposited per time divided by the total amount of particles per hour added
to the flow, increases exponentially with temperature rise. Impingement angles have
also been proved very crucial to the increasing of erosion rate (maximum erosion

values were noticed at 20 and 30 degrees impingement angle in Tabakoff’s research).
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Chapter 1: Introduction

Table 1.1: Size of particles ingested [Shi, et al., 2016].

Particles Information
Type : .
Type of particles Size (um)
Fl Ground-dust 1~300
F2 0il smokes 0.02~1
F3 Fly ash 1~200
F4 Salt particles in mist Less than 10
F5 Smog Less than 2
F§ Fume Less than 1
F7 Clay Less than 2
F8 Rosin smoke 001~1
Fo Coal dust 1 ~100
Fl10 Metallurgical dusts and fumes 0.001~100
Fl11 Ammoeoninm 01~3
F12 Carbon black 001~03
F13 Contact sulphuric mist 03~3
Fi4 Paint pigments 01~5
2
2 18 L
- 156
>
§ 1.4
8 12
w9
w
a 08 -
S 06
g 04 -
02 1 3
D E i i ‘_ P

600 850 900 950 1000 1050 1100 1150 1200
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Fig. 1.4: Turbine gas temperature effect on net capture efficiency (net capture efficiency is
the mg/h of deposit divided by mg/h of particulate added to the flow) [Crosby, et al., 2008].
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One of the variables that define the effectiveness of a turbine blade is overall

cooling effectiveness [Maikell, et al., 2011]

T — T,

T.—T, (1)

0=
where ¢ is overall effectiveness, 7, is mainstream temperature, 7, is surface
temperature, and 7, is coolant temperature. Many experiments were based on the
calculation of ¢ on various types of blades under specific conditions. Such is the
example in [Maikell,et al., 2011], where they studied the leading edge of turbine
blades by using non-TBC and TBC leading edge blades. A total of four blade leading
edge samples, with single row cooling or three row cooling across the stagnation line,
were used to calculate ¢ on a closed-loop wind tunnel, in different angles of attack (0
degrees to 5 degrees) and Biot number, matching the real engine conditions when
operating (Bi=1.8). The results that emerged were the expected ones: the three row
model had more increased ¢ than the single row model. Also, the angle of attack up to
5 degrees didn’t seem to have any impact in TBC three row model performance.
Another variable that is often examined in turbine blade studies, is [Maikell, et al.,
2011]

Too — Tow

—— 2

where 7 is adiabatic effectiveness, 75, is mainstream temperature, 7. is coolant
temperature, and 7, is adiabatic wall temperature. Murata et al. [Murata, et al., 2012]
performed an experiment where they calculated n for various types of blade trailing
edges, for different blowing ratios. The result was that up to M=1.5, 5 was increasing.
For blowing ratios above 1.5, film cooling effectiveness increase was small.

A subject that concerns many engineers about deposition is the trajectories of the
particles, as well as the quantity that gets melted and deposited. The areas that have
the thickest deposits are the leading edge area and the pressure side. Hamed et al.
[Hamed,et al., 2004], utilized the Cincinatti wind test facility and additionally
conducted computational simulations. They found that in multistage turbines, smaller
particles (30 microns) tend to impact the vane surface and then, due to the gas flow,
impact the rotor blade suction side and then continue their trajectories. However,

larger particles (1500 microns) impact the rotor blades area near leading edge,
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resulting in bouncing back to the vanes trailing edge. In simple words, larger particles
cause more impacts, therefore higher erosion and surface roughness rates (Fig. 1.5).
However, even the smallest particles are prone to causing deposition, according to
[Crosby, et al., 2008], who conducted a series of tests. This means that solutions like

air filtration systems cannot entirely solve the problem.

Fig. 1.5: Vane impact trajectories, a) for small particles, b) for bigger particle) [Hamed, et
al., 2004].

Computational simulations were also conducted by [Ghenaiet, 2014], who
performed a two stage axial turbine CFD simulation to compute ingested particle
trajectories. He predicted erosion areas using a code similar to the Lagrangian
tracking model along with the finite element method. The studied two-stage turbine
was the one used on CF6-80A3 turbofan. The results of expected erosion rates are
shown in Fig. 1.6 through Fig. 1.9.

Casari et al. [Casari, et al., 2017], noticed that the blade geometry changes because
of the deposits accumulated on the surface, therefore the flow field was affected.
Murugan et al. [Murugan, et al., 2017] observed that stator vanes had higher rate of
deposition than rotor blades. Furthermore, they described sand particles’ deposit
mechanism: sand particles fully melt during the combustion, therefore most of their
kinetic energy fades away. Consequently, they stick to the blade surface, causing
deposition. The most important observation however, was that the bleed air used for

internal cooling is also polluted with sand (Fig. 1.10).
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Fig. 1.6: Sample of local erosion rates (mg/g) in 1" NGV [Ghenaiet, 2014].
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Fig. 1.7: Sample of local erosion rates (mg/g) in 1 rotor [Ghenaiet, 2014].
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Fig. 1.8: Sample of local erosion rates (mg/g) in 2" NGV [Ghenaiet, 2014].
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Fig. 1.9: Sample of local erosion rates (mg/g) in 2" rotor [Ghenaiet, 2014].
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Fig. 1.10: Scanning acoustic microscopy (SAM) of turbine vane a),b) leading edge c), d)
pressure side [Murugan, et al., 2017].

1.3 Deposition coming from environment ingested particles

Deposition from fuel purifications is similar to the deposition caused by particles as
sand. Webb et al. [Webb, et al., 2013] studied the effect of ash deposits on nozzle
guide vanes. Four different coal ash species, found in operating power plants
(bituminous, lignite ash, etc.), were tested in an accelerated test facility. They
concluded that most of the deposits were on the pressure side of the vane, including
leading edge and trailing edge, as the same happens in dust polluted turbines.
However, deposition formation was different on each coal ash type, therefore it can be
assumed that some ash types cause thicker deposits, hence they decrease cooling
effectiveness rapidly. This study also showed that surface temperature is very crucial
(likewise in environment ingested particles) on the deposition formation, a conclusion

that was also made in [Albert, et al., 2012], [Albert, et al., 2013] too.

1.4 Cooling hole blockage

A common effect caused by particles’ ingestion, is the plugging of cooling holes and
clogging of the cooling path, which may be internal, external or both internal and
external. Apparently, the areas more vulnerable to clogging are pressure side, leading
edge and trailing edge. Leading edge and pressure side, as mentioned above, have the

highest deposits accumulation. Trailing edge is an area where cooling holes
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dimension is relatively small, because it is a thin area and structural problems would
emerge if they were wider. Moreover, temperature inside the hot section is over 1200
°C, which makes almost all particles melt and stick to the blade surface and cooling
holes. This effect reduces overall effectiveness, as well as adiabatic effectiveness
dramatically. Ogiriki et al. [Ogiriki, et al., 2015] found that HPT (High Pressure
Turbine) blade creep life can be reduced up to 79% from its reference creep life.
Moreover, decrease of TBC thickness could halve creep life.

It has been mentioned from several sources that the cooling hole blockage strongly
depends on the cooling holes geometry. Some cooling hole geometries are more
susceptible to plugging than others. Also, blowing ratio (M) is important too. In
almost every case, increase of blowing ratio prevents or diminishes plugging.
Nevertheless, in real time operation, there is definitely a decrease in turbine’s
performance due to the increase of bleed air used for cooling.

In order to investigate cooling hole blockage, Cardwell et al. [Cardwell, et al.,
2010] tested 4 coupons with both impingement (internal cooling holes) and film
cooling holes, commonly called as double wall, which had different arrangement and
diameter of holes. By injecting sand particles in a wind tunnel, they concluded that
regardless of the arrangement and dimensions, in all 4 types pressure ratio rose, thus
blockage occurred. A remarkable notice was that blockage was less in the coupon
types, where impingement flow was higher, i.e. where internal flow rate was more
increased. Endwall film cooling was tested by Sundaram et al. [Sundaram, et al.,
2007], [Sundaram, et al., 2008], for different blowing ratios. They concluded that
even a single hole blocked had a decrease in 10% in cooling effectiveness, which
shows how important is clogging of cooling holes. In Fig. 1.11 we can see the
experimental results for an endwall cooling, with and without upstream slot coolant

flow.
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Fig. 1.11: Vane endwall cooling with and without upstream coolant flow [Sundaram, et al.,

2007]
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Lawson et al. [Lawson, et al., 2011], injected wax particles at momentum flux
ratios [ = 0.23,1 = 0.5, = 0.95, and with the use of a FLIR P20 IR camera, they
acquired a temperature map (Fig. 1.12). In that way, they were able to measure
adiabatic effectiveness. In general, adiabatic effectiveness was reduced with
deposition. In 2012, with an almost similar procedure, deposition on showerhead
[Lawson, et al., 2012c¢] (Fig. 1.13), on endwall film cooling with transverse trenches
[Lawson, et al., 2012b] (Fig. 1.14), and on endwall film cooling [Lawson, et al.,
2012a], (Fig. 1.15), were studied. As a result, trench mitigates the negative effects of
blockage. This was also confirmed by the study of [Kistenmancher, et al., 2014]. A
schematic of various trench configurations can be seen in Fig. 1.16.

Ai et al. [Aj, et al., 2012] studied how blowing ratio can affect particle deposition.
They used bare metal and TBC coupons with different kind of cooling holes
(cylindrical and shaped). The results showed that increased blowing ratio decreased
deposition. Also, different types of cooling holes geometry had different deposition
rates on the same blowing ratios. The most important observation however, was that
the deposit growth rate is nonlinear through time (Fig. 1.17), which means that the

deposit layer on the surface increased deposition rate.

TS B d Dl
@1=023  (b)I=0.5 () 1=0.95

Fig. 1.12: Adiabatic effectiveness on cooling holes in different momentum flux ratios

[Lawson, et al., 2011].
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() =028 7 (c) 1=0.18
Fig. 1.13: Temperature map of the adiabatic effectiveness on showerhead cooling holes

[Lawson, et al., 2012c].
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Fig. 1.14: Adiabatic effectiveness with trench [Lawson, et al., 2012b].
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@) @®> © @
Fig. 1.15: Adiabatic effectiveness contours and corresponding surface deposition plots a)

before deposition, b) after 300 g, ¢) after 600 g, and d) after 900 g of wax injection at [=0.23
[Lawson, et al., 2012a].
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Fig. 1.16: Schematic of trench in film cooling [Kistenmacher, et al., 2014].
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Fig. 1.17: Percentage of deposition through time in a coupon for different blowing ratios [Ai,
etal., 2012].

Unfortunately, there are not many studies in the open literature about internal
cooling passage plugging. Lau et al. [Lau, et al., 2008], by conducting naphthalene
sublimation experiments, using a test section simulating internal cooling of a gas
turbine airfoil near trailing edge for various Reynolds numbers (5000 to 36000),
concluded that heat transfer was enhanced up to 70% with cooling hole blockage and

that for higher Reynolds numbers, the heat transfer enhancement was reduced.

1.5 Turbine blade surface roughness

Surface roughness is created from the deposits of various particles in turbine blades.
Due to the fact that temperatures are high in turbine inlet, deposit formation is
enhanced, causing many side-effects in the efficiency. For that reason, many
investigations have been conducted about HPT surface roughness. However, direct
measurements are difficult to be taken in the hot section, where temperatures are
above 1200 °C, hence few are the studies referred to real turbine operations. One of

the first variables used to measure roughness, was [Nikuradse, 1950]

k
kt = s ¥ Ur 3)

v
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where, k, is sandgrain diameter, u; is shear velocity, and v is kinematic viscosity. It is
used for the measurement of shin friction of a rough surface [Bons, 2010],
[Nikuradse, 1950] and it is one of the most used variables for measures of that kind.
Additionally, many different relations have been developed to match the conditions of
operating turbines and the main reason according to [Bons, 2010] is because
roughness is referred with many different terms, such as sandgrain, arrays of cone
elements, etc.

The most crucial effects of turbine roughness are two: increase of heat transfer
(due to the fact that molten particles stick to the surface and enhance conductive heat
transfer) and aerodynamic losses. The heat transfer increase results in decreasing of
TBC thickness. Several times, removal of TBC is observed and, as a result, bare metal
is exposed to the heat (TBC spallation). Bogard et al. [Bogard,et al., 1998], took 2
vane samples coming from engines operating in different environmental conditions.
After measuring their roughness (which was apparently different), they constructed
samples of them which were tested on a wind facility with Reynolds roughness
number Re,; = 60 and Re,; = 120. Another parameter they set was momentum
thickness Reynolds number Rey = 320. The equation they used to measure roughness

density parameter A was taken from [Sigal, et al., 1990]:

S A
A= —x—L 4
ST A, “)

where § is surface area without roughness, Sy is total frontal surface area, A4y is
roughness element frontal area, 4, is roughness element windward wetted area. For
rough surface, an increased heat transfer 50% to 60% relatively to the smooth surface
was observed. In high turbulence, (turbulence intensity 10% to 17%) there was a 15%
to 30% increase in heat transfer for smooth surface and a 100% increase for rough
surface.

Regarding aerodynamic losses, roughness tends to make the flow turbulent across
the surface and many times boundary layer separation has been observed, which leads
to decreased turbine efficiency and sometimes even stall. Casari et al. [Casari, et al.,
2017] presented a model implemented in a 3D Navier-Stokes solver and they

confirmed that flow path changes when in roughened blades. Somawardhana et al.
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[Samawardhana, et al., 2009] conducted an experiment where they tested how
roughness affects cooling holes, for smooth and rough surface. Initially, it was noticed
that in cylindrical holes, effectiveness degrades in low blowing ratios (M<1.0). On the
contrary, in high blowing ratios (M>1.0), adiabatic effectiveness increases.
Afterwards, obstructions were placed on the upstream area of the cooling holes,
downstream of cooling holes, and then on both directions. The highest degradation
(up to 50%) was due to the upstream obstruction of cooling holes (Fig. 1.18). In the
downstream obstruction scenario, adiabatic effectiveness was increased to all the

blowing ratios tested (Fig. 1.19).
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Fig. 1.18: Adiabatic effectiveness with a rough wall and upstream obstructions

[Samawardhana, et al., 2009].
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Fig. 1.19: Adiabatic effectiveness with a rough wall and downstream obstructions

[Samawardhana, et al., 2009].
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Moreover, in [Stripf, et al., 2005] it was noticed that roughness surface moves the
laminar-turbulent transition upstream, therefore turbulent heat transfer increases.
Also, roughness doesn’t seem to affect the pressure side in laminar turbulence. Yun,
et al. [Yun, et al., 2005] performed tests in a single stage turbine. They calculated a
dimensionless roughness parameter k= 30 for transitional roughness and a k' =149.2
for full turbulence roughness. As it can be seen in Fig. 1.20, there is a loss of 2% on
the pressure side of turbine stator and 6% on the suction side, when roughness exists.
When either rotor or stator blades are roughened, there is a loss of 4% and 8% on the
pressure and suction sides, respectively. Finally, when both stator and rotor are
roughened, the loss is 8% and 19% on the surfaces previously mentioned (Fig. 1.21,
Fig. 1.22, Fig. 1.23). As a conclusion, roughness of stator affects turbine performance
way more than rotor. From Yun’s research, it can also be noticed that the area
affected most is suction side, something that is commonly accepted and repeatedly
proven in many researches. Rutledge et al. [Rutledge, et al., 2006], who also
investigated suction side, came to the same conclusion. The use of trench improves

and mitigates the roughness effects too, as was done in cooling hole blockage (Fig.

1.24).
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Fig. 1.20: Fully roughened stator (ks=400um or k' =149.2 ) [Yun, et al., 2005].
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1.6 Gas turbine washing

Washing has been proven to be a fruitful method of fouling removal in the engine’s
compressor and turbine. Efficiency that was lost due to deposition is gained back,
according [Roupa, et al., 2013]. Not only efficiency increases, but also degradation
caused by ingested particles ceases to spread.

Demineralized water and solvents are the most common fluids used for engine
washing. Water is used for water soluble particles, such as dirt or salt and solvents,
and can be used either hot or cold. When hot, the removal of deposits is apparently
easier, but the drawback is that a lot of energy is required in order the water to be
heated [Stadler, et al., 2001]. Also, the preparation time for engine wash is also
increased, which means that the cost might increase radically if the engine produced
energy and has shutoff in order to be washed. Regarding the solvent use, it is for
mostly oil deposits or impurities coming from non-water soluble materials. It is of big
importance that the chemical solvent use is not very aggressive, because corrosion
might be created in the blades.

According to [Madsen, et al., 2014], the water-to-air ratio injected to the engine is
very important for the cleaning and safe operation of the engine. It was proven that
higher water-to-air ratio was more effective in cleaning and restoring of lost
efficiency. Specifically, tests were conducted in a LM2500 engine. Low water to air
ratio was 0.45% and 18 liters/min water flow rate, whereas high water rate was 0.75%
with 30 liters/min water rate. Also, temperature and pressure were measured during
operation, because extreme temperature drop might result in flameout and extreme
pressure might even cause erosion or corrosion or damage to the rotors due to stress.
As mentioned above, the high water rate proved to be more efficient. Last, another
parameter that results in efficient engine wash is droplet size, where it should clean
the whole blade adequately, not partially. That of course differs from engine to
engine, so there hasn’t been recorded an “optimum” dimension for droplet size.

There are two kinds of engine washing: on-line washing and off-line or crank
washing. On-line washing is performed when engine operates and shutoff isn’t
needed. It is applied mainly in power-plants and industrial engines. The cleaner
mostly used is sprayed water. On-line washing is efficient when it is used very often,
even every day if needed. It is a cheap solution, because engine doesn’t need to

shutoff, which in power plants for example would cost a lot. On-line water tests
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[Syverud, et al., 2007] showed that efficiency degradation rate is decreased. Off —line
washing is more efficient, but engine shutdown is required. That makes it
automatically a more expensive solution than on-line washing. It is usually conducted
when efficiency levels are the lowest allowable, so that engine can return almost to
100% of his initial performance. However, according to [Basendwah, et al., 2006], it
was noticed that efficiency was dropped about 1% - 2% after each washing interval,
probably due to the engine’s aging of the components. Off-line washing can be used
to every engine, even aircraft engines.

In order the washing to be efficient, there needs to be designed a certain schedule.
Haub et al. [Haub, et al., 1990] tried to combine offline washing and online washing

procedures. The results are show in Fig. 1.25.

Omar Hill Unit "A" Performance Loss Cycle

Relative Capacity Factor %

Fig. 1.25: On-line and off-line washing results [Haub, et al., 1990)].

Madsen et al. [Madsen, et al., 2014] also tried many washing scenarios and also
found that the best solution was daily off-line washing and interval crankwash every 4
months with high water rate (30 I/min). The results were that there was a drop in 2%
in efficiency until next interval crank wash, while there was a 3% drop in low rate
washing (Fig. 1.26, Fig. 1.27).

From all above, it can be concluded that a cost-benefit approach is needed in order
the exact interval times to be decided. This approach will not be analyzed, as it is

beyond the scope of this work.
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Fig. 1.26: HPC efficiency - online wash low rate [Madsen, et al., 2014].
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Fig. 1.27: HPC efficiency - online wash high rate [Madsen, et al., 2014].

1.7 Air filtration

Air filtration is a very effective way of reducing fouling occurring by air contaminants
such as dust, salt, humidity, etc. A filtration system is placed upstream engine inlet, so
the air ingested is not “polluted” (Fig. 1.28). Many publications refer to engine

filtration systems. Though, in this work only the basic principles of air filtration will

be described.

-390 .-



Chapter 1: Introduction

Inlet
Filtration
System

Silencer

Fig. 1.28: Schematic of an air filtration system [Wilcox, et al., 2010].

The most common filtration systems are two-stage and three-stage systems. The
first stage is usually for preventing various environmental factors, such as rain, ice,
fog, etc., from entering the following stages. In that way, filtration gets more efficient.
The following stages most commonly contain high-efficiency filtration elements,
which prevent even the smallest particles from entering the engine inlet.

As referred above, operational environments vary from region to region. As a
result, different filtration elements and technologies are required in order the gas
turbine’s operation to be efficient. In table 1.2, we can see the characteristics of
various environmental conditions. Goulding et al. [Goulding, et al., 1990] concluded
that depending on the conditions, customizations in the filtration systems are needed
(anti-ice system, salt removal, insect strainers, etc.), in order to be more effective.

The main drawback of filtration is that the gas turbine inlet air pressure drops
significantly. This results in power output decrease. Moreover, with adding more
filtration stages, pressure drops even more (Fig. 1.29). Therefore, the goal is to
achieve the highest filtration efficiency with the lowest pressure drop. In order this to
be accomplished, system shall be remained cleaned constantly, so as pressure drops to
be minimized. The most common cleaning system is air injection that comes from

engines’ bleed system.
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Table 1.2: Environmental conditions in various geographic areas [Goulding, et al., 1990].

GEOGRAPHIC AREA, ENVIRONMENT AND FAULT CHART

Particle Particle
Geographic Area Environmental Conditions Concgntration Size range Fault
Mg/m in microns
URBAN Rain, fog, smog, some Snow. Fouling
(Major metro=- 289 F.to 100° F, (=19 C. to +409 C.)
politan areas Corrosive chemicals, hydrocarbons, 50-175 0.01 Erosion
with heavy dry corrosive, gummy socot particles, = 30
industry) dried salt. Corrosion
RURAL/ARCTIC Snow, freezing rain, hoarfrost.
{Forest, tundra, =409 F. to 909 P, (=402 C to +31°9 (C.) 0.0l Fouling
agriculture) bry, nen-corrosive, fibrous <135 = 10
particles and blowing dust.
OFF=SHORE & Wet and dry salt, corrosive
MARITIME particlea. Fouling
02 F. to 90° P, (=189 C. to +31° C.) 0.01
Blowing rain, sea spray, fog, €135 -5 Corrosion
BROW, ice.
DESERT , sunny. Fouling
ggx F. to 1209 P, (0° C, to +50° C.)
Gand storms, whirlwinds, »>350 0.01 Erosion
dry corrosive particles, salt. = 100
Corrosion
TROPICAL Heavy rainfall,
409 P, to 120° P, (+5° C. to +50° C.) Fouling

Fibrous, non-corrosive particles, <135 0.01
insects. - 10

Air filtration prevents the engine deterioration and has been proven to be a good

option for harsh operational environments for power gas turbines. However, we

should keep in mind that there can’t be 100% of air filtration, at least with the current

filtration technologies, so internal engine wash might be needed occasionally for the

power output to be maximized.
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Fig. 1.29: Difference in pressure drop between 3 stage and 2 stage systems [Schroth, et al.,
2008].
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2.1 Introduction to CAD

Computer-aided design (CAD) is the use of computers to aid in the creation,
modification, analysis, or optimization of a design [Narayan, et al., 2008]. CAD
software is used to increase the productivity of the designer, improve the quality of
design, improve communications through documentation, and to create a database for
manufacturing [Narayan, et al., 2008], CAD output is often in the form of electronic
files for print, machining, or other manufacturing operations. The term CADD (for
Computer Aided Design and Drafting) is also used [Duggal, et al., 2000].

Its use in designing electronic systems is known as electronic design automation
(EDA). In mechanical design, it is known as mechanical design automation (MDA) or
computer-aided drafting (CAD), which includes the process of creating a technical
drawing with the use of computer software [Madsen, et al., 2012].

CAD software for mechanical design uses either vector-based graphics to depict
the objects of traditional drafting, or may also produce raster graphics, showing the
overall appearance of designed objects. However, it involves more than just shapes.
As in the manual drafting of technical and engineering drawings, the output of CAD
must convey information, such as materials, processes, dimensions, and tolerances,
according to application-specific conventions. CAD may be used to design curves and
figures in two-dimensional (2D) space; or curves, surfaces, and solids in three-
dimensional (3D) space [Farin, et al., 2002].

CAD is an important industrial art, extensively used in many applications,
including automotive, shipbuilding, and aerospace industries, industrial and
architectural design, prosthetics, and many more. CAD is also widely used to produce
computer animation for special effects in movies, advertising and technical manuals,
often called DCC (Digital Content Creation). The modern ubiquity and power of
computers means that even perfume bottles and shampoo dispensers are designed
using techniques unheard of by engineers of the 1960s. Because of its enormous
economic importance, CAD has been a major driving force for research in
computational geometry, computer graphics (both hardware and software), and

discrete differential geometry [Pottmann, et al., 2007].
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2.2 Design procedures

The cooling hole was designed, according to Fig. 2.1 [Saumweber, et al., 2008], using
the CAD software CATIA V5R19 and the model was designed parametrically (based

on the diameter D of the cooling hole), so that it can be modified easily.

Fig. 2.1: Cooling hole schematic [Saumweber, et al., 2008].

Initially, a diameter D of 1.2 mm was defined, a value close to the diameter of the

actual gas turbine cooling holes (Fig. 2.2). Then, plane 1 was created with the plane

gwcommand, defining as the plane type the offset from plane command and as
reference, the xy plane with offset 0 mm (Fig. 2.3). At next, point 1 was set with

point = command at (0, 0, 0) coordinates (Fig. 2.4), while afterwards the spine

was created in the following way:

e With the sketch = command and the zx plane as a reference, a line was
created with point I so as to form an angle of 30 degrees with the horizontal

axis.

o Two points were definedon the spine with distances 4D and 2D

respectively (Fig. 2.5), using the formula fes command.
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¢ Constraints were created for all points and dimensions, using the constraints

v‘ command, so that they are completely defined (Fig 2.6).
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Thereafter, plane 2 and plane 3 were created as follows:
e Plane 2 was created by selecting normal to curve option, selecting spine as
the curve selection and point 2 as point selection (Fig 2.7).
e Plane 3 was created with a parallel through point, selecting as a reference
plane I and as point, point 3 (Fig. 2.8, Fig. 2.9).
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In plane 3 an ellipse (Fig 2.10) was defined, in plane 2 a circle (Fig 2.11) and in

plane 1 a trapezoid (Fig. 2.12). Specifically for the trapezoid, the join command

was used after the design to join its sides.
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Fig. 2.12: Trapezoid schematic.

Finally, to create the cooling hole, four points were defined in each of the

intersections (Fig. 2.13, Fig. 2.14, Fig. 2.15), which were joined with the line /vl
command, so as to be used as guides (Fig. 2.16, Fig. 2.17). The final cooling hole was

created with the multisections volume & command as follows:
e Initially, the circle of plane 2 and the trapezoid were selected by using the
guides defined above (Fig. 2.18).
o The ellipse of plane 3 and the circle of plane 2 were selected.

&2

e The two created volumes were joined with Add =F= command, thus

creating the 3D model of the cooling hole (Fig. 2.19).
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2.3 Final Domain Design
In order to create the final domain, two rectangular domains were created, one at the
entrance and one at the outlet of the cooling hole (i.e. the intersections of the ellipse
and the trapezoid respectively) in the following way:

e A rectangle with dimensions 50D upstream of the cooling hole, 110D

downstream, 34D width and 35D height was created on plane 1, using the

volume extrude % command (Fig 2.20).
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e Correspondingly, a rectangle with dimensions of 35D length, 30D width and
15D height was defined on plane 3 (Fig. 2.21).
e Both domains were joined with the cooling hole using the add command,

forming the final domain (Fig. 2.22).
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3.1 Introduction to Computational Fluid Dynamics (CFD)

For many years, computers have been used to solve fluid flow problems, with great
success. Various commercial and academic programs have been developed to solve
various fluid dynamics problems. From the mid-1970s, the required mathematical
methodologies began to be understood, and various CFD solvers were developed and
appeared in the early 1980s. They actually required the most powerful computers of
the era, a deep knowledge of fluid dynamics, and large amounts of time to set up
simulations. Consequently, CFD was a tool used almost exclusively in research
[ANSYS Inc., 2013].

Recent advances in computing power, along with powerful graphics and interactive
3D manipulation of models, have accomplished the creation of a CFD model and
results’ analyses in much less time and cost. Advanced solvers enable robust solutions
of the flow field in a reasonable time [ANSY'S Inc., 2013].

As a result, CFD is now an established and widespread industrial analysis, design
and optimization tool, helping to reduce design time and improve processes
throughout all the engineering disciplines. CFD provides a cost-effective and accurate

alternative to scale model testing, with variations on the simulation being performed

rapidly [ANSYS Inc., 2013].

3.2 The Mathematics of CFD

The set of partial differential equations (PDEs) that describe the flow of viscous fluids
(compressible or incompressible) are known as the Navier-Stokes equations. These
partial differential equations were derived in the early nineteenth century and have no
known general analytical solution but can be discretized and solved numerically, with
proper numerical methods [ANSYS Inc., 2013].

Equations describing other processes, such as combustion, or other chemical
reactions, can also be solved in conjunction with the Navier-Stokes equations. Often,
an approximating model is used to derive these additional equations, such as

turbulence models. There are a number of different discretization methods, which are
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used in CFD codes. The most common, and the one on which ANSYS CFX solver is
based, is known as the Finite Volume (FV) method [ANSYS Inc., 2013]. The
discretization methods are used in order to transform the partial differential equations
to a large set of linear algebraic equations, which can be solved by a computer. In FV
technique the region of interest is divided into small sub-regions, called Control
Volumes, constructed through the procedure of mesh generation. The equations are
discretized and solved iteratively for each Control Volume. As a result, an
approximation of the value of each variable at specific points throughout the domain
can be obtained. [ANSYS Inc., 2013]. CFD is currently used by engineers and
scientists in a wide range of fields. Typical applications include [ANSYS Inc., 2013]:

e Process industry: Mixing vessels, chemical reactors.

¢ Building services: Ventilation of buildings.

e Health and safety: Investigating the effects of fire and smoke.

e Motor industry: Combustion modeling, car aerodynamics.

¢ Electronics: Heat transfer within and around circuit boards.

¢ Environmental: Dispersion of pollutants in air or water.

e Power and energy: Optimization of combustion processes.

e Medical: Blood flow through grafted blood vessel.

3.3 CFD Methodology

CFD can be used to determine the performance of a component at the design stage, or
it can be used to analyze problems with an existing component and lead to its
improved design. The process of performing a single CFD simulation is split into the
following procedures [ANSYS Inc., 2013]:

e Creating the Geometry and the Computational Mesh.

e Defining the Physics of the Model.

¢ Solving the CFD Problem.

e Visualizing the Results in the Postprocessor.

Creating the Geometry and the Computational Mesh
The objective of this procedure is to produce a computational mesh inside the flow
(computational) domain, for input to the physics preprocessor. Before a mesh can be

produced, a closed geometric solid is required to be defined (using CAD tools). The
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geometry and mesh can be created in the Meshing application or any of the other
geometry/mesh creation tools. The basic steps involve:

¢ Defining the geometry of the region of interest.

e Creating regions of fluid flow, solid regions and surface boundary names.

e Setting properties for the mesh.

Defining the Physics of the Model

This interactive process is the second pre-processing stage for a CFD simulation and
is used to create the proper input data required by the solver. The mesh files are
loaded into the physics preprocessor (CFX-Pre in our case). The physical models that
are to be included in the simulation are selected. Fluid properties and boundary

conditions are also defined [ANSYS Inc., 2013].

Solving the CFD Problem
The program that solves the CFD problem is called the solver; within the solver, the
discretization of the PDEs is performed, along with the solution of the resulting
system of algebraic equations. It produces the required results in a non-
interactive/batch process. More specifically, a CFD problem is solved as follows
[ANSYS Inc., 2013]:
e The PDE:s are integrated over all the Control Volumes inside the discretized
computational domain. This is equivalent to applying a basic conservation law
(for example, for mass or momentum) to each control volume (its integral
form).
e These integral equations are converted to a system of algebraic equations by
generating a set of approximations for the terms in the integral equations.
e The algebraic equations are subsequently solved in an iterative manner.
The iterative approach is required because of the nonlinear nature of the
corresponding PDEs, and as the solution approaches the exact solution, it is said to
converge. For each iteration and for each family of equations, a residual is reported as

a measure of the overall conservation of the flow properties [ANSYS Inc., 2013].
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Visualizing the Results in the Postprocessor
The postprocessor is the component used to visualize, analyze and present the results
interactively with the user. Examples of some important features of postprocessors are
[ANSYS Inc., 2013]:
¢ Visualization of the geometry and control volumes.
e Vector plots, showing the direction and magnitude of the flow.
e Visualization of the variation of scalar variables (variables that have only
magnitude, not direction, such as temperature, pressure and speed) through the
domain.
e Quantitative numerical calculations.
e Animation.
e Charts showing graphical plots of variables.

e Hard copy and online output.

3.4 Overview of ANSYS CFX
ANSYS CFX [ANSYS Inc., 2013] is a general purpose Computational Fluid
Dynamics (CFD) software suite, which combines an advanced solver with powerful
pre-processing and post-processing capabilities. It includes the following features:
e An advanced coupled solver that is both reliable and robust.
e Full integration of problem definition, analysis, and results presentation.
e An intuitive and interactive setup process, using menus and advanced
graphics.
ANSYS CFX is capable of modeling:
o Steady-state and transient flows.
e Laminar and turbulent flows.
e Subsonic, transonic and supersonic flows.
o Heat transfer and thermal radiation.
* Buoyancy.
o Non-Newtonian flows.
e Transport of non-reacting scalar components.
e Multiphase flows.
o Combustion.

o Flows in multiple frames of reference.
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o Particle tracking.
ANSYS CFX consists of four software modules that take a geometry and mesh and

pass the information required to perform a CFD analysis (Fig. 3.1).

Geometry Generation
Software

Y

Mesh Generation
Software

¥ ANSYS CFX

ANSYS CFX-Pre Components
{Physics Pre-processor)

Y

ANSYS CFX-Solver o | ANSYS CFX-Solver Manager
{Solver) (CFD Joh Manager)

f |
L

¥

ANSYS CFD-Post
{Post-processor)

Fig. 3.1: ANSYS CFX flow chart [ANSYS Inc., 2013].

3.5 Design Modeler

In the ANSYS CFX Workbench, by clicking the Import Geometry and inserting the
“stp” file, the Cooling hole domain geometry is imported. The DesignModeler starts
by clicking the Edit Geometry in DesignModeler option. Finally, by selecting the

Generate °/ Generate command, the geometry is displayed in the DM.

In order for the simulation results to be more accurate, a local increase in mesh
densification should be made at some points considered to be more “critical”, e.g. the
boundary layer formation area. For this reason, new volumes within the domain
should be defined, where increased densification will be applied. In this work, 4 new
volumes will be defined within the flow domain.

For creating the first volume at the cooling hole, the following procedure was

followed:

e By using the sketch £ command and line command, the schematic was

designed (Fig. 3.2).
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e The dimensions H1 and H2 were created with the Horizontal dimension

e :
b= Horizontal command.

e Using the extrude command, and by clicking the generate button, the final
volume was created (Fig. 3.3).

The other three volumes at the main flow and the cooling flow were created

following a similar procedure (Fig. 3.4-3.9). Finally, the inlet, outlet, surface and wall

surfaces were defined using the Named selection command (Fig. 3.10-3.16).

Sketch Sketchld
Sketch Wisibility  Show Skefich
Showe Constraints?  No

2

[ 0.0166 m

Fig. 3.2: Cooling hole volume using the sketch command.
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Direction Vector | Mone [Normal]
Direchion Both - Symmetric
Extent Type Fixed
- FD1, Depth (=0 | 0.0023 m
A ThinySurface? | No
Merge Topology?  |Yes

Fig. 3.3: Cooling hole final volume creation, using extrude command.
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Fig. 3.4: Mainflow volume schematic.
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| FDL, Depth (+0) | 0.025 m
Az Thin/Surface? o e’
Merge Topology? | Yes .--"'-

Fig. 3.5: Mainflow volume extrude.

Ty T

Fig. 3.6: Second mainflow volume schematic.

-61 -



Chapter 3: CFD Simulation

Extrude Extrudes
Geometny Sketchl
Operation Jdd Frozen
Drirection Vectar Mone [Marmal)
Drirection Mormal

Extent Type Fixed

"~ FDY, Depth [>0] [0.015 m

Az ThingSurface?

Merge Tapalogy?

Fig. 3.7: Second mainflow volume extrude.

Fig. 3.8: Cooling flow volume schematic.
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Extrude | Extrudel
Geometry SketchS
Operation Add Frozen
Dirgction Wectar Mane [Mormal)
Direction Reveried
Extent Type Fixed

DI, Depth [=0) | 0.01m

&5 Thingsurtace? N

bderge Topology

oL

Fig. 3.9: Cooling flow volume extrude.

Fig. 3.10: Final domain.
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Fig. 3.11: Inlet mainflow surface definition.

Fig. 3.12: Outlet mainflow surface definition.
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Fig. 3.13: Inlet cooling flow surface definition.

Fig. 3.14: Outlet cooling flow surface definition.
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Fig. 3.15: “Surface” surface definition.

Fig. 3.16: Wall surface definition.

3.6 Mesh Generation
After opening the Mesh generation tool in ANSYS CFX, the first step is to adjust the

element size, that is, the thickening of the four volumes designed with DM.

The process followed for the cooling hole volume is the one below:
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e By right- clicking Mesh, selecting Insert and then the Sizing command, a
new sizing tab is created (Fig.3.17).

e Then, the cooling hole volume is selected as Geometry.

e In Type tab, the domain is selected as Body of influence.

e The Element size is adjusted to 0.038 mm (Fig. 3.18).

Similarly, sizing for the remaining volumes is created (Fig. 3.19, Fig. 3.20, and
Fig. 3.21). The sizing of the domain is determined using the default options and the
growth rate set by the software (Fig. 3.22). Last, the procedure below was followed
for the inflation:

e By selecting the Mesh tab, and expanding the Inflation tab, the named
selection Wall is selected as All faces in named selection.

e A Smooth Transition is selected as Inflation option, and the Transition
ratio, Maximum layers, Growth rate, arec adjusted to 0.6, 16 and 1.25

respectively (Fig. 3.23).

The mesh is created by clicking Generate Mesh » “enr=Mesh  pis 394 - 329),

. . R i
For a more detailed mesh observation, the New Section Plane '@ command was used

for the “cut” of the domain at various “critical” points.
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T
| Cutline
e e O

J
|

Filter:  mame -

2P H el
Project
S (& Model (A3)
----- ﬁ Geomekry
; ¢)\ Coordinate Systems

: -/ Connections
..... " o [
..... D T - T

¥, Contact Sizing

Zj Update

B Face Meshing
B Match Control
£ Inflation

Zj Generate Mesh

-

Prewiew
Showe »
:j Create Pinch Contraols

Contact Match Group
@ Contact Match

] Clear Generated Data Mode Merge Group
db Rename (F2) @ Mode Merge

Details of "Mesh" | ("] Group All Similar Children B, Node Move

iy | j_ |
Display Style Start Recording r|

Fig. 3.17: Sizing command.

Seope .
Seoping Methad | Geometny Selection

Geametry |180y
Definition

Suppressed ENo

Type |Bady of Influense

Bodies of Influence |1 Body
Element Sze | 366002 s
GrowthRate | Default
Local Min Size | Default [3.8e.002 mm)

Fig. 3.18: Cooling hole volume sizing.
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Scope

Scdning Mlethod IGeometryseleaion
[} eomei':r;-' | 1Body

Detinition )

Su-DB.r!.ssud ] .[No

Type Body of Influence

Bodies of Influence | 1Bogy
Element Size | 0.23 mm

| Default

Local Min Sze | Default (0.10424 mm)

Scope
Seaping Method | Geametny Selection

Fig. 3.19: Mainflow small volume sizing.
Geametry |1Boay

I
Suppressed | N
Toe Tody o Tnfience e
Bodies of Influence | 1 Body | il
Element Size 0.6 mm ! |
Growth Rate | Default ;
Local Min Size | Default (0.10424 mm) $

Fig. 3.20: Mainflow large volume sizing.
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Scope

Scoping Method | Geom ety Selection
Geametry 1By

Definition )

Suppressed o

Type | Body of Tnfluence

Bodies of influence | 1 Gody

Elemnent Size
Groneth Rate
Local hbin Size

Deraun

0.2 i

Default 010424 mei] |

Fig. 3.21: Cooling flow volume sizing.

Sizing

Size Function Curvatuire
Relevance Center Coarse

Ihitial Size Seed Active &ssernbly
Smoothing Medium
Transition Slowy

Span Angle Center Fine

Cureature Mormal &,

Default (18.0°7)

Min Size Default [0,104240 mm)

Max Face Size Default (10,4240 mm)

hax Tet Size Default (20,5470 mm)

Growth Rate Default [1.20]
Automatic Mesh Base... | On

Defeaturing Tolera,,, | Default [5,.2119-002 mm)
Minimum Edge Length | 0,152790 mm

[nflation

Use Automatic Inflation

All Faces in Chosen Mamed Selection

Mamed Selection Wiall

Inflation Option smooth Transition
Transition Ratio 0.6
Maximum Layers 1s
Growth Rate 1.25

Inflation Algorithm Pre

Wiew SAdvanced Options

Mo

Fig. 3.22: Mesh sizing and inflation details.
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Statistics
Modes 10261314
Elements 51964695
Mesh Metric Mane

v i
& ‘E"\f M <P
o,

0.900 (rarn)
]

Fig. 3.25: Cooling hole exit mesh details (1 of 2).
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0.800 (rar)
]

Fig. 3.26: Cooling hole exit mesh details (2 of 2).

Fig. 3.28: Mainflow mesh.
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Fig. 3.29: Cooling flow mesh.

3.7 Simulation setup
Before conducting the simulation, the boundary conditions of the problem, as well as
the heat transfer models, the turbulent models and the residual target levels should be
defined.
Initially, by selecting the Quick setup modeid QuickSetupMode. option  the
following were defined (Fig. 3.30):
e A single phase problem, using air ideal gas as a liquid, was selected.
o A steady state simulation was selected, with reference pressure value set to
0 Pa.
e The Total Energy equation was selected as a heat transfer model.

o The turbulence model selected was the Shear Stress Transport model.

Simulation Data
Problem Type |Single Phase =]
/In a single phase simulation orly one fiuid is present, In general the fuid is a pure substance, which is

a material with specified physical properties.

Working Fluid

select a sngle fud. -
Fhid Ak Ideal Gas 3] |oa
Analysis Type =
Trpe Steady State -
Model Data

Reference Pressure 0 [abm]

Heat Transfer | Tokal Energy -|
Turbulence [Shau' Stress Transport -I

Fig. 3.30: Simulation data and equation models definition.
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After determining the above, the next step is to define the boundary conditions for

the simulation. Six boundaries were defined (one boundary surface for each named

selection in Design Modeler):

e The inlet boundaries were Inlet coolant flow and inlet Mainflow, where

Total pressure and Total Temperature were defined.

e The outlet boundaries were outlet Cooling flow and outlet Mainflow, where

static pressure was defined.

e The Wall boundary was selected as No slip wall, with Smooth Wall

roughness and adiabatic option was defined.

e The Surface boundary was selected as Free slip wall.

Four test cases were simulated in total (Table 3.1). The first test case was

conducted for validation study purposes, based on the experimental results in

[Saumweber, et al., 2008], and the other three simulations were conducted using data

from [Han, et al., 2013]. The final boundary conditions for each one of the four cases

were generated through the “trial and error” process, with the aim of achieving the

desired blowing ratio and density ratio. Further details for the calculation of the

boundary conditions is given in Appendix A.

The residual target was set to 10, the parallel process procedure was defined, with

8 processors working (Fig. 3.31, Fig. 3.32).

Table 3.1: Test cases boundary conditions.

Mainflow  Cooling Mainflow Cooling flow Mainflow Cooling
Test Total flow Total Total Total Mach flow
case Pressure  Pressure Temperature Temperature Number Mach
(Pa) (Pa) (K) (K) Number
1 1 bar 0.96 bar 500 290 0.3 0
2 3,150,000 3,339,000 1700 1037 0.3 0.29
3 3,150,000 3,559,500 1700 1105 0.3 0.29
4 3,150,000 4,189,500 1700 1292 0.3 0.29
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Salver Input File i MIKOLOS Deskiopl Gousopoulos ansy s crassflow real_files\dpOCFx-25VCFX\Fluid Flow CFX_011 res

Global Run Settings

Run Definition | Initial Values | Partitioner I Salver | Interpolator |

Run Settings
Type of Run Full

[ Double Precision
[ Large Problem

Parallel Environment

Run Made [Intel MPI Local Parallel - ]

Host Name l Partitions

nikolos-pc-4 g

()]

Show sdvanced Controls

Fig. 3.31: Simulation details.

Basic Settings | Equation Class Settings I Advanced Options |

Advection Scheme

Option [High Resolution - ]
Turbulence Numerics =
Cption IFirst Crder - l
Convergence Control

Min, Ikerations 1 O

Max, Iterations &0 O

Fluid Timescale Control =
Timescale Contral [F'.utn Timescale - ]
Length Scale Option [Cunservative - ]
Timescale Fackor 1.0
[] Maximurn Timescale
Convergence Criteria
Residual Type R.MS -
Residual Target 0.000001
|:| Consetrvation Target
[7] Elapsed Wall Clack Time Contral

[] 1nkerrupt Contral
Fig. 3.32: Solution setup details.
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4.1 Numerical Method Validation

The test case 1 convergence is shown in Fig. 4.1. As it can be seen, the convergence is
satisfactory. Various contours and graphs were created in the following locations:
e A calculated 2D velocity field was created 2xD downstream of the cooling
hole entrance (Fig. 4.2).
e A combination of Temperature contour and calculated velocity field was
created 2xD downstream of the cooling hole exit (Fig. 4.3).
e Velocity and Mach number contours in the domain’s symmetry plane (Fig.
4.4).

¢ An adiabatic effectiveness contour in the mainflow wall surface (Fig. 4.5).

Mamentum and Mass Heat Transfer | Tur badence: (K0} | Wall and Boundary Scale | X

L .0e+00 —

1, 0e-01

Yariable Yalue
B
o
&
LA
al

1.0e-05 e
L.0e-06 —
T T T T T T L | T I ! I
o] 20 40 &0 al 100 120
Accumulated Time Skep
| — RS P-Mass RIS L-pom = RS YeMom RMS W'-Mom |

Fig. 4.1: Test case residuals graph (M=0.5). After this number of iterations, unsteadiness

was observed, therefore the run was terminated.
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Fig. 4.2: Calculated velocity field 2xD downstream of the cooling hole entrance (M=0.5).

Fig. 4.3: Temperature and calculated velocity field 2xD downstream of the cooling hole exit
(M=0.5).
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b)
Fig. 4.4: a) velocity, and b) Mach number contours in the domain’s symmetry plane

(M=0.5).
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Fig. 4.5: Adiabatic effectiveness contour in the mainflow wall surface (M=0.5).

From the figures shown above, it is evident that the simulation’s results come to an
agreement with [Saumweber, et al., 2008] results. For a more detailed comparison,
however, the adiabatic effectiveness versus x/D (distance from cooling hole exit,
divided by hole’s diameter) graph was constructed (Fig. 4.6). The analytical method
of calculating adiabatic efficiency, blowing ratio and density ratio, is presented in
Appendix B. The average deviation, from the aforementioned paper results in Fig.

4.6, is below 5% (Appendix B).

=
()]
J

| |
=—¢—M=0.5 Mac=0 paper

(n)D
»

== M=0.5 mac=0 cfd

o
w
1

NS
§
—-_ |

Adiabatic Effectiveness
o o
N N

o

2 4 6 x/D 8 10 12

Fig. 4.6: Adiabatic effectiveness — x/D graph (M=0.5).
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4.2 Operational conditions test cases

Since it has been established that the phenomena of the experiment can be simulated
satisfactorily, the next step is to run simulations in similar conditions. Specifically,
three more test cases were simulated based on data from [Lee, et al., 2009] and [Han,
et al., 2013], so that the operating conditions of a twin-spool low bypass turbofan
engines can be simulated. Due to the fact that the data contained in sources from
open literature are incomplete for the specific type of jet engine, some assumptions
were made, in order to simplify the simulation. Hence, the results obtained were also
compared with those in [Saumweber, et al., 2008], in order to assure that the results
were not altered due to the assumptions made (Fig. 4.7- 4.22). The results from the

three test cases are presented below:

Test Case 2 (Blowing Ratio M=1)

Momentum and Mass | Heat Transfer | Turbulence (03 | wall and Boundary Scale X
L.0e-+00 —
1.0e-01 —
L.0e-02 —

o

B -

i .

ﬁ 1.0e-00 —

1.0e-D4 —

1,0e-05 —

1.0e-06 —

T T r [ ¢ FrFf [ T T8¢ [ 7 T rr 1T rffr¥r [ T ¥
o 10 20 L 40 50 &0 0
Accumulsted Time Step

= RMS5 P-Mass AMS U-Mom = RMS5 W-Miom RIS Wl -Mioim

Fig. 4.7: Test case residuals graph (M=1).
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0.5 - |
=—¢=—NM=1 paper
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1
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Adiabatic Effectiveness (n)
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0.1 1
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Fig. 4.8: Adiabatic effectiveness versus x/D (M=1).

Fig. 4.9: Adiabatic effectiveness contour in the mainflow wall surface (M=1).
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Fig. 4.10: Calculated velocity field 2xD downstream of cooling hole entrance (M=1).

Fig. 4.11: Temperature and calculated velocity field 2xD downstream of the cooling hole exit
(M=1).
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Mach Number

d o N O A S

et

2

21 5

Fig. 4.12: a) velocity and b) Mach number contours in the domain’s symmetry plane (M=1).
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Test Case 3 (Blowing Ratio M=1.5)

Mamentiim ard Mass Heat Transfer Turbudence (KO | Wzl and Boundary Scale B8

1.0e+00 =

o =] 100 150
Bocumuated Tirme Step

| —— RM5P-Mass —— RMSU-Mom —— PMSY.Mom RIS - Mom |

Fig. 4.13: Test case residuals graph (M=1.5). The test case has not completely converged,

due to unsteadiness.
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Fig. 4.14: Adiabatic effectiveness — x/D graph (M=1.5).

Fig. 4.15: Adiabatic effectiveness contour in the mainflow wall surface (M=1.5).
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Fig. 4.16: Calculated velocity field 2xD downstream of the cooling hole entrance (M=1.5).
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Fig. 4.17: a) velocity and b) Mach number contours in the domain’s symmetry plane

(M=1.5).
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Fig. 4.18: Temperature and calculated velocity field 2xD downstream of the cooling hole exit

(M=1.5).
Test case 4 (Blowing Ratio M=2.5)
Momertimn andMass | Heat Transfer | Turbulence (K0) | Wal and Boundary Scale| B
1.02+00 ]
1.0e-01 =]
1.0e-02 ]
£ 1.08-05
2
L
1.0e-04 ]
1.0e-0% =]
1.0&-06 —
I T | T I L] T T _l T T L] I T T T I T T T I
0 20 40 &0 &0 100
Secumulated Time Skep
| —— RMSP-Mass = RMSU-Mom =—— RMS V-Mom RIMS W-Mom |

Fig. 4.19: Test case residuals graph (M=2.5). The test case has not completely converged,

due to unsteadiness.
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Fig. 4.20: Adiabatic effectiveness — x/D graph (M=2.5).

Fig. 4.21: Adiabatic effectiveness contour in the mainflow wall surface (M=2.5).
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Fig. 4.22: Calculated velocity field 2xD downstream of the cooling hole entrance (M=2.5).

Fig. 4.23: Temperature and calculated velocity field 2xD downstream of the cooling hole exit
(M=1.5).
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=i

Fig. 4.24: a) velocity and b) Mach number contours in the domain’s symmetry plane
(M=2.5).
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Chapter 5: Conclusions

In this work, firstly a review of the erosion effect was presented, an effect which is
created in the jet engines’ turbines. Secondly, a flow simulation study was conducted
(using CFD) for a typical fan-shaped cooling hole geometry, for different air blowing
ratios.

The literature study showed that the erosion effect is directly connected to the
increase of Turbine Entry Temperature (which is constantly increasing through new
available technologies, making engines more efficient). The study also showed that
the particles ingested by the engine inlet, or fuel impurities, are able to decrease the
cooling effectiveness of the turbine cooling system, making erosion formation easier
to spread. Plugging of cooling holes and TBC degradation through surface roughness,
are the main damage erosion causes on blades. Due to the fact that there still haven’t
been invented solutions that can completely diminish the problem, the best way of
“dealing” with it, is preventing erosion formation. The most popular ways are internal
washing (online and offline) of the engine in specific time schedules and the filtration
of the environmental air before ingested.

Thereinafter, the flow in a cooling hole was studied, for 4 different blowing ratios
(M=0.5, 1.0, 1.5, 2.5) and the correctness of the results was evaluated by comparing
them to the experimental results of [Saumweber, et al., 2008]. The results came in
good agreement (the difference was generally below 10%).

Last, it is recommended that in the future, a flow simulation using a mix of fluid
and impurities particles should be conducted (for different cooling hole geometries
and orientation angles), in order to form a complete view of the turbine blades cooling

system efficiency degradation.
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Appendix A: Boundary Conditions

Test case 1 (Numerical method validation)

In Table A.1, it is shown that the boundary conditions are changed in such a way as to

achieve the desired blowing ratios. The only variable that is constant is Pe —1.75.

Pm

Due to the fact that the fluid in the simulation was chosen to be an ideal gas, the

equation of state can be used:

Pm * R * Tsm
Fom o Mr B pm Tom B om0 A1)
Psc —pC * R« TSC Psc Pc Tsc Psm Tsc
My

From equations (A.1), (A.2) and (A.3), by adjusting TTi and :SC , the desired

sm sm

blowing ratio can be obtained. Also, it is given from [Saumweber, et al., 2008] that
T;c = 290 K and, additionally, it was assumed that the cooling flow Total Pressure
was P;. = 1 bar (a reasonable value for the temperature above) and the mainflow
Mach number Ma,, = 0.3, [Saumweber, et al., 2008]. Last, cooling flow Mach
number was set to Ma, = 0, therefore cooling flow Static Pressure was set equal to
cooling flow Total Pressure P, = P;.. The mainflow Total Pressure and Total

Temperature, can be calculated using the isentropic process equations for Mach

number Ma,, = 0.3,y = 1.333, y%:‘*':

Pem y—1 e P Pim (A.2)
= (1 Ma, 271 =» -2 = 1.015* = P, =
p — I+ =5 Man®) P sm = 10154
Tim y—1 2 Ttm Ttm (A.3)
= (1 M > M 1015 = T, = —T
r. = A+ 5 May®) = o= sm = 1015

By adjusting the variables based on the above equations, the final boundary

conditions were calculated (Table A.1).
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Appendix A: Boundary Conditions

Test cases 2, 3 and 4 (Operational conditions)

The following test cases were set using the same method, as in Test Case 1. The data

used came from [Lee, et al., 2009], along with some calculations.

A
4 BYPASS F
T
7 E
F H L R
A p p B Exhaust
‘ U Nozzle
N T T R
| E
L R
1 ) 3 4

Fig A.1: Simplified Schematic diagram of F100-EQ engine’s layout [Lee, et al., 2009].

Data from Lee [Lee, et al., 2009]:

OPR = 32.4
FPR = 3.55
Hjan = 0.83
Nipe = 0.895
= 0.96
T,=1700 K
FAN

P
P_Z = 3.55 = P, =359,703.75 Pa
1

Based on isentropic process equations, T, is calculated:

y—1
Y

P,
—) —1| = T, =417.5194K

Py

HPC
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Appendix A: Boundary Conditions

OPR _ 324 9 1268
FPR 355

P
- =9.1268 = P; = 3,282,944.186 Pa

P,
y-1
T, P3\ v
Ty — T, = * (—) —1| = T3 =761.8537 K
77hpc PZ
HPT

[T, equals to 0.96 , therefore:
P, = Py * I, = 3,282,944.186 * 0.96 = P, ~ 3,150,000 Pa

Hence, the Mainflow Total Pressure was set to 3,150,000 Pa and the mainflow Total
Temperature to 1700 K.
Based on the research conducted by [Han, et al., 2013], it is known that the range

. P . . T .
of Pressure ratio —= values varies from 1.02 to 1.10, Temperature ratio == varies
sm sm

from 0.5 to 0.85 and Density ratio Z—C from 1.5 to 2.0. A constant DR value of 1.75

was selected (the same values as in [Saumweber, et al., 2008]), so that the results can

be compared to the [Saumweber, et al., 2008] test cases.
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Cooling flow Static Pressure (Ma, = 0.29) was calculated as follows:

%: (1+ y;1 . Ma 27T = %: 1.014* = P, = % (A4)
Table A.1: Boundary conditions.
Test Cases 1 2 3 4
P,, (Pa) 1 bar 3,150,000 3,150,000 3,150,000
P, (Pa) 0.94 bar 2,967,880 2,967,880 2,967,880
P,.(Pa) 0.96 bar 3,339,000 3,559,500 4,189,500
P, (Pa) 0.96 bar 3,158,382 3,366,954 3,962,875
Ps/Psm 1.02 1.06 1.13 1.34
T (K) 500 1700 1700 1700
T, (K) 492 1675 1675 1675
T (K) 290 1037 1105 1292
T,.(K) 290 1023 1090 1274
Tom/Tsc 1.70 1.64 1.54 1.31
DR g 1.75 1.75 1.75 1.75
DR, couar 1.73 1.74 1.74 1.76
Ma,, 0.3 0.3 0.3 0.3
Ma, 0 0.29 0.29 0.29

M (Results) 0.5 1.0 1.5 2.5
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Table A.2: Adiabatic effectiveness measurements.

x/D 2.6 4.2 5.8 7.4 9 10.6 12
M = 0.5 Paper 0.3 0.24 0.19 0.16 0.15 0.14 0.13
M=0.5CFD 0.336 0.265 0.216 0.179 0.15 0.128  0.113
M = 1.0 Paper 0.34 0.28 0.25 0.22 0.21 0.19 0.18
M=1.0CFD 0.316 0.262 0.238 0.222 0.212 0202  0.196
M = 1.5 Paper 0.33 0.28 0.26 0.25 0.24 0.23 0.22
M=15CFD 0.314 0.279 0.264 0.255 0244 0234 0.222
M=2.5Paper 0.275 0.23 0.21 0.19 0.18 0.179  0.178
M=2.5CFD 0.271 0.227 0.207 0.197 0.191 0.187 0.184

Table A.3: Adiabatic effectiveness percentage difference between paper and CFD results.

x/D 2.6 4.2 5.8 7.4 9 10.6 12 Average (%)
M=05 0.12 0,104 0,137 0,119 0 0,086 0,131 9.946
M=1.0 0071 0,064 0,048 0,009 0,01 0,063 0,089 5.051
M=15 0.048 0,004 0,015 0,02 0,017 0,017 0,009 1.866
M=25 0.015 0,013 0,014 0,037 0,061 0,045 0,034 3.118
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The following procedures were used to calculate the blowing ratio:

* A plane was created at the cooling hole exit with the name Uc (Fig. B.1).

* A new plane named Um surface was created, with a 49xD distance from the
cooling hole outlet surface (Fig. B.2).

* Mainflow and cooling flow fluid densities were calculated using the function
calculator, so as to ascertain if their quotient had the desired value (DR = 1.75).

» Uc was calculated, using massflowAve function (massflowAve was used because
there was a mixture of 2 fluids of different densities at the point) (Fig. B.3).

» Um was calculated from the Um surface.

* M was calculated, based on equation:

pe* U

M=———-
Pm * Un

(B.1)

For the calculation of adiabatic effectiveness:

* A Taw variable was created (Fig. B.4).

* The Trec mainflow variable was created, with the value of the gas flow
temperature in the mainflow before mixing with the cooling flow.

* Ttc, the Total Temperature value defined by the boundary conditions was
considered, since after measurements, it was found that it remained constant
throughout the cooling flow domain.

» The Adiabatic Effectiveness variable was created, according to equation (2) (Fig.

B.4).
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Fig. B.1: Uc surface.

Geometry =000 | mBEDCeT s | siEhits : :

' ~,
Damains All Domains - 1 .
Method Ffsek Fre Face - i__,____———*“t

Surface Mame | Inl ainflove - 7

Type Normal - ¥ I » .
[¢] 0.035 0.070 (m)
]

Mode [uniform ~|

s IS 0.0175 —
Fig. B.2: Um surface.
Function assFlo 2 e
Location Ic surface
Case | bt ptm 096 pbm 1 bar thc tem 0581 ~ |
‘ariable Welociby -

Fig. B.3: Uc calculation details.
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Expressions
ssbep
3

Accumulated Time Skep
Adiabatic effectivensss
Arithrmitis

Current Time Step
Paronomaskis
Reference Pressure
Sequence Step

T recovery main

Time

Tkc

akstep

ckstep

128
AvthmiisFaranomastis
Trecovery main - Jemparafure
128

Trecavery mam - Mo
& fafmf

128

I76 KT

e

o=y

Accumuiated Time Stap
Cuerant Time Step
Sequence Step

fime

Fig. B.4: Calculation details.

In order create the adiabatic effectiveness versus x/D chart, seven lines were

created, with specific spacing from the cooling hole exit, as in [Sauweber, et al.

2008]. The first line was created by measuring the distance from the cooling hole exit,

not the point zero (Fig. B.5). The remaining distances were calculated with reference

point line 1 (Table B.1).

Fig. B.5: Adiabatic effectiveness measurement lines.
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Table B.1: Adiabatic effectiveness measurement lines definition.

Line x/D y/D
1 1.6 [-3.3]
2 3.2 [-3,3]
3 4.8 [-3,3]
4 6.4 [-3.3]
5 8 [-3.3]
6 9.6 [-3.3]
7 11 [-3.3]

With the creation of the lines, adiabatic effectiveness was able to be calculated and
the results of the simulation with the experiments could be compared. It is worth
noting, however, that by calculating the adiabatic effectiveness with T, ,, main flow
recovery temperature equal to the mainflow temperature before the mixing of cooling
flow and mainflow, all the charts generated were similar to those of the corresponding
experimental, but shifted in the y-axis. It was estimated that this shift was due to some
inaccuracy in the calculation of Tj...,, (main flow recovery temperature). Therefore,
by modifying this temperature by some degrees C (the maximum change of Tyrecm
was 4.6%), the final charts resulted, so as to eliminate the shift between the computed

results and the reference ones.
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