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Abstract

Recent advances in ambient, FM backscatter radio showed the feasibility of

piggybacking an audio signal on top of a broadcast FM radio transmission.

In conjunction with the weak transmission power inherent in backscatter ra-

dio systems, this work exploits FM ambient backscatter to achieve covert

communication. Information in the form of plain text is converted to a wide-

band audio signal using Direct Sequence Spread Spectrum (DSSS) modula-

tion, resulting in a noise-like audio signal undergoing Frequency Modulation

(FM) before being backscattered to a conventional smart phone equipped

with FM radio, acting as the receiver. A Linear Feedback Shift Register

(LFSR), provided with a key completely determining its output, generates

the symbol sequences that serve as spreading sequences in DSSS, thus adding

a Private-Key Encryption layer to enhance the cryptosystem’s robustness. A

Repetition Code is utilized as a way of error correction to increase the per-

formance. Besides simulations, a prototype was implemented to verify the

feasibility of the proposed concept.

Thesis Supervisor: Professor Aggelos Bletsas
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Chapter 1

Introduction

1.1 Audio Steganography

Steganography is the practice of hiding information in such a way that no

one, except the transmitter and the intended receiver, suspect the existence

of a message.

Audio Steganography is a technique used to transmit hidden information by

modifying an audio signal in an imperceptible manner. Audio signals have

frequencies in the audio spectrum, a range of roughly 20 to 20,000 Hz, which

corresponds to the lower and upper limits of human hearing. An audio mes-

sage signal carrying the information is concealed in an audio host signal.

The host signal (before steganography) and stego signal (after steganogra-

phy) have the same characteristics.

There are various audio steganography methods as shown in Fig. 1.1 and [3].

In this work, the host signal is a radio-broadcast audio signal and its content

is unknown to the receiver. Spread Spectrum method is implemented, as

the resulting wideband channel is more resistant to both unintentional and

intentional interference.

Figure 1.1: Audio Steganography Methods
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1.2 LFSR Encryption

A Linear-Feedback Shift Register (LFSR) is a finite state machine which

finds extensive use in cryptography [4]. The initial state of the LFSR is

called the seed and the operation of the register is deterministic, meaning

that the current register state is completely determined by its previous state.

Likewise, because the register has a finite number of possible states, it must

eventually enter a repeating cycle. However, an LFSR with a well-chosen

feedback function (the bit positions that affect the next state, called taps),

can produce a sequence of bits which appears random and which has a very

long cycle. The tapped bits can be expressed as the powers of a polynomial’s

terms, such as x4 + x3 + 1, which means that the 4th and 3rd bit define the

input bit after a register shift (cycle). The maximal length sequence for a

given register size can be achieved only if the polynomial determining the

taps is primitive. For example, a 4-bit LFSR tapped by a primitive feedback

polynomial produces a 24− 1 = 15 bit sequence, which is the longest for this

register size.

In this work, the LFSR will be used in a slightly different way, as the bits

of the current register state will be referred to as the output bit sequence,

meaning that the sequence length will be equal to the register length.

Figure 1.2: A 4-bit Fibonacci LFSR

In case of a 4-bit register shown in Fig. 1.2, the primitive feedback poly-

nomial x4 + x3 + 1 is selected in order to achieve the maximum period. As

shown in Fig.1.3, the sequence will repeat itself after 24 − 1 = 15 cycles,
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as the feedback polynomial secures that the register shall never reach the

all-zeros state, which is excluded by the total possible binary combinations.

Figure 1.3: State cycle of a 4-bit LFSR

An LFSR-generated sequence, as explained above, can be used both as

a spreading sequence to implement the Direct Sequence Spread Spectrum

method [5] and as a means of encrypting the packet at the same time, be-

cause only the transmitter and the intended receiver will know the spreading

sequences, if the key (consisting of the seed and taps) remains secret.
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1.3 FM Ambient Backscatter Radio

FM Ambient Backscatter is a technology that uses existing FM radio signals

to transmit data without a battery. Such a device (referred to as tag) is

comprised of an antenna to pick up the radio signal broadcast by an FM

station, as shown in Fig. 1.4. The tag is configured to backscatter the

impinged signal to convey its own (audio) information, as shown in [1]. A

smart phone equipped with FM radio can act as the receiver to record the

demodulated audio signal.

FM Station 1 Ambient FM 

Carrier

Backscattered

Signal

Tag

FM Station 2

Smartphone

Figure 1.4: FM Ambient Backscatter [1]

Energy is only needed for an RF switch to alternate the termination of

the antenna between two loads, thus modulating the impinged RF signal

using backscatter radio principles [1].

In this thesis, the tag of [1] was implemented using a function generator

as an FM modulator, whose input is the secret message to be transmitted

converted to an audio signal µ(τ).

The FM-modulated audio signal µ(τ) driving the RF switch is given by:

xsw,FM(t) = Asw cos
(

2πFswt + 2πksw

∫ t

0

µ(τ) dτ
)
,

where Asw and Fsw is, respectively, the amplitude and fundamental frequency

of a sine wave modulated by µ(τ). The modulator’s frequency sensitivity
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ksw = ∆fmax when max |µ(τ)| = 1, so the audio signal µ(τ) is put through an

operational amplifier to control its maximum amplitude, in order to achieve

a desirable deviation ∆fmax .

The illuminating carrier is an FM-modulated audio signal φ(τ) broadcast by

an FM radio station, whose model is given by:

cst(t) = Ast cos
(

2πFstt + 2πkst

∫ t

0

φ(τ) dτ
)
,

where Ast is a carrier’s characteristic, Fst the carrier (station) center fre-

quency and kst is its modulator’s frequency sensitivity.

When the carrier wave impinges on tag’s antenna, a signal is backscattered:

ybs(t) =
√
η cst(t) xsw,FM(t) ,

where η is the scattering efficiency.

The illuminating signal and the switching signal are mixed, resulting in the

backscattered signal being the sum of the two FM signals, one at Fst + Fsw

and another one at Fst − Fsw. The backscattered signal ybs(t) at each of the

two aforementioned center frequencies is also FM and can be described by

the following equation:

ybs(t) =

√
ηAswAst

2
cos
(

2π
(
Fst + Fsw

)
t + Φst(t) + Φtag(t)

)
+

+

√
ηAswAst

2
cos
(

2π
(
Fst − Fsw

)
t + Φst(t)− Φtag(t)

)
,

where Φtag(t) = 2πksw

∫ t

0
µ(τ) dτ and Φst(t) = 2πkst

∫ t

0
φ(τ) dτ .

Finally, the demodulated backscattered signal (for e.g., Fst + Fsw) can be

expressed as:

yaud(t) = µ(t) + φ(t) + n(t) ,

where n(τ) is the audio noise affecting the signal due to the RF signal cor-
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ruption.

Making use of this conclusion, a baseband system model of embedding the

audio-converted information to the station audio signal is described in the

following section.



Chapter 2

Baseband System Model

Figure 2.1: System Model Block Diagram
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2.1 Transmitter Design

Character Buffer Construction and Repetition Encoding

Let V = {C} be the non-extended ASCII printable character set : |V| = 95.

Its cardinality is not 128 as expected, because the first 32 symbols in the

ASCII table, which represent control characters, and the ”DEL” character

are excluded, as none of them are printable. A character Csync ∈ V is used

as the Sync Character. Assume a secret text message to be transmitted,

consisting of Nchar alpharithmetic characters:

c =
[
C1 C2 ... CNchar

]
.

The Sync Character Csync is then appended at the beginning of the text

message to form the block:

d =
[
CsyncC1 C2 ... CNchar

]
, |d| = Nchar + 1 = Nblock,

so that di ∈ V − {Csync}, where di is the i-th element of d. The block’s

maximum size is fixed and known to the receiver, in order to perform syn-

chronization and Repetition Decoding at the same time.

In order to transmit a message over a noisy channel that may corrupt the

transmission in a few places, repetition coding is utilized to enhance its per-

formance. The block d is repeated Nrep times and then concatenated, thus

creating the character buffer TxB of size Nbuf = Nrep ·Nblock, which includes

the total packets to be transmitted.

Packet Division and ASCII Encoding

Since letters are the structural components of text, each character forms a

packet to be transmitted. Every character of the text buffer is encoded in

7-bit ASCII code to obtain the binary vectors b of each packet:

b[n] = {0, 1}7×1, n = 1, 2, ...,Nbuf.
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Symbol Mapping

The entries of each vector b are mapped to symbols, defining the vector:

si,1 =

−1, if bi,1 = 0

+1, if bi,1 = 1
, i = 1, 2, ...,Nsym,

where Nsym = 7. The Symbol Rate Rsym is fixed at 441 symbols per second,

for reasons that will be discussed below, and Symbol Period Tsym = 1
Rsym

.

A
m

p
lit

u
d
e

Symbol Sequence

0 0.005 0.01 0.015

Time(sec)

Figure 2.2: Symbol Sequence of Sync Character

Spreading Sequence Generation using Linear Feedback Shift

Register

The LFSR generates M distinct binary sequences qNSeq×1 where M is the pe-

riod of the LFSR for the corresponding register length NSeq, s.t : M ≤ 2NSeq−1

[6], satisfying the equality iff the feedback polynomial is primitive. Interest-

ingly enough, there may be more than one primitive polynomial resulting in

a maximal LFSR period, for a given register’s length. The secret key, known
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to both the transmitter and the receiver, contains both the taps and the

positions of the high bits in the initial state. In order to achieve a reliable

LFSR period for this work, we set NSeq = 20. The following sequence matrix

is generated:

Q ∈ {0, 1}NSeq×M.

The entries of this matrix are mapped to symbols to obtain:

R i, j =

+1, if Q i,j = 0

−1, if Q i,j = 1
, i = 1, 2, ... , M , j = 1, 2 , ... , NSeq.

The M fixed-size sequences r are extracted from matrix R, being its M

column vectors: rNSeq×1[k], where k = 1, 2, ... ,M.

Direct Sequence Spread Spectrum (DSSS)

DSSS [7] is the technique which gave birth to widely known Code Division

Multiple Access (CDMA). It is a Spread Spectrum modulation technique

used to reduce overall signal interference [8] .

The Kronecker Tensor Product of the symbol vector and spreading sequence

is computed to obtain the spread symbol vector:

bSS = s7×1 ⊗ rNseq×1[k], k = 1, 2, ... , M,

where |bSS| = Nsym · NSeq = Nchip = 140.

DSSS offers a processing gain PG = 10 log10(Nseq) at the receiver side as,

during the inverse procedure, interference power is spread across the band

by the spreading code, while the desired signal is restored back to its original

spectrum.

Chip Rate is defined as Rchip = Rsym · NSeq = 8820 chips per second and

Chip Period as Tchip = 1
Rchip

seconds.
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Chip Sequence

0 0.005 0.01 0.015

Time(sec)

Figure 2.3: Symbol vs Chip Sequence

Pulse Shaping

In order to match audio sampling frequency, we set Fs = 44100 kHz and

sampling period Ts = 1
Fs

. As there is a restriction in Audio Bandwidth, the

signal to be transmitted must have a BW ≤ 20kHz.

In order to perform matched filtering, a Square-Root Raised Cosine (SRRC)

filter is used. The impulse response of such a filter can be given as [9]:

h(τ) =
4a

π
√

T

1
4a τ

T
sin
[
π τ

T
(1− a)

]
+ cos

[
π τ

T
(1 + a)

]
1−

(
4a τ

T

)2 ,

where α ∈ [0, 1] is the roll-off factor and new symbol (chip) period T = Tchip.

The function h(τ) is called a Square-Root Raised Cosine and is extremely

important for digital telecommunications [9].

A great portion of the audio spectrum has to be used, in order for the message

signal to attain a noise-like form after the pulse shaping process. For roll-off

factor a = 1, HSRRC(f) = F
{

h(τ)
}

becomes a pure raised-cosine shaped

frequency response with no “flat-top” and with the widest bandwidth of the

family: BWHSRRC
= 1

Tchip
.
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To simulate the continuous time convolution, we define the truncated SRRC

pulse, shown in Fig 2.4, with a duration of 2AT, where A = 4 is half the

duration of the pulse in chip periods and T is the chip period:

ĥ(τ) =

h(τ), if τ ∈ [−AT,+AT]

0, otherwise

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09

Time(sec)

A
m

p
lit

u
d
e

Truncated SRRC pulse

Figure 2.4: Truncated SRRC pulse

To simulate the continuous time signal Xδ(t) =
∑N−1

k=0 bssδ(t−kT) before

pulse shaping, the chip vector has to be upsampled. In order to keep the

resulting filtered audio signal’s bandwidth below 10 kHz for reasons that will

be discussed below, an extremely short vector v is selected as the oversam-

pling factor of size Nover =
Tchip

Ts
= Fs

Rchip
= 44100

8820
= 5, as the signal has to be

short in time duration but great in bandwidth. Let :

v = [1 0 0 0 0 ]ᵀ, |v| = Nover = 5.

The upsampled chip vector is given by the tensor product of the chip vector
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and the oversampling vector:

bups = bSS ⊗ v, |bups| = Nchip · Nover = Nups = 700.

Finally, the upsampled chip vector is convoluted with the truncated SRRC

vector h, to form the audio message signal in Fig. 2.5:

xaud = bups ∗ h ,

where |xaud| = Nover

(
Nchip + 2A

)
= 740 = Naud (because of the delay caused

by the convolution), with a bandwidth BWxaud
= 1

Tchip
= 8820Hz .

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

Time(sec)

A
m

p
lit

u
d

e

Audio Signal

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

Frequency(Hz) 10
4

A
m

p
lit

u
d

e

Spectrum of Audio Signal

Figure 2.5: Audio Signal
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Upconversion

Figure 2.6: Human Hearing Sensitivity vs Frequency [2]

Because the Human Auditory System is less sensitive to higher frequencies

near its limit of 20 kHz as shown in Fig. 2.6, in conjunction with the fact

that audio bass is often pre and post-amplified, it would be beneficial to raise

xaud in the audio frequency domain by mixing it with a carrier cos (2πFupt).

When these signals are mixed [10], two additional signals are formed, one at

+Fup and one at −Fup. In order to center the upconverted signal at a higher

audio frequency, to which the Human Auditory System will be less sensitive,

as well as to avoid aliasing caused by the idol at −Fup, it is required that :

Fup > BWxaud
.

Because of the above, the upconverted audio signal will have a total band-

width BWxup = 2 BWxaud
= 17640 Hz. That is also why we insisted on

limiting BWaud < 10kHz to avoid aliasing. The value of Fup has to ensure

that the audio message signal is not cut by the low pass filter at the re-

ceiver side, but at the same time we have to make the most of the available
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bandwidth. The upconverting carrier frequency is given by :

Fup = 20000− BWxaud
= 11180 Hz.

Finally, the upconverted audio message signal, shown in Fig. 2.7, is given

by:

xup = xaud(nTs) · cos (2πFupnTs), n = 1, 2, ...,Naud.

0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08

Time(sec)

A
m

p
lit

u
d
e

UpConverted Audio Signal

-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

Frequency(Hz) 10
4

A
m

p
lit

u
d
e

Spectrum of UpConverted Audio Signal

Figure 2.7: Upconverted Audio Signal

Host Audio Signal’s Power Approximation

As the Host audio signal is live radio broadcast, neither its content nor its

power can be known a priori. A statistical estimation of its average power Pest

has been performed on a variety of prerecorded radio broadcast audio signals.

This includes both talk shows and different kinds of music. Furthermore, it is

found that a great portion of the host’s average power is concentrated below

4kHz, thus justifying the Upconversion step, as interference caused by the

Host audio signal will now be avoided.
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Average Power Normalization

The last step, before embedding process, is average power normalization. It

is crystal clear that message signal’s instantaneous amplitude must be way

lower than the host signal’s in order to be inaudible by a third party.

The average power of the upconverted message audio signal xup is given by:

Pup =
1

Naud

Naud∑
n=1

x2
up(nTs).

The normalized message audio signal, so that Pnorm = Pest, is calculated by:

xnorm =

√
Pest

Pup

xup.

We define the received SNRnotag = Phost

Pnoise
, which indicates how strong the

radio broadcast Host audio signal is in relation to audio noise, that is when

the tag is not operating. Phost and Pnoise refer to the Host audio signal’s

and audio noise power, respectively. We also define the Concealment Loss in

power: λ = Pnorm

Phost
, describing how weak the normalized message audio signal

is compared to the Host audio signal. We have to be careful when selecting

a value for λ to scale xnorm, as there is a trade-off between Error Rate and

Inaudibility. The final audio message signal is given by :

xmsg =
√
λ xnorm.

Now, the audio signal xmsg is ready to be embedded to the Host audio signal.
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2.2 Embedding Process

Given the SNRnotag defined in the previous section , we obtain Pnoise and

generate the zero-mean Additive White Gaussian Noise vector:

n ∼ N (0,Pnoise) , n = 1, 2, ... ,Naud.

As shown in 1.3 , the RF signal corruption by noise is resulting in audio noise

being added to the Host audio signal at the receiver’s output, forming the

audio station signal :

xfm = xhost(nTs) + n(nTs) , n = 1, 2, ... ,Naud.

Finally, the embedding process is reduced to a Baseband system model and

concluded by the addition of the two audio signals, as described in section

1.3 and [1] , forming the stego audio signal show in Fig. 2.8:

ystego = xmsg + xfm.

The received audio signal now undergoes the inverse process in baseband to

retrieve the concealed text message.

0 5 10 15

time (sec)

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

a
m

p
lit

u
d

e

Received Audio Signal- Embedded Information

stego

information

noise

Figure 2.8: Stego Audio in time
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2.3 Receiver Design

Synchronization

Although first packet detection could be achieved through energy peak de-

tection when the tag starts operating, alterations to the symbol period were

observed in the actual implementation. That is the reason a Sync Word has

been used to synchronize the receiver after every block reception.

The Sync Word is placed at the beginning of a block. A moving data window,

corresponding to the respective Sync Word generated by the LFSR at the

receiver side and equal to the size of the packet in samples, is shifted over

the received data as their correlation is being computed.

At first, a Sync Word has to be detected. When the correlation coefficient

is above a predefined threshold, the receiver announces the detection of a

packet. Since the block’s maximum size is fixed and known to the receiver,

the number of packets after which the next Sync Word is expected to be

placed is also known a priori. Then, the same process is repeated, setting

the frame most correlated with the Sync Word as the beginning of each block.

Downconversion

Having discarded the Sync Word and as the packet length Naud is known,

the following received character packet ypack is mixed with a carrier of the

same frequency Fup. The signal previously centered at +Fup is forming one

signal at 2Fup and one at 0, while the signal previously centered at −Fup is

forming one idol at 0 and another one at −2Fup. We get the downconverted

audio signal by the following equation:

ydown = ypack(nTs) · cos (2πFupnTs), n = 1, 2, ... ,Naud.
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Matched Filtering

Since the SRRC pulse is symmetric, h(τ) = h(−τ), the same SRRC pulse

shaping function will be used for the matched filter. Because the SRRC

filter is low pass, the signal at 2Fup is rejected and −2Fup does not practically

exist. The downconverted audio signal is convolved with the truncated SRRC

filter’s discrete time impulse response ~h and the output of the matched filter

is given by:

z = Ts

[
ydown ∗ ~h

]
,

which is a tight approximation of continuous time convolution.

Sampling

Because of two consecutive convolutions, the filtered vector is now delayed

by a whole duration of the truncated SRRC pulse in chip periods:

rx[n] = z
[

No

(
2A + (n− 1)

)
+ 1

]
, n = 1, 2, ... ,Nchip.

Inverse Direct Sequence Spread Spectrum (IDSSS)

The following maximum likelihood decision rule is defined:

DR(xj) =

−1, if xj ≤ 0

+1, if xj > 0

The decision rule is applied on the received samples and the resulting chip

vector is reshaped into a matrix U ∈ { DR(rx) }7×Nseq .

Given the secret key, the receiver can generate the same binary sequences

because the process is deterministic, and map them to symbols, thus creating

the matched spreading sequences.

Then, U is multiplied with its respective symbol-mapped spreading sequence
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generated by the LFSR, to obtain the symbol vector:

s7×1 = U× r[k], k = 1, 2, ...,M

Symbol to Bit Conversion

At this point, the entries of each symbol vector s are mapped back to bits,

defining the vector:

bi,1 =

1, if si,1 = +1 ,

0, if si,1 = −1 ,
i = 1, 2, ...,Nsym.

ASCII Decoding

Again, 7-bit ASCII code is used to decode the bit vector b into a character

C ∈ V, filling the buffer:

RxB =
[
C1 ... CL CL+1 ... C2L ... C(R-1)L+1 ... CRL

]
,

where L = Nblock and R = Nrep.

The Sync Character is placed in positions κ L + 1, where κ = 0, 1, ...,R− 1.

The received Character Buffer is formed by removing the Sync Characters:

CharB =
[
C2 ... CL CL+2 ... C2L ... C(R-1)L+2 ... CRL

]
,

which is redefined as :

CharB =
[
C1 ... CK CK+1 ... C2K ... C(R-1)K+1 ... CRK

]
,

where K = Nchar, which is the length of the secret text that was transmitted.

At this point, the Character Buffer contains the secret text message repeated

R times.
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Repetition Decoding

The distinct characters that appear in the respective positions of each block

are referred to as Ĉ. Performing majority voting, the frequency of distinct

characters Ĉ ∈ V̂ ⊆ V is computed and the most frequent character is

selected, to create the text buffer T, admitting to the following formula:

Ti = argmax
j

freq(Ĉj),

where i = 1, 2, ...,K and j = i, K+i, ... , (R-1)K + i.

Finally, the text buffer T consisting of the decoded text message is defined

as:

T =
[

Ĉ1 Ĉ2 ... ĈNchar

]
.
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Implementation

3.1 Transmitter

Digital Audio File Generation

The vector of audio data xmsg is written to a file using Matlab’s built-in

audiowrite function with a sample rate Fs = 44100Hz. A single audio channel

is used (mono) and the bit depth is set at 16 bits per sample. Instead of

writing the audio data to an MP3 file, which is the most popular digital

audio format, the .wav format is selected, as shown in Fig. 3.2. An MP3 file

is compressed and lossy whereas a WAV file is lossless and uncompressed.

A 44100Hz 16-bit WAV has a full frequency response up to 22KHz where

as an MP3 cuts off around the 18KHz mark. That would be careless for

our purpose because the band 18-20 kHz would be rejected despite being

occupied, as the maximum frequency of the upconverted signal is 20kHz.

Figure 3.1: Audio Samples saved in .wav format
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Signal Amplifying

A laptop is used as a playback device, shown in Fig. 3.2. Its sound card uses

a digital-to-analog converter (DAC), which converts the generated digital

signal data into an analog signal.

Figure 3.2: Playback Device / Digital to Analog Converter

The output analog signal is connected to an operational amplifier circuit

via a male 3.5 mm plug to plug audio jack. The OpAmp provides a gain

G = Rf

Ri
, and the laptop’s output volume gain is fixed at such a level, so that

the analog signal fed to the function generator has a maximum amplitude of

1 Volt to set a frequency deviation of 42 kHz, as explained in section 1.3.

Figure 3.3: Operational Amplifier Circuit
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FM Backscatter Tag

The amplified analog signal controls a function generator and gets FM mod-

ulated on a Fsw = 200 kHz sine wave, for reasons that will be discussed in

3.2, with a frequency deviation of 42 kHz, , as shown in Fig. 3.4.

Figure 3.4: Function Generator as FM modulator

The FM modulated audio signal is driving an RF switch, shown in Fig.

3.5, terminating an antenna to different loads, thus forcing it to backscatter

the FM message signal. During operation, an illuminating FM station signal

with a carrier frequency Fstation impinges on the antenna, resulting in a signal

being backscattered. As explained in 1.3, the backscattered signal is the FM

stego signal, centered both at Fstation + Fsw and at Fstation − Fsw.

Figure 3.5: RF Switch [1]
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Tx Software Overview

The implementation software of the Transmitter is presented in Fig. 3.6.

The user is asked to input a text message and a private key. The output is

a vector containing the produced audio samples, which is then written to a

WAV audio file.

Figure 3.6: TxSoftware Overview



3.2 Receiver

Receiver Front End

A handheld smart phone equipped with FM radio is used as an FM receiver to

demodulate the FM backscattered signal and record the resulting stego audio

signal in real time. The local FM radio station “ERA SPORT” with a carrier

frequency of 90.1 MHz has been convenient for the purpose of experiments

by providing both an excellent reception and a satisfying frequency range on

each side, where no interference was caused by another station, as the closest

carriers were at 89.6 MHz and 91.0 MHz, respectively. The receiver is tuned

at Fstation − Fmsg = 90.1 − 0.2 = 89.9 MHz. The distance between the tag

and receiver antenna during the conducted experiments was in the order of

10 centimeters.

Figure 3.7: FM Receiver / Recorder

Receiver Audio Signal Processing

The stego audio signal is recorded by the smart phone and saved in .wav

format, presented in Fig. 3.8. Then, it is imported to Matlab with the use

of built-in audioread function, which outputs a vector containing the audio
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samples of stego, sampled by a rate Fs :

[
stego,Fs

]
= audioread ( ‘stego.wav′ )

Figure 3.8: Recording saved in .wav format

Now, stego can be processed in baseband as described in section 2.3 to

retrieve the transmitted text message. The correct private key containing

both the LFSR seed and taps defining each output sequence will create a

matched LFSR, thus achieving reliable and secure communication. The taps

is a vector containing the polynomial coefficients equal to 1 and the seed is a

binary vector determining the register initial state, as shown in in Fig. 3.9.

Figure 3.9: Private Key Format
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RxSoftware Overview

The implementation software of the Receiver is given below. The user is asked

to input the secret key, whereas the vital parameters defining the receiver

configuration are built-in. Finally, the output is the decoded text message.

Figure 3.10: RxSoftware Overview
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Chapter 4

Results

In the current section, the performance of our stegosystem is studied through

numerical results in a simulation environment. It has to be noted that the

Processing Gain offered by the DSSS has not been taken into account during

this performance analysis.

The number of packets constituting the secret message is 70, to which a (10,1)

repetition code is applied, resulting in 700 total packets being transmitted.

The number of Monte Carlo experiments performed is 7000, an order of mag-

nitude larger than the number of transmitted packets. We define SNRnotag

(introduced in 2.1) as the received SNR when the tag is not operating, mean-

ing it is just the noisy host signal, referred to as received station signal.
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Figure 4.1: Character Error Rate vs Concealment Loss
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Fig. 4.1 plots the Character Error Rate of the stegosystem, having uti-

lized the repetition coding, against the Concealment Loss, defined in 2.1,

for different values of the message audio signal’s power. Making use of the

conclusion reached in section 1.3, the Concealment Loss expresses the ra-

tio of message/information audio signal’s µ(t) power Pµ over the power Pφ

of the host audio signal φ(t). The results are reasonable for our AWGN

communication model as a rapid decrease of the Character Error Rate oc-

curs as the message audio signal’s power increases. The break of the curve

shows that the probability of error drops down to 10% for Concealment Loss

λ = −10 dB, when SNRnotag = 15 dB. That probability of Character Error

is justified as a character is consisting of 7 symbols, meaning that even if

one of them is received falsely, then the character is translated with incor-

rectly. While the error rate varies to satisfactory levels, we have to define an

Imperceptibility metric to ensure that the information audio signal remains

relatively inaudible.

Spectrogram of Message Audio Signal
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Spectrogram of Received Station Audio Signal
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Spectrogram of Stego Audio Signal

2 4 6 8 10 12 14

Time (secs)

0

10

20

F
re

q
u

e
n

c
y
 (

k
H

z
)

-140

-120

-100

-80

-60

-40

(d
B

/H
z
)

Figure 4.2: Spectrograms of Audio Signals

Fig. 4.2 presents the spectrograms of the message, station and stego audio

signals, respectively, from top to bottom, for a Concealment Loss λ = −10 dB

and SNRnotag = 15 dB. In the first spectrogram, the message audio signal is

truncated after the 11 second mark in order to examine the stego’s response
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comparatively, when the tag is off or on. In case of ensured imperceptibil-

ity, we expect the received station audio signal’s spectrogram (that is, when

the tag is off) to be similar to stego’s spectrogram (when the tag is on).

Apparently, the results are good, as the provided visual representation indi-

cates that an effective concealment has been performed. It is easy to deduce

that the embedded information has no effect whatsoever to the host signal,

making its presence undetectable. Remember that the aforementioned power

conditions result in a Character Error Rate of 10% , as shown in Fig. 4.1.
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Chapter 5

Conclusions and Future Work

Conclusion

In this work, information converted to an audio signal is successfully conveyed

covertly using FM ambient backscatter radio. In the extreme case that its

presence is detected by a third party using a spectrum analyzer, the infor-

mation is protected by a private-key encryption layer. That is provided by a

Linear Feedback Shift Register generating spreading sequences to implement

the Direct Sequence Spread Spectrum technique of Audio Steganography. If

the receiver knows the key, he can create a matched LFSR to retrieve the in-

formation. Given the low rate requirements, repetition coding was exploited

to enhance the performance.

Future Work

As future work , more sophisticated error correction codes shall be imple-

mented and additional pulse shaping functions have to be examined. Long

PN sequences have to be used as spreading sequences because of their ex-

cellent mathematical properties. Furthermore, FM station signals could be

streamed to the transmitter in real time, for the demodulated station audio

signal to be taken into account and enhance the step of power normalization,

as getting more recent information about the host audio signal’s average

power would result in a more accurate concealment of the information signal

compared to a statistical approach. Finally, a relatively small-sized applica-

tion specific integrated circuit (ASIC) with reduced power supply could be

designed, in order to get rid of the massive devices that were used in our

implementation, thus minimizing the risk of arising suspicion during com-

munication.



38

Bibliography

[1] G. Vougioukas and A. Bletsas, “24 µ watt 26m range batteryless

backscatter sensors with fm remodulation and selection diversity,” in

2017 IEEE International Conference on RFID Technology & Applica-

tion (RFID-TA), Warsaw,Poland, Sep. 2017, pp. 237–242.

[2] Antonine-Education. (2016) Ear sensitivity vs frequency on a fixed

reference level. [Online]. Available: http://www.antonine-education.

com/Image library/Physics 5 Options/Medical Physics/f-response.gif

[3] R. Tanwar and M. Bisla, “Audio steganography,” in 2014 Interna-

tional Conference on Reliability Optimization and Information Technol-

ogy (ICROIT), Feb 2014, pp. 322–325.

[4] A. J. Viterbi, Principles of Spread Spectrum Communication. Addison-

Wesley Publishing Company, 1995.

[5] S. W. Golomb, “Shift-register sequences and spread-spectrum communi-

cations,” in Proceedings of IEEE 3rd International Symposium on Spread

Spectrum Techniques and Applications (ISSSTA’94), July 1994, pp. 14–

15 vol.1.

[6] J. Bai, T. Zhang, X. Yu, and Y. Wang, “The estimation of the pn se-

quence’s period of the dsss signals in narrowband interference environ-

ment,” in 2011 IEEE International Conference on Signal Processing,

Communications and Computing (ICSPCC), Sep. 2011, pp. 1–4.

[7] F. Djebbar, B. Ayad, H. Hamam, and K. Abed-Meraim, “A view on lat-

est audio steganography techniques,” in 2011 International Conference

on Innovations in Information Technology, April 2011, pp. 409–414.

http://www.antonine-education.com/Image_library/Physics_5_Options/Medical_Physics/f-response.gif
http://www.antonine-education.com/Image_library/Physics_5_Options/Medical_Physics/f-response.gif


Bibliography 39

[8] N. Cvejic, “Algorithms for audio watermarking and steganography,”

Ph.D. dissertation, University of Oulu, Oulu, Finland, 2004.

[9] A. Lapidoth, A Foundation in Digital Communication. Cambridge

University Press, 2017.

[10] B. Razavi, RF Microelectronics. New Jersey: Prentice-Hall, 1998.


	Table of Contents
	List of Figures
	Introduction
	Audio Steganography
	LFSR Encryption
	FM Ambient Backscatter Radio

	Baseband System Model
	Transmitter Design
	Embedding Process
	Receiver Design

	Implementation
	Transmitter
	Receiver

	Results
	Conclusions and Future Work
	Bibliography

