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Abstract

Monte Carlo Tree Search (MCTS) is a collective name for a family of methods seeking to identify optimal
decisions in a given domain, while making use of the results of simulated outcomes in the search space.
MCTS has received considerable interest in the past decade due to its demonstrated effectiveness in a
number of domains, including its much-celebrated success in the game of Go.

In this thesis, we explore the application of MCTS in the “Diplomacy” multi-agent strategic board game.
Diplomacy is a game of high complexity; though it is a game with full observability, the players’ actions
are simultaneous. This renders any attempted MCTS implementation challenging, because each action
(i.e., a player’s “move order” for this domain) has to be combined with the unknown beforehand,
simultaneous actions of six other opponents, thus resulting in a non-predictable outcome. To the best of
our knowledge, this is the first work to employ MCTS in the game of Diplomacy.

In our work we developed and experimented with several variants of the MCTS algorithm, differentiating
in each one of them the amount and quality of domain knowledge provided to the main algorithm. We
attempted to keep this domain knowledge to a minimum, while at the same time making the approach
worthwhile in terms of time required for effective decision-making. In the core of our MCTS approach lies
the well-known “bandit method” Upper Confidence Bounds for Trees (UCT), which attempts to strike a
balance between exploration and exploitation during the search tree creation.

We provide a thorough experimental evaluation of our approach, in which we systematically compare the
performance of our agents against each other and against other known agents, including the to date most
successful Diplomacy agent, “D-Brane”. Our results show that several of our agents are quite competitive
in this domain, exhibiting as they do performance which is comparable and, in some instances, superior
to that of D-Brane. Interestingly, the MCTS agents consistently beat D-Brane in tournaments in which one
MCTS agent faces one D-Brane agent and several other opponents. Our experiments also demonstrate
that carefully injecting high quality domain knowledge into the MCTS algorithm, improves its performance
significantly. Finally, our thesis resulted in the creation of a basic computational framework that allows
further research on using MCTS for the game of Diplomacy.



Aevdpikn Avalntnon Monte Carlo oto MoAUnPAKTOPLKO ZTPATNYLKO
Naiyvio “Diplomacy”

NepiAnn

O yevikog 6pog Aevdpikry Avalntnon Monte Carlo (Monte Carlo Tree Search - MCTS) meplypadel pia
katnyopia alyopiBuwv evpeong BEATIOTWY amopAcewV o€ £va SOOUEVO TEPIPBAAAOV, XPNOLULOTIOLWVTAG
TO ATIOTEAECUOTA TIPOCOUOLWHEVWY eKBACEWV 0TO Xwpo avalntnong. Ta tehevtala xpovia n Asvdpikn
Avalntnon Monte Carlo sivat 1Staitepa SnuodAAG Adyw NG amodedelyéVNG AMOTEAEGUATIKOTNTAC TNG
o€ Ula oglpd amno neplBdailovra, cupneplapBovopévou Tou e€alpeTikd SUGKOAOU yLo Tov AvBpwrto
malxvidlol Go.

TNV nopouoa SUTAWUATIKY epyacia, epeuvolpe TNV edappoyn alyopiBpwv MCTS oTo TOAU-TIPOKTOPLKO
oTpatnyLKo maiyvio «Diplomacy». To Diplomacy givat éva matyvidt upnAng moAumAokotnTag. Av Kal ivat
£va TIANpWE TAPATNPHAOCLUO TIOyVLO (OXL LEPLKNC TTAPOTNPNCLUOTNTAC), ATIALTEL TAUTOXPOVEG EVEPYELEC EK
MEPOUG TWV EMTA CUHHETEXOVIWV OQVTIMAAwWY. Auto aufdvel tn SuckoAia tng edappoyng tg MCTS
TMPOOoEyyLlong, eneldn kdbe evépyela (evtoAn kivnong oe auto to meplBaliov) os cuvduaoUO LE TIC
EVEPYELEC TWV UTIOAOLTIWV (£€L oTOV 0pLlOUO) avTmaAwy, KAToANyEL o€ Un MPoBAEYP LU0 amOTEAECUAL.

2tn SOUAELd POG TIPOTEIVAUE KOl TIELPAMOTIOTAKOUE UE TIOMOTAEC €kSOXEG TOU aAyoplBuou MCTS,
Sladopomolwvtag TNV MooOTNTA KoL TNV TIOLOTNTO TNG OXETLKAG HE TO TepLBAAAOV yvwong mou
XPNOLUOTIOOUE 0 KABe pia amd autég. Mpoomabroape va pnv MapEXOUUE UTIEPBOALKA yvwaon Tou
TEPLBAAAOVTOG OTOV TTPAKTOPA WOTE VO KPATGOULLE TNV UAOTIOLNGH TOU OGO TILO YEVIKK KOL EYYUTEPN OTNV
kKAaowky MCTS mpoogyylon ywotav. Tautoxpova, mpoomnadroapse v KTlooOUpE €vav QmoTEAECUATLIKO
oAyOpLOpo mou va BeAtiotomolel TIC amodpACEL TOU 08 GUVAPTNON LE TO XPOVO ToU €XeL oth S1aBeor] Tou
yla tTn Andn toug. 2to kévtpo tng MCTS mpoogyylong pag Bpioketal pla yvwotr) pEBodog «kouAoxépn», n
Aeyopuevn néBodog xpriong “Avw Oplou Epmiotoouvng yia Aévtpa” (Upper Confidence Bounds for Trees -
UCT), n omnola mpoomaB¢ei va Looppomnrost HeTafl e€epelivnong Kal eKUeTAAAELONG MAnpodoplag KATA TN
Snuoupyia tou dévtpou avalntnong.

H epyacio pag mapéxel plot €KTEVH KOl TIPOCEKTIKN TIELPOUATIKA afloAdynon Tng MPOCEYYLONG HAG.
JUYKEKPLUEVQ, TIAPEXOUHUE ML CUOTNMOTIKY afloAdynon Tng amodoong Twv oAyoplBuwv pag,
OUYKPIVOVTAG TOUG HETaly TOuG KOOWC Kol Ue AAAouc avtimaloug TPAKTOPEC YVWOTOUG amo Tn
BBAoypadia. Ztoug teAeutaioug mepllapPavetal kot o “D-Brane”, o mMAEov €MITUXNUEVOC WG TwPA
npaktopag oto mawxvidt Diplomacy. Ta amoteAéopata Selyvouv OTL apKeTol amd TOUG MPAKTOPEG MG
amodelkviovtal e€OIPETIKA OVTOYWVLOTIKOL 08 aUTO TO QmALTNTIKO Talyvidt, ue amodoon mou eivol
ouyKplon Kot oplopéveg dpopg KaAutepn amd autrv Tou D-Brane. Eival onpavtiko To OTL oL TPAKTOPEC
pog kepSilouv cuotnuatikd tov D-Brane o€ Toupvoud ota omoila CUMHETEXEL Evag MCTS TpAaKTopag, EVag
D-Brane mpaktopoc, Kat mévte aAlot, dtadopetikol, avtinadol. To MEWPAPATA oG EMiONG AmoSelkvUouy
OTL N TPOOEKTLKA £loaywyn KaAAng molotntag yvwong mediou otov MCTS alyoplBuo, BeAtlwvel tTnv
anodoaon ToU ONUAVTLKA. 2€ auTh Tn SOUAELG avantuooou e SLddopeg eKSOXEC TNC TPOCEYYLONG AG KOl
HLot ouoTnpatiki Toug afloAdynon. TEAog, n SUTAwHATIKA HoC epyacia tpocédepe tn Snuloupyia evog
Baolkol UTIOAOYLOTIKOU TIAQLOLOU TTOU ETILTPETEL TNV TIEPOLTEPW EPEUVO. OXETIKA HE TNV Xprion MCTS
TEXVLKWV oTo Ttayvidt Diplomacy.
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1. Introduction

Monte Carlo Tree Search (MCTS) is a method for finding optimal decisions in a given domain using the
results of simulated outcomes in the search space. It has received considerable attention since its
important success at the game of computer Go (Silver, et al. 2017) and at the same time it has been
effective in a variety of other domains (Browne, et al. 2012). What makes MCTS really effective is its ability
to combine the accuracy of a tree search with the generality of random playouts. It is a promising method
for Artificial Intelligence (Al) approaches, especially for domains that can be represented as trees of
sequential states.

“MCTS rests on two fundamental concepts: that the true value of an action may be approximated using
random simulation; and that these values may be used efficiently to adjust the policy towards a best-first
strategy.” (Browne, et al. 2012) The family of MCTS algorithms consists of a significant number of
variations of tree policies. Each of them tries to handle in an efficient way the dilemma between the
exploitation of the currently gained knowledge about the actions and the exploration of the search space
in order to improve that knowledge. In our project we use the most popular of them, the Upper
Confidence Bound for Trees (UCT) algorithm.

Responding to the ANAC Diplomacy Challenge (de Jonge, ANAC 2019 Diplomacy Challenge Manual and
Rules 2018), we aimed at implementing an MCTS algorithm for a Diplomacy playing agent. Diplomacy is a
multi-agent strategic game of high complexity and is fully observable (no partial observability), but with
simultaneous actions. It is played by seven (7) players and requires quite developed strategic and
negotiation skills. Representing this domain as a tree seemed challenging because of the extremely high
number of actions that can be taken from each state of the game. There is a need for a fine balance
between the pruning of the tree (which greatly limits the search space) and the benefits of the generality
of random sampling that MCTS offers.

We note that Diplomacy is a game of high complexity; though it is a game with full observability, the
players’ actions are simultaneous. This renders any attempted MCTS implementation challenging,
because each action (i.e., a player’s “move order” for this domain) has to be combined with the unknown
beforehand, simultaneous actions of six other opponents, thus resulting in a non-predictable outcome.

Although ANAC Diplomacy Challenge focuses on the negotiation part of Diplomacy (participants should
implement a negotiation algorithm that will be used on top of an existing Diplomacy playing agent), we
managed to experiment with just the strategic part of the game and challenge the existing strategic
Diplomacy agents that are used as base models at ANAC. We tried to enhance MCTS with various heuristic
methods and we concluded to different versions of the algorithm that we present at this work.

In order to accomplish that, we used the BANDANA framework (de Jonge, The BANDANA Framework v1.3
2019). BANDANA is a Java framework for the development of automated agents that play the game of
Diplomacy. The main advantage of BANDANA that concerns us for our project, is its clear distinction
between the strategic module and the negotiating module of the agent. That helped us implement our
algorithms for the strategic module and compete with other agents that this framework provides.



In our work we experiment with several variations of the MCTS algorithm, differentiating the amount and
quality of domain knowledge in each of them, trying not to provide too much domain knowledge and, at
the same time, making the algorithm worthwhile from the aspect of time needed for effective decision-
making. Nevertheless, by importing a sorting system for the nodes’ actions, we show that high quality
domain knowledge is highly beneficial for the MCTS algorithm. At the core of our MCTS approach lies the
well-known “bandit method” Upper Confidence Bounds for Trees (UCT) which attempts to balance
between exploration and exploitation at the creation of a search tree.

We found the thesis of (Karamalegos 2016) remarkably helpful for our work here. In spite of the fact that
it is an implementation of MCTS to a completely different domain (the Settlers of Catan board game), we
based our algorithm on a similar structure.

To the best of our knowledge, this is the first work to implement algorithms of the Monte Carlo Tree
Search family for the domain of “Diplomacy”. Importantly, we provide a framework upon which further
research of the problem can be based. We created a competitive algorithm and comparable to the other
strategic algorithms of the domain and we managed to show that research on the topic of employing
MCTS in the game of Diplomacy, and more broadly in multi-agent strategic board games, is promising.

In Chapter 2 we provide background on MCTS (Section 2.1) and the UCT tree policy (Section 2.2).
Moreover, we describe the game “Diplomacy” (Section 2.3), the BANDANA framework that we used for
our Java implementation (Section 2.4) and briefly review related work that helped us with our project
(Section 2.5). In Chapter 3 we present our approach and in Chapter 4 we detail our experiments and
discuss upon the results. Chapter 5 draws conclusions and Chapter 6 outlines possible future work.
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2. Background

This section outlines the background theory that led to the development of Diplomacy agents using Monte
Carlo Tree Search techniques. The topics that will be discussed are the Monte Carlo Tree Search (MCTS)
algorithm, the Upper Confidence Bounds for Trees (UCT) method as the selected tree policy, the basic
rules of the Diplomacy multi-agent strategic game and other work that we found related and helpful for
our cause.

2.1.  Monte Carlo Tree Search

“Monte Carlo Tree Search (MCTS) is a method for finding optimal decisions in a given domain by taking
samples in the decision space and building a search tree according to the results” (Browne, et al. 2012).
Especially in the last decade it is a popular choice at “Artificial Intelligence (Al) approaches for domains
that can be represented as trees of sequential decisions” (Chaslot, et al. 2008).

After the great success of the implementation of MCTS in the challenging task of computer Go,
researchers have been in the process of attaining a better understanding of which cases and why MCTS
works better or worse. As such, the range of MCTS applications has increased further, as well as the
number and quality of the basic algorithm’s refinements (Browne, et al. 2012).

The trade-off between exploration of the current domain and exploitation of the obtained knowledge
regarding this domain is a well-known problem of reinforcement learning, known as Exploration -
Exploitation dilemma. At the basic MCTS process, a tree is built in an incremental and nonsymmetric
manner. For each iteration of the algorithm, a tree policy is used to find the most urgent node of the
current tree. “The tree policy attempts to balance considerations of exploration (look in areas that have
not been well sampled yet) and exploitation (look in areas which appear to be promising)” (Browne, et al.
2012). After the selection of the most urgent node (according to the tree policy), a new child node is added
corresponding to the action taken from that node. Then a simulation is run from the new node and the
search tree is updated according to the result of the game (or reward found at the end of the game).
During the simulation, a default policy is used to determine the actions taken. The simplest policy is to
make random actions. A benefit of MCTS is that the values of intermediate states, visited during the
simulation step, do not have to be evaluated, as is the case with depth-limited minimax search, a fact that
“greatly reduces the amount of domain knowledge required” (Browne, et al. 2012). The reward of the
terminal state that is produced at the end of the simulation, is the only one required.

The basic algorithm involves iteratively building a search tree until some predefined computational budget
— typically a time, memory or iteration constraint — is reached. At this point the search is halted and the
most promising (according to the information gathered by simulation) action is returned (Browne, et al.
2012). Each node in the search tree represents a state of the domain. Actions are represented by the
directed links to the child nodes which represent the subsequent states.

Four steps are applied per search iteration (Chaslot, et al. 2008):
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1) Selection: Starting at the root node, a child selection policy is recursively applied to descend through
the tree until the most urgent expandable node is reached. A node is expandable if it represents a
nonterminal state and has unexpanded children.

2) Expansion: One (or more) child nodes are added to expand the tree, according to the available actions.

3) Simulation: A simulation is run from the new node(s), according to the default policy, to produce an
outcome.

4) Backpropagation: The simulation result is backpropagated through the selected nodes to update their
statistics.

/—v Selection — Expansion —— Simulation — Backpropagation \
(8)

Tree I)e;f.aul t

Policy Policy
\J

X e J

Figure 1. One iteration of the general MICTS approach. (Browne, et al. 2012)

The steps are summarized in pseudocode below (Browne, et al. 2012):

General MCTS approach

function MCTSSEARCH(SO)
create root node Uo with state So
while within computational budget do
U € TreePouicy(Uo)
A<DerauttPouicy(s(u)
Backup(ui; A)
return a(BestChin(Uo; 0))

As such, “the goal of MCTS is to approximate the (true) game theoretic value of the actions that may be
taken from the current state” (Browne, et al. 2012). This is accomplished by gradually building a partial
search tree, using the four-step process that was described before and is shown in Figure 1. How the tree
is built depends on the way that the nodes in the tree are selected. The tree policy is a key factor for the
success of MCTS.
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The family of MCTS algorithms consists of a significant amount of variations of tree policies. Each of them
tries to handle in an efficient way the dilemma between the exploitation of the currently gained
knowledge about the actions and the exploration of the search space in order to improve that knowledge.
In our project we use the most popular of them, the Upper Confidence Bound for Trees (UCT) algorithm.

2.2.  The Upper Confidence Bounds for Trees (UCT) algorithm

The UCT tree policy works as follows. As stated earlier, the key consideration is how to select a child node
to expand. In UCT, a child node j is selected to maximize:

_ . 2xIn (n)
UCT = Xj+2*Cp=* ’ Visits !

where Xj is the normalized average reward (0 < Xj < 1),

Cp > 0 and is a constant. The value Cp = % was shown by Kocsis and Szepesvari (Kocsis and Szepesvari

2006), to satisfy the Hoeffding inequality (Hoeffding 1963)with rewards in the range [0, 1].
n is the number of times the parent node has been visited, and
Visits is the number of times current node has been visited.

We now present pseudocode for the complete UCT Monte Carlo Tree Search algorithm (Gelly and Silver
2006):

The UCT algorithm

function UCTSEARCH(SO)
create root node vo with state so
while within computational budget do
U1 € TreePouicy(Uo)
A<DerauttPouicy(s(ui)
Backue(ui; A)
return a(BestCrin(Uo; 0))

function TREEPoucy(U)
while v is nonterminal do
if u not fully expanded then
return Expann(V)
else
U<BestChin(u;Cp)
return v

function Expanp(U)
choose a € untried actions from A(s(v))



add a new childu'tou
with s(u') = f(s(v), a)
anda(u')=a

return v’

function BESTCH|LD(U,C)
’ : Q(w) 2IlnN(u)
return argmax u'e children of v NG +c / N

function DerauitPouicy(s)
while s is non-terminal do
choose a € A(s) uniformly at random
s&f(s,a)
return reward for state s

function Backur(U,A)
while v is not null do
N(u) ¢ N(u) +1
Q(u) <Q(uv) +A( v, p)
U €& parentofu

13

The selection of the node to expand next is made according to the UCT calculations above (method
BestChild in the pseudocode). The rest of the algorithm proceeds as described in Section 2.1: if the node
selected is expandable, an action from that node is chosen randomly and leads to a child node that is
added to the tree. The data stored to the newly added node is the action a that led to it and the state s
that represents the current state after the action a was taken. Then, the default policy is used until a
terminal state has been reached. In the simplest case, this default policy is uniformly random. Following
that, the value A of the terminal state is backpropagated to all nodes visited during this iteration, from
the newly added node to the root (Browne, et al. 2012). Xj value and Visits value of the visited node are

updated.
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2.3. Diplomacy strategic game

Diplomacy is an American strategic board game created by Allan B. Calhamer in 1954. In this section we
present a brief overview of Diplomacy rules and gameplay:

Players

The game of Diplomacy is played by seven (7) players. Each player represents one of the seven “Great
Powers of Europe” (Russia, Turkey, Austria, Italia, Great Britain, Germany, France) at the period before
World War I.

Mapboard

The map is divided into 75 Provinces. Each Province is divided into one or more Regions. If the Province is
inland, then it has just one Region on which only Armies can move. If the Province is water, then it has
just one Region on which only Fleets can move. If the Province is coastal, then it has 2 or 3 Regions: one
for the Armies and one for each coast on which only Fleets can move.

34 of the Provinces are Supply Centers.

Figure 2. Diplomacy Map. The dots indicate that this Province is a Supply Center and the colors that it is owned by the
corresponding Great Power
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Units (Armies — Fleets)

Each unit has equal strength with every other unit. During gameplay, the units can support each other so
they can increase their strength. There can be only one unit in a Province at a time. If a Power has one of
its units to a Province after order resolution, we say that it controls that Province.

At the beginning of the game each Power has 3 units, except Russia that has 4 units. The starting Provinces
of each Power’s units are called Home Provinces of that Power and can be seen at Figure 2.

Game Phases

Each round has a series of phases. The first round of the game is referred to as Spring 1901, followed by
Fall 1901, Spring 1902, Fall 1902 etc. In each round all players simultaneously ‘submit orders’ for all of
their units. Here are the phases in a complete two-turn year:

Spring

Diplomatic phase

Order writing phase

Order resolution Phase
Retreat and disbanding phase

PwnNPR

Fall

Diplomatic phase

Order writing phase

Order resolution Phase
Retreat and disbanding phase
Gaining and losing units phase

vk wnN e

Diplomatic Phase

During this phase, players are negotiating and making deals and agreements regarding their next moves.
Alliances are made and strategies are set. “Conversations, deals, schemes and agreements will greatly
affect the course of the game” (Calhamer 2000).

Order writing Phase

During this phase every player has to give a set of orders, one for every unit it has on the map. These
orders can be:

e HOLD order: unit stays at the same Region.
e MOVETO order: unit moves to an adjacent Region.
e SUPPORT order: unit supports a HOLD or MOVETO order of another friendly unit.
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Figure 3: Examples of move orders resolution of an Army from Paris and a Fleet from English Channel. (Calhamer 2000)

Orders resolution Phase

Orders resolution has complicated rules that will not be discussed here entirely (please see
https://www.wizards.com/avalonhill/rules/diplomacy.pdf for details). In this section we give just a short
overview of them.

Each MOVETO order will fail if its strength (1+1 for every SUPPORT order for it) is less than or equal to the
strength of an enemy’s HOLD or MOVETO order with the same destination. If both strengths are equal,
then the enemy’s MOVETO order fails as well (standoff).

Figure 4: Examples of two move orders causing a standoff. At the first picture, both Armies try to move to Silesia, and at the second
picture an Army from Prussia tries to move to Berlin and a Fleet from Berlin tries to move to Prussia. (Calhamer 2000)

Each SUPPORT order will fail (cutoff) if the located Province is attacked by an enemy unit.
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Figure 5: The support from the Army in Silesia is cut by an attack from Bohemia. So, the move order of the Army from Prussia to
Warsaw and the hold order of the Army at Warsaw cause a standoff. (Calhamer 2000)

Each HOLD order will fail if and only if there is a successful enemy’s MOVETO order to the located Province.

In any other case, the order is successfully resolved and the unit reaches its destination or supports a
friendly unit.

Every time a MOVETO order towards a Province that is the location of an enemy’s SUPPORT/HOLD order
or destination of an enemy’s MOVETO order, succeeds, we say that we have a Dislodgement of that enemy
unit.

Retreat and Disbanding Phase

During this phase, every player has to give a RETREAT order for every Dislodgement its Power has received.
If there is no adjacent Region that the dislodged unit can retreat then the dislodged unit is removed from
the map.

Gaining and Losing units Phase

At the end of every Fall Phase we update the number of Supply Centers each Power owns. If a Supply
Center is controlled by a unit, then it is added to the unit’s Power. If a Supply Center is not controlled by
any unit then it remains to its previous owner if such an owner exists (some Supply Centers might be still
unoccupied).

After we update the Supply Centers lists, we count the number of the units on the map of every Power. if
a Power has more Supply Centers than units, then it has to give BUILD orders, indicating the Home
Province(s) for the new unit(s) to appear (in the case that the Power controls none of its Home Provinces
then nothing happens). If a Power has more units than Supply Centers, then it has to give REMOVE orders,
indicating which unit(s) to be removed from the map.

End of the Game

A player is eliminated when he or she loses all his or her units. A player wins the game when he or she
owns 18 supply centers (a Solo Victory), but a game may also end when all surviving players agree to a
draw. Any player may propose a draw when he or she likes to.
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At the ANAC Diplomacy Challenge (de Jonge, ANAC 2019 Diplomacy Challenge Manual and Rules 2018),
there is a year limit that defines how many rounds will be played. If there is no winner until then, the
players are ranked according to the number of Supply Centers that they own. We now give a short
overview of the ANAC Diplomacy Challenge.

2.4.  The ANAC Diplomacy Challenge

The International Automated Negotiating Agents Competition (ANAC) is an annual event, held in
conjunction with the International Joint Conference on Autonomous Agents and Multi-Agent Systems
(AAMAS), or the International Joint Conference on Artificial Intelligence (IJCAI), since 2010 (Negotiation
2019). ANAC is used by the automated negotiation research community to benchmark and evaluate its
work and to challenge itself (Jonker, et al. 2018). ANAC includes five different negotiation research
challenges (Tenth International Automated Negotiating Agents Competition, ANAC 2019 2019):

e Automated Negotiation League: Agent Negotiation with Partial Preferences
e Human-Agent League

e Supply Chain Management League

o  Werewolf Game League

e Diplomacy League

The goal of the ANAC Diplomacy Challenge is the implementation of a negotiation algorithm on top of an
existing Diplomacy playing agent (de Jonge, ANAC 2019 Diplomacy Challenge Manual and Rules 2019).
That means, that the strategic component of the Diplomacy playing agent is fixed and same for all
participants.

The competition is run in the BANDANA framework (de Jonge, The BANDANA Framework v1.3 2019). The
BANDANA framework provides all the necessary Java classes to run a Diplomacy tournament and analyze
the results. Furthermore, it provides the Java classes required to implement a negotiating Diplomacy
agent, and some example agent implementations in order to help the participants struct their algorithm.
Finally, it provides the executables of some negotiating and non-negotiating agents in order to help the
participant test his/her implementation.

In the next section we provide a basic presentation of the BANDANA java framework.
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2.5. BANDANA framework

For the purposes of this project we use the BANDANA framework (de Jonge, The BANDANA Framework
v1.3 2019). BANDANA is a Java framework for the development of automated agents that play the game
of Diplomacy. It is an extension of the DipGame framework (Fabregues 2011) However, it provides a new
negotiation server and uses a simplified negotiation language. It is easy to use and makes the games and
the tournaments observable. Figure 6 is a snapshot of TournamentObserver provided by BANDANA.

An advantage of the BANDANA framework is that it distinguishes between the strategic module and the
negotiation module of a Diplomacy agent. That offers us the chance to isolate the module of our interest
and evaluate the algorithm of each module while keeping all the other factors the same.

| %] TournamentObserver — O X
Game: 4/30

Phase: 1901 FAL

RandBot & TUR 3

? RUS 4

2 FRA 3

MyAgentV1O0o 0 GER 3

2? ITA 3

2 AUS 3

? ENG 3

Status: Game playing

Agent Solo Victories | Supply Centers Points Average Rank

‘MyAgentv10 0" |0 (av. =0.0) 19 (av. = 6.333) |3 (av.=1.0) 1.833
‘D-Brane 2 0 (av.=0.0) 19 (av. = 6.333) |3 (av. =1.0) 2333
‘D-Brane 3 0 (av.=0.0) 19 (av. = 6.333) |3 (av. =1.0) 25

‘DumbBot 4' 0(av.=0.0) 14 (av. = 4.667) (3 (av.=1.0) 45 ]
‘D-Brane 1 0(av.=0.0) 13 (av. =4.333) |3 (av. = 1.0) 50 I
‘DumbBot & 0(av.=0.0) 10 (av. = 3.333) (3 (av.=1.0) 5.167 |

\

‘RandBot €' 0 (av.=0.0) 7(av.=2.333) [3(av.=1.0) 6.667

Figure 6: Running a 30-game tournament with BANDANA framework
Agent implementation
The agent implementation following the BANDANA framework is divided into the following sectors:

Spring / Fall phase: At these phases, the first thing an agent has to do is negotiate. That means, be able
to handle incoming proposals and reject them, accept them, or make counter-proposals in a well-defined
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amount of time. For the ANAC Diplomacy Challenge there is a well-defined restricted set of proposals the
players can make:

a) An Order Commitment,

b) A Demilitarized Zone (A Demilitarized Zone consists of a phase, a year, a set of Powers and a set of
Provinces, with the interpretation that none of these Powers is allowed to enter or stay inside any of these
Provinces during that phase and year),

¢) Any combination of the above.

Apart from proposing this type of deals, an agent is also allowed to propose a draw to all the other
surviving players, by calling the proposeDraw() method of the ANACNegotiator class. The game ends in a
draw if all agents that have not been eliminated propose a draw in the same round of the game.

Negotiation will end up to a specific set of deals made (or an empty set of deals) that the agent will have
to obey while determining the best plan. Given this set of deals and the current game state, the agent has
to decide which is the best set of orders to give to its Power’s units.

Summer / Autumn phase: Summer and Autumn phases stand for Retreat phase at Diplomacy. That means
that the agent needs an algorithm to determine a retreat order for every Dislodgement its Power has
received during the previous phase.

Winter phase: Winter phase stands for Gaining or losing units phase at Diplomacy (else Build phase). That
means, that the agent has to decide for Build orders (from which Home Supply Centers should the gained
units enter the map) if the number of its Power’s units is greater than the number of owned Supply
Centers, or Remove orders (which units should be removed from the map) if the number of its Power’s
units is less than the number of owned Supply Centers.

The BANDANA framework provides eleven (11) classes needed for running the tournaments and five (5)
classes of agent implementations. The “TournamentRunner” class handles the game server and is the class
that we need to modify according to the characteristics (e.g. agents setting, final year of each game,
number of games) of the tournament that we want to run.
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2.6. Related work

In this section we present some related work and experience that helped us either by offering ideas for
the implementation of the Monte Carlo Tree Search algorithm, or by offering agents and algorithms to
compete with.

2.6.1. Monte Carlo Tree Search in strategic games

Monte Carlo Tree Search algorithm is widely known for its application at Go. It has been used in
conjunction with deep learning to build the successful and much-celebrated AlhpaGo algorithm (Silver, et
al. 2017). “Developed on October 2015, AlphaGo is the first computer program that defeated a
professional human Go player, defeated a Go world champion, and is considered the strongest Go player
in history” (Holcomb, et al. 2018).

Also, it has been used in various strategic games. We found helpful its application at the non-deterministic
game "Settlers of Catan", a multi-player board-turned web-based game that necessitates strategic
planning and negotiation skills (Karamalegos 2016), (Panousis 2014). In particular, we found the structure
of the Engineering Diploma Thesis of Manos Karamalegos (Karamalegos 2016) to be extremely helpful,
and as such we used some parts of its source code, such as UCT selection method.

2.6.2. Diplomacy agents

This section has descriptions of the agents we used as “enemies” for our experiments. We chose just three
agents in order to simplify the experiments: an easy one (RandomBot), a moderate one (DumbBot), and
the most successful one found in the literature to date (D-Brane). All of them are provided as executables
by BANDANA framework.

2.6.2.1. D-Brane

D-Brane’s tactical module is used as the basis for the implementation of a negotiation algorithm for ANAC
Diplomacy Challenge (de Jonge, ANAC 2019 Diplomacy Challenge Manual and Rules 2019). Since our goal
is to implement an agent that can compete with others, D-Brane is considered to be the ultimate
opponent and will be used for the evaluation of the results.

D-Brane uses a series of heuristics based on domain knowledge. We outline below the main algorithm of
its strategic component (de Jonge, D-Brane: a Diplomacy Playing Agent for Automated Negotiations
Research 2017):
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e Adealis a set of actions that the players agree to make. In the BANDANA framework, the agents
are forced to make the actions that are agreed in a deal. So, the deal is a restriction at an agent’s
set of possible actions. Each action that an agent takes, has to include the action indicated by the
deal.

e Given a game state e (i.e. a configuration of units on the Diplomacy map), a deal x, and any player
ai the strategic component returns a set of orders for a; for the game Dipe[x] plus the number of
Supply Centers that a; is guaranteed to conquer if it submits those orders.

e A battle plan for a player ai to conquer a province p is “invincible” if no opponent can choose any
battle plan that would prevent a; from conquering p. One has determined all battle plans for a
given province p, for all players, it is easy to determine which of those battle plans are invincible.
Similarly, one can determine the invincible pairs of battle plans. An “invincible pair” is a pair of
battle plans (By,B4) for two different Supply Centers p and g respectively, such that if a; plays both
of these battle plans, then at least one of them is guaranteed to succeed.

e If e denotes some state of the game the set of all battle plans for player a; to conquer or defend
a Supply Center p is denoted BS,. The set of all Supply Centers is denoted SC.

e Given a game state e, an agreement x, and a player a;, the strategic component works as follows:

1. For each p € SC determine all invincible plans from the set B®.

2. For all pairs of Supply Centers (p,q) € SC x SC (with p 6= g) determine all invincible pairs
from the set B®j, xBSi .

3. Remove all invincible plans and invincible pairs that are not consistent with x.

4. Find the largest consistent combination of invincible plans and pairs, using And/Or tree
search (Dechter and Mateescu 2007) with Branch & Bound.

5. For each province for which we have not been able to select an invincible plan or pair, select
the strongest non-invincible battle plan that is consistent with x and the plans and pairs
chosen in the previous step.

6. Return the full set of battle plans we have selected.

The BANDANA framework provides the library with the D-Brane methods but not its source code.

2.6.2.2. DumbBot and RandomBot

DumbBot is a simple heuristic player developed by David Norman (Norman,
http://www.ellought.demon.co.uk/dipai 2003). Although its implementation is fairly straightforward, it
still plays reasonably well and is widely used as a default 'baseline' bot for researchers to compare their
own bots with.

Note that the original DumbBot was implemented in C++ for the DAIDE framework (Norman, DAIDE 2002).
The version that we use is an alternative JAVA implementation of that bot, implemented for the DipGame
framework (Fabregues 2011). There is no guarantee that it is exactly identical to the original DumbBot.

DumbBot calculates a value for each region. Then, it makes a decision for an order for each unit, based on
those values.

For each province, it calculates a value v as following:

e If the agent possesses this supply center: v = the size of the largest adjacent power
o If the agent does not possess this supply center: v = the size of the owning power
o Ifitis not asupply center:v=0.
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Then a table of Proximities is calculated as follows:

e Proximity[0] for each coast, is the above value v, multiplied by a weighting factor.

e Proximity[n] for each coast = (sum( proximity[ n-1] for all adjacent coasts * proximity[ n-1 ] for this
coast) /5

Also, for each province, it calculates the number of adjacent units that the agent has (strength), and the
number of adjacent units the enemies have (competition).

The DumbBot calculates an overall value for each region, based on all the proximity values for that region,
and the strength and competition for that region, each of which is multiplied by a weighting.

For MOVE orders, the agent tries to move to the best adjacent region. However, there is a random chance
that it moves to the second best, third best, etc. If the best place is where it already is, it holds. If the best
place already has an occupying unit, or already has a unit moving there, it either supports that unit, or
moves elsewhere, depending on whether the other unit is guaranteed to succeed or not.

For RETREAT orders, DumbBot uses the same rule as for MOVE orders (obviously without the SUPPORT
orders).

For BUILD orders and DISBAND orders DumbBot uses the same region evaluation method. It builds in the
highest value home Supply Center and disbands the unit in the region with the lowest value.

RandomBot is provided with the BANDANA framework as an example of a Diplomacy agent
implementation. As the name indicates, it is an agent that just decides randomly which order to give to
every unit. It also negotiates randomly. It makes random proposals and randomly approves or rejects the
incoming proposals. It is also able to support friendly units when possible (and that makes its algorithm
less random), but it uses no tactics at all.

DumbBot’s source code is not accessible by the DipGame framework. In order to understand its basic
mode of operation we used its C++ version of the bot (Norman, DAIDE 2002), although there is no
guarantee that it is identical to its java version of DipGame framework.

RandomBot’s source code is given by the BANDANA framework as the simplest Diplomacy agent
implementation, in order to help with the way an agent implementation should be structured.
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3. Our Approach

Our purpose in this thesis is to experiment exclusively with the strategic component of a Diplomacy agent.
That means that our agent does not negotiate at all. As future work, negotiation algorithms could be used
on this tactical base, but that presupposes a quite competitive strategic module. It has been shown that
if the strategic module is not competitive enough then the agent will not be either, regardless of the
negotiation part. The BANDANA framework is really helpful for that purpose, because it offers a clear
distinction between the strategic module and the negotiation module. Our agent makes decisions for the
order writing phases of the game (i.e. Spring and Fall Phase). The Retreat phase (i.e. Summer and Autumn
Phase) it generates Random orders and the Build Phase (i.e. Winter Phase) it uses D-Brane tactics as the
default strategy (the “DBraneTactics” class is provided by BANDANA framework’s library without its
source code).

Our agent uses Monte Carlo Tree Search with UCT as its tree policy during the order writing phases of the
game. As a heuristic, in each round it tries to maximize the number of Supply Centers conquered during
that round. That (the number of the owned Supply Centers) is the only reward function that we take into
account.

Each node has a reward value that is equal to the number of Supply Centers that our Power owns at this
specific game state. During the Backpropagation step, this reward (normalized in order to be between 0
and 1) is used at every parent node (until root node is reached) to update its Xj value that is used for the
UCT formula.

Xj is updated this way:

R+A
Visits’

Xj' = (1)
where R is the previous cumulative number of Supply Centers that has been owned until now,
A is the number of Supply Centers that are “found” at the leaf node at the end of the simulation step and

Visits is the number of times that this node has been visited.

In Figure 7, we show the process of tree expansion and simulation, and how the reward values are updated
after some iterations of the algorithm.
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Iteration 1 Iteration 2

Tree Policy

%

Tree Policy

Simulation Policy Simulation Policy

A A

Iteration 3 Iteration 4

Tree Policy

Simulation Policy
Simulation Policy
A A

Figure 7: Example of the reward values updated after four iterations. Xj,’ represents the first update of Xj at node a, Xj,” represents
the second update of Xj at node a etc.

The first time a node is selected by the Tree Policy, a function named CreatePossibleActions is called. This
function creates a list with all possible actions that we allow to be taken from this node. It is
computationally impossible to create a list with all the combinations of possible orders that can be given
to the units on the map. So, we chose a fixed set of orders for all the enemies’ units and then add it to
each set of orders for our units. This choice is made by a heuristic that supposes that if the enemy unit is
next to a Province with a Supply Center that it does not own, then it will move toward that Province.
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Otherwise we do not care about the enemy unit movement and suppose a Hold order. Then we have to
choose which orders to allow for our units. If all the units’ possible orders are allowed then the number
of possible actions will be extremely high when we have more than 7 or 8 units. In the next sections,
different pruning methods, corresponding to different variants of our agent, will be discussed. The
CreatePossibleActions function is summarized in pseudocode below:

The CreatePossibleActions algorithm

function CreatePossibleActions (v)
get our Power p from node v
get current state s from node v
pos_ord € PossibleOrders(p, s)
ord_comb € GetCombinations(pos_ord)
exp_ord < CalculateEnemyExpectedOrders(p, s)
for each list of orders o in ord_comb
combine o with exp_ord
return ord_comb

A game state s is defined as the current layout of all units on the map and each Power’s list of owned
Supply Centers.

A Tree Node contains the current game state s, the action a that led to that game state (apart from the
root node), a list of actions ListA that can be taken in order to expand the current node and create a new
node, the reward value A (i.e. the number of Supply Centers our Power owns), and the reward Xj that is
expected to be found if the agent chooses the action that led to that state.

The Monte Carlo Tree Search algorithm is repeated until a computational limit is reached. In our case this
is a time limit that we set at eight (8) seconds (for some extra experiments at which we use a greater time
limit, please see Figure 66 and Figure 68). It is obvious that alternative versions of the algorithm can
benefit from alternative time limits, but for the purposes of this thesis (so that the results between agents
could be comparable) we have chosen this particular time limit.

The main form of our decision-making algorithm of the MCTS_Agent is this:
=  SELECTION

o  Select between nodes sorted by: Xj + 2 * Cp * ’% (Browne, et al. 2012),

where Xj is the normalized average reward defined in Equation (1) above (0 < Xj < 1),

Cp = 21% (Kocsis and Szepesvari 2006),
n is the number of times the parent node has been visited,

Visits is the number of times current node has been visited
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o The CreatePossibleActions function is called once for each selected node. This function
creates a list with all the accepted combinations of orders according to the pruning
method that we apply. Each of these combinations of orders is an action that can be taken
to expand the current node and create a child node with a new game state.

= EXPANSION

o Pick an action from the selected node and remove it from its actions list.
o Given this action, simulate one round of the game and create a child node with a new
game state and a new reward.

= SIMULATION

o Starting from the new node created at expansion step, simulate using random orders
(default policy) or non-random orders (heuristic policy) until the game ends. The game
ends either when our Power wins (i.e. reaches 18 Supply centers), or when our Power
loses (i.e. reaches 0 Supply Centers), or when then game reaches the final year (by default
this is set to 5 years of gameplay).

= BACKPROPAGATION

o Starting from the last simulated node and using its reward value, update stats for each
parent node until root node is reached.

= REPEAT this process for some predefined amount of time. For our case that is set to eight seconds
(with the exception of some extra experiments, see Figure 66 and Figure 68).

=  SELECT and return best child node (and the action that led to that node) according to the updated
node rewards.

The flowchart of this algorithm can be seen at Figure 8.
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’L Select best node

Has this node been selected

before? Create possible actions list NO

s there an action that has not been
expanded yet?

Expand

v

Simulate one round

NO

NO

Is the new node a leaf node?

Backpropagate

Time has expired

Select best node

Figure 8: Flowchart of the basic algorithm

Game Simulation: once per expansion step and several times during the simulation step we need to
resolve the game and create a new node with a new game state, given an action (set of orders). In order
to do that we use two tools that the DipGame framework offers. GameCloner is used to create a new
Game object in order to create a new tree node and InternalAdjudicator that helps at the order resolution.

Game simulation algorithm

e Clone the current game state (using GameCloner)

e Generate orders for all units on the map. We tried different versions of this step and
experimented with heuristics at finding orders for our Power’s units and for enemy Powers’
units.
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Resolve orders using InternalAdjudicator. Internal Adjudicator takes as input a set of orders
and creates a Boolean value for each of them which indicates whether the order was
successful or not.

Using the outcome of the Internal Adjudicator, we update the controlled Regions lists for each
Power using the following algorithm:

o First, we resolve the successful MOVETO orders and store them on a list
(‘conqueredRegions’)

o If a MOVETO or SUPPORT order fails, then we check on the conqueredRegions list. If
the region (target region for MOVETO orders and location region for SUPPORT orders)
was conquered then we have a dislodgement. Else we add the location region to the
Power’s controlled regions.

If a HOLD order fails then we have a dislodgement.
If a HOLD or SUPPORT order succeeds then we add the region that the order is located
to the controlled regions.
Generate random retreat orders for all Powers and resolve them
If game phase is Fall, create random build orders and resolve them. To do that, we update the
owned Supply Centers lists of every Power and we create random Build or Remove orders
(depending on the number of Supply Centers owned and the number of units on the map).
Update game phase and year
Create child node with the new game state and the action (set of orders) that led to that state.

Now in the following sections we will present the different variants of the Monte Carlo Tree Search agent
that we created in this thesis.

3.1.

MCTS_Agent Version 1

This version of the MCTS_Agent uses the following pruning method at the CreatePossibleActions step of
the Tree Policy:
e Gets all the “accepted” orders for each unit using a heuristic rule

- If the unit stands on a Supply Center that we do not own, then return HOLD

- Ifthere is an order towards an adjacent SC then SUPPORT it

- Ifan adjacent Province is SC that we do not own or control, then MOVE TO that SC.
- Else return every possible MOVETO and HOLD order.

Gets all the combinations of orders found
Calculates enemies’ expected orders using a dummy heuristic

e If the unit is next to a SC then expect a MOVETO order towards that SC else expect a
HOLD order.

e Creates a list with all possible actions from the current node

The CreatePossibleActions function used in MCTS_Agent Version 1, is summarized in pseudocode below:

The CreatePossibleActions algorithm

function CreatePossibleActions (v)
get our Power p from node v



get current state s from node v

pos_ord € PossibleOrders(p, s)

list_of _combined_orders& GetCombinations(pos_ord)

exp_ord < CalculateEnemyExpectedOrders(p, s)

for each list of orders o in list_of combined_orders
concatenate o with exp_ord

return list_of combined_orders

function GetCombinations(pos_ord)
for each order in pos_ord(0)
add order to list_of combined_orders
for each list_of orders in pos _ord
clear newCombinedLists
for each first _list in list_of combined_orders
for each order in list_of orders
clear newlList
add first_list to newList
add order to newlList
add newList to newCombinedLists
add newCombinedLists to list_of combined_orders
return list_of _combined_orders

function PossibleOrders(p, s)
get controlled regions units from p
get owned Supply centers sc from p
for each u in units
if u is Supply Center and u & sc then
add HOLD(u) order to PossibleOrdersList(u)
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else if 3 MOVETO(u, reg) at PossibleOrdersList(u) | reg € adjRegions(u) and reg is Supply

Center and reg & sc and reg & units then

add SUPPORT(u, reg) order to PossibleOrdersList(u)
else if 3 reg at adjRegions(u) | reg is Supply Center and reg & sc and reg & units then
add MOVETO(u, reg) order to PossibleOrdersList(u)

else

add every possible MOVETO and HOLD order to PossibleOrdersList(u)

return PossibleOrdersList

function CalculateEnemyExpectedOrders(p, s)
get controlled regions units from p
get controlled regions all_units from s
for each uin all_units
if u & units then

if 3 reg at adjRegions(u) | reg is Supply Center then
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add MOVETO(u, reg) order at ExpectedOrdersList(u)
else
add HOLD(u) order at ExpectedOrdersList(u)
return ExpectedOrdersList

3.2. MCTS_Agent Version 2

This version of the MCTS_Agent has the same Tree Policy as the MCTS_Agent Version 1, but uses the
heuristic of PossibleOrders as a simulation policy (see Figure 9 below) instead of random simulation (which
is the default simulation policy). That means that the orders of our agent during simulation will not be
created randomly. If the unit stands on a Province with a Supply Center that we do not own yet, then it is
ordered to HOLD. If there is a Province with Supply Center next to a unit, then the unit will be ordered to
MOVE to that Province. If there is a MOVETO order already towards that Province then the unit is ordered
to SUPPORT that MOVETO order. Else the unit makes a random move.

K—» Selection — Expansion — Simulation —> Backpropagation \
()

'l'rc_fe Df’f({“[ { PossibleOrders
Policy ! "l:“'-" heuristic method

\/

N = J

Figure 9: Use of an alternative simulation policy in MCTS_Agent Version 2.

3.3. MCTS_Agent Version 3

This version of the MCTS_Agent uses the PossibleOrders heuristic method as a simulation policy (as in
MCTS_Agent Version 2) but alters it a bit. The new PossibleOrders function, when looking for Supply
Centers at the adjacent Provinces, it also looks at the neighbors’ neighbors. So, it locates Supply Centers
that are two steps away from the current location. The new PossibleOrders function that is used as a
simulation policy is summarized in pseudocode below:
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The PossibleOrders algorithm

function PossibleOrders(p, s)
get controlled regions units from p
get owned Supply centers sc from p
for each u in units
if u is Supply Center and u €& sc then
add HOLD(u) order to PossibleOrdersList(u)
else if 3 MOVETO(u, reg) at PossibleOrdersList(u) | reg € adjRegions(u) and reg is Supply
Center and reg € sc and reg & units then
add SUPPORT(u, reg) order to PossibleOrdersList(u)
else if 3 reg at adjRegions(u) | reg is Supply Center and reg & sc and reg & units then
add MOVETO(u, reg) order to PossibleOrdersList(u)
else if 3 reg at adjRegions(adjRegions(u)) | reg is Supply Center and reg & sc and reg &
units then
get r | r € adjRegions(u) and reg € adjRegions(r)
add MOVETO(u, r) order to PossibleOrdersList(u)
else
add every possible MOVETO and HOLD order to PossibleOrdersList(u)
return PossibleOrdersList

3.4. MCTS_Agent Version 4

This version of the MCTS_Agent uses the following heuristic rule for the estimation of the enemies’
expected orders during the simulation step: “If the enemy unit is next to a Supply Center, then expect a
MOVETO order towards that Supply Center, else expect a random order”. The calculation of our Power’s
orders during simulation is the same as in MCTS_Agent Version 2.

3.5, MCTS_Agent Version 5

This version of the MCTS_Agent has the same simulation policy as in MCTS_Agent Version 4, but has a
significant change at the action selection in the Tree Policy. When a node is selected an action is chosen
from its actions list in order to expand that node. This action is no longer selected randomly but the actions
list is sorted in a certain way. Specifically, that happens at the CreatePossibleActions algorithm which is
modified as follows, with the addition of a CalculateWeights method and a CalculateActionValue method:

The CreatePossibleActions algorithm

function CreatePossibleActions (v)
get our Power p from node v
get current state s from node v
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CalculateWeights(p,s)
pos_ord € PossibleOrders(p, s)
list_of _combined_oders < GetCombinations(pos_ord)
exp_ord € CalculateEnemyExpectedOrders(p, s)
for each list of orders o in ord_comb
value < CalculateActionValue(o)
concatenate o with exp_ord
put o and value at ActionsListMap
return ActionsListMap

function CalculateActionValue(list_of_orders)
ActionValue € 0
for each oin list_of orders
add Weigth(o) to ActionValue
return ActionValue

The agent uses a weight system based on the DumbBot algorithm for move selection. With this algorithm,
it keeps relative preferences for each Region on the map depending on the distance from a supply center,
the amount of enemy forces around, and the phase of the game. The possible actions (actions that pass
the pruning procedure) have a value which is the summary of the weights of each order’s destination
Region. The possible actions list is sorted according to those values. So, when a certain node is selected
by the Monte Carlo Tree Search policy, the expanded action is always the “best” according to that weight
system.

The calculation of each Region’s weight is done as follows:
e For each province, it calculates the following as its value:
- If it is our supply center, the size of the adjacent enemies’ units
- If it is not our supply center, a constant (i.e. 6) minus the size of the owning power
- If it is not a supply center, zero.
e Proximity[0] for each Region, is the above value, multiplied by a weighting factor.
e Proximity[n] for each Region = ( sum( proximity[ n-1] for all adjacent Regions) / 5
+ proximity[ n-1] for this coast )
* weighting
e The final weight for each Region is the sum value of its Proximity Table.

The Proximity table mentioned above is initialized using the following weighting factors:

// Importance of proximity[n] in Spring phase

m_spring_proximity_weight(@) = 10
m_spring_proximity weight(1) = 100
m_spring proximity weight(2) = 3
m_spring proximity weight(3) =1
m_spring_proximity weight(4) = 0.6
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m_spring_proximity_weight(5)
m_spring proximity_weight(6)
m_spring proximity_weight(7)
m_spring_proximity weight(8)
m_spring_proximity weight(9)

Il
OO0
RN WU

// Importance of proximity[n] in Fall phase
m_fall proximity weight(0) 100

m_fall proximity weight(1l) = 10

m_fall proximity weight(2) = 3

m_fall proximity weight(3) =
m_fall proximity weight(4) =
m_fall proximity weight(5) =
m_fall proximity weight(6) =
m_fall proximity weight(7) =
m_fall_proximity_weight(8) =
m_fall_proximity_weight(9) =

OO0 R
R NWRAUIO

Note: a Power can own a Supply Center only after one of its units spends a Fall Phase controlling it. That
explains the difference between the first two positions of the Spring ang Fall weight tables.

The process above can be summarized as follows. For each Region r, the proximity values are calculated
first:

Proximity,(0) = v * proximityWeight(0) (2)

Proximity,(n—1)

5

Yxeadj i
Proximity,(n) = < € A4/ Regions(r) + Proximity,(n — 1)) * proximityWeight(n) (3)

and give rise to a regional weight:
Weight(r) = Yo _o Proximity,(n) (4)
Then the importance of each action a is calculated as:
Value(a) = Y, caWeight(r) (5)

The list of possible actions at every node is created as shown in CreatePossibleActions algorithm. The
CalculateWeights method calculates all the regional weights as shown at the Equations (2)-(4). Then, after
the calculation of each possible action, the CalculateActionValue method calculates the value of each
action using Equation (5). Then, the list of possible actions along with their values are stored in the current
node. At the expansion step, we always choose the action with the greatest value.

Also, at this version we added an extra provision in the pruning step at PossibleOrders function. If an order
has for destination a region with value less than the mean value of all regions, then the order is pruned.

If that leads to extensive pruning (no orders allowed) then we pick just the best order.

This agent is used as a basis for the next MCTS_Agent versions.
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3.6. MCTS_Agent Version 6

In this version we make a slight change at the expansion step. After the expansion we expand again the
newly created child in order to reach a greater depth, and then simulate from the second child node
produced. That leads to a quite different proportion between the time spent for expansion and the time
spent for simulation, in favor of the first. Other than that, the agent is exactly the same with MCTS_Agent
Version 5.

/—v Selection — Expansion —2nd Exapnsion — Simulation —> Backpropagation \
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Tree ]

Policy Sumdation
E Policy

v

. A y,

Figure 10: Monte Carlo Tree Search with two expansion steps

3.7.  MCTS_Agent Version 7

In this version we use the weighting system defined in Section 3.5 and used for action selection on the
Tree Policy, in the Simulation Policy also. Specifically, to create our agent’s action during simulation, we
choose the orders that maximize the action’s value (Equation 5). Other than that, the agent is exactly the
same with MCTS_Agent Version 5.

3.8.  MCTS_Agent Version 8

In this version, we keep the CreatePossibleActions function as it is at MCTS_Agent Version 5 (Section 3.5)
and we modify the simulation step. Instead of the MCTS_Agent playing against only one specific heuristic
opponent (i.e., one behaving as specified by the CalculateEnemyExpectedOrders method in Section 3.1),
we use a variety of opponents trying to achieve a better exploration of the search space (Matsubara and
Marcolino 2011).

Thus, for this version, each opponent during the simulation is chosen randomly between three options:
(A) Random Bot, (B) a heuristic using the weighting system as MCTS_Agent Version 7 does (see Section
3.7), (C) the simple and greedy heuristic of CalculateExpectedOrders function described at Section 3.1.
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4. Experimental Evaluation

In this Chapter we will present all the experiments that we made in order to evaluate MCTS_Agent and
the results of those experiments. We make a systematic comparison and evaluation of MCTS_Agents
using RandomBot, DumbBot and D-Brane as opponents (see chapter 2.5.2 “Diplomacy Agents”).

4.1. Experimental Settings and Detailed Results

For the experiments, we test each version of the MCTS_Agent against a variety of combinations of
opponents. For the most promising versions of MCTS_Agent (that are version 5, 6, 7 and 8) we test the
agent against RandomBots, Dumbbots, against one, three and five D-Branes and the opposite: one, three
and five MCTS_Agents against one D-Brane agent.

Experiments are run at the Parlance server using the BANDANA framework. The results are organized in
tables with the following indications:

e Solo Victories: how many times it won the game by a solo victory (owned 18 Supply Centers
or more).

e Supply Centers: how many Supply Centers it conquered in total (the number of Supply Centers
it owned at the end of a game, summed over all games).

e Points: a player receives 0 points if it gets eliminated, 12 points for each solo victory, 6 points
for each 2-player draw, 4 points for each 3-player draw, 3 points for a 4-player draw, 2 points
for a 5-player or 6-player draw and 1 point for a 7-player draw.

e Average Rank: the average over all ranks it obtained in each game. A player obtains rank 1 in
a game if it scored the highest number of Supply Centers, rank 2 if it scored the second highest
number of Supply Centers, etcetera. If two players both end with 0 Supply Centers the players
are ranked according to who was eliminated last. If two players rank equally, they both receive
the average of the two ranks. (de Jonge, The BANDANA Framework v1.3 2019)

In each game the agents were randomly assigned to the 7 Powers. Every round of each game had a
deadline of 30 seconds. That is the time that each agent has to decide its orders. Each game was run with
a year limit of five (5) years (that means 10 order-writing phases). A draw was declared automatically in
any game that advanced to the Winter 1905 phase. That limits the “depth” of the Monte Carlo Tree Search
algorithm at simulation step. As we will see at the results, usually that time limit is not enough to achieve
a Solo Victory (own 18 Supply Centers). So, given that limit, agents compete about who will end up with
more Supply Centers from the others. Increasing the year limit would show in a clearer way the agents’
ranking because it would let the agents deploy their strategies in a greater timescale. Despite that fact,
we decided not to increase the year limit because the time needed for the experiments would be
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increased rapidly and our agents’ ranking compared to the RandomBot, DumbBot and D-Brane agents is
clear already.

We ran tournaments of a specific number of games because it was observed that after that number of
games, the ranking of the agents did not change significantly. Obviously, the exact number of games to
guarantee results’ stability depends also on the version of our agent, still we ended up using a number of
thirty (30) games per tournament that appears to provide stable results for all different agent versions.

When there is no Solo Victories indication, it means that no agent achieved a Solo Victory.

4.1.1. MCTS_Agents against Random Bots

D-Brane vs Random Bots

The following table (Figure 11) presents how D-Brane behaves against RandomBots. We observe that it
diminishes this opponent. However, we observe that 5 years of gameplay are not enough for the D-Brane
to achieve any Solo Victories. This table will be used as a baseline result in the sense that we would like
to see MCTS_Agent achieve similar performance against RandomBots.

Supply Centers | Points Average Rank
‘D-Brane’ 299 (av. =|33(av.=1.1) 1.233
9.967)
‘RandomBot 2’ 120 (av. =4.0) 31 (av.=1.033) | 4.033
‘RandomBot 3’ 111 (av.=3.7) 33 (av.=1.1) 4.217
‘RandomBot 1’ 111 (av.=3.7) 33 (av.=1.1) 4.533
‘RandomBot 4’ 107 (av. =|29(av.=0.967) | 4.433
3.567)
‘RandomBot 5’ 104 (av. =|33(av.=1.1) 4.75
3.467)
‘RandomBot 6 101 (av. =|33(av.=1.1) 4.8
3.367)

Figure 11: D-Brane vs RandomBots. Average over 30 games.
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Itis clear by the results presented below that MCTS_AgentV1 outplays RandomBot. What we also observe
is that it does not manage to conquer more than a few Supply Centers. That means that it does not see

“far” from its starting position and conquers just the Supply Centers that are near to it.

Supply Centers | Points Average Rank

‘MCTS_Agent’ 179 (av. =|30(av.=1.0) 2.167
5.967)

‘RandomBot 2’ 136 (av. =|30(av.=1.0) 3.817
4.533)

‘RandomBot 3’ 129 (av. = 4.3) 30 (av.=1.0) 4.15

‘RandomBot 1’ 127 (av. =|30(av.=1.0) 4.2
4.233)

‘RandomBot 4’ 126 (av.=4.2) 30 (av.=1.0) 4.0

‘RandomBot 5’ 116 (av. =|30(av.=1.0) 4.45
3.867)

‘RandomBot 6’ 114 (av.=3.8) | 30(av.=1.0) 4.767

Figure 12: MICTS_Agent V1 vs RandomBots. Average over 30 games.

MCTS_AgentV2 vs Random Bots

Version 2 of MCTS_Agent behaves similarly to version 1.

Supply Centers | Points Average Rank

‘MCTS_Agent’ 156 (av. =5.2) 32 (av. =1.067) | 3.283

‘RandomBot 2’ 140 (av. =|32(av.=1.067) |3.733
4.667)

‘RandomBot 3’ 139 (av. =|32(av.=1.067) |3.7
4.633)

‘RandomBot 1’ 133 (av. =|32(av.=1.067) | 4.133
4.433)

‘RandomBot 4’ 124 (av. =|32(av.=1.067) | 4.383
4.133)

‘RandomBot 5’ 121 (av. =|32(av.=1.067) | 4.433
4.033)

‘RandomBot 6’ 117 (av.=3.9) 28 (av.=0.933) | 4.333

Figure 13: MCTS_Agent V2 vs RandomBots. Average over 30 games.
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At this table, we see that Version 3 of MCTS_Agent does not behave differently from the previous versions.

Supply Centers | Points Average Rank

‘MCTS_Agent’ 176 (av. = |35(av.=1.167) | 2.167
5.867)

‘RandomBot 2’ 145 (av. =33 (av.=1.1) 3.65
4.833)

‘RandomBot 3’ 128 (av. =|35(av.=1.167) | 4.083
4.267)

‘RandomBot 1’ 127 (av. =|35(av.=1.167) | 4.133
4.233)

‘RandomBot 4’ 126 (av.=4.2) |35(av.=1.167) | 4.183

‘RandomBot 5’ 116 (av. =|33(av.=1.1) 4.633
3.867)

‘RandomBot 6’ 107 (av. =|29(av.=0.967) |4.7
3.567)

Figure 14: MCTS_Agent V3 vs RandomBots. Average over 30 games.

MCTS_AgentV4 vs Random Bots

Here we also observe no significant differences in performance for this agent version, as compared to the

previous ones.

Supply Centers | Points Average Rank

‘MCTS_Agent’ 165 (av. = 5.5) 30 (av. =1.0) 2.933

‘RandomBot 2’ 130 (av. =|30(av.=1.0) 3.667
4.333)

‘RandomBot 3’ 124 (av. =|30(av.=1.0) 4.233
4.133)

‘RandomBot 1’ 124 (av. =|30(av.=1.0) 4.3
4.133)

‘RandomBot 4’ 122 (av. =|30(av.=1.0) 4.3
4.067)

‘RandomBot 5’ 118 (av. =|30(av.=1.0) 4117
3.933)

‘RandomBot 6’ 117 (av.=3.9) 30 (av.=1.0) 4.45

Figure 15: MCTS_Agent V4 vs RandomBots. Average over 30 games.
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Version 5 of MCTS_Agent has a completely different behavior from the previous versions. Not only it has
a high expansion rate, but it also achieved some Solo Victories.

Supply Centers | Points Average Rank | Solo Victory
‘MCTS_Agent’ 386 (av. =|74(av.=2.467) | 1.0 3 (av.=0.1)

12.467)
‘RandomBot 2’ 111 (av. =3.7) 36 (av. =1.2) 3.933 0
‘RandomBot 3’ 100 (av. =|36(av.=1.2) 4,4 0

3.333)
‘RandomBot 1’ 97 (av.=3.233) | 32 (av.=1.067) | 4.367 0
‘RandomBot 4’ 94 (av.=3.133) | 34 (av.=1.133) | 4.567 0
‘RandomBot 5’ 89 (av.=2.967) | 34 (av.=1.133) | 4.683 0
‘RandomBot 6’ 80 (av.=2.667) | 32 (av.=1.067) | 5.1 0

Figure 16: MCTS_Agent V5 vs RandomBots. Average over 30 games.

MCTS_AgentV6 vs Random Bots

Version 6 of MCTS_Agent has similar behavior to version 5. Again, we see fast expansion and some Solo

Victories.

Supply Centers | Points Average Rank | Solo Victory
‘MCTS_Agent’ 378 (av.=12.6) | 74 (av. =2.467) | 1.033 3 (av.=0.1)
‘RandomBot 2’ 128 (av. =|36(av.=1.2) 3.7 0

4.267)
‘RandomBot 3’ 124 (av. =|36(av.=1.2) 4,1 0

4.133)
‘RandomBot 1’ 102 (av. =3.4) 32 (av.=1.067) | 4.033 0
‘RandomBot 4’ 88 (av.=2.933) | 34 (av.=1.133) | 4.967 0
‘RandomBot 5’ 80 (av.=2.667) | 34(av.=1.133) | 5.1 0
‘RandomBot 6 78 (av. = 2.6) 32 (av.=1.067) | 5.067 0

Figure 17: MCTS_Agent V6 vs RandomBots. Average over 30 games.
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At Version 7 of MCTS_Agent we see a slightly better performance than the previous versions. It also

achieves some Solo Victories.

Supply Centers | Points Average Rank | Solo Victory
‘MCTS_Agent’ 415 (av. =|85(av.=2.833) | 1.0 4 (av. =0.133)

13.833)
‘RandomBot 2’ 103 (av. =|33(av.=1.1) 4.117 0

3.433)
‘RandomBot 3’ 100 (av. =|33(av.=1.1) 4,2 0

3.333)
‘RandomBot 1’ 94 (av.=3.133) | 33 (av.=1.1) 4.5 0
‘RandomBot 4’ 87 (av.=2.9) 31 (av.=1.033) | 4.733 0
‘RandomBot 5’ 85 (av.=2.833) | 31 (av.=1.033) | 4.617 0
‘RandomBot 6 79 (av.=2.633) | 37 (av.=1.233) | 4.833 0

Figure 18: MCTS_Agent V7 vs RandomBots. Average over 30 games.

MCTS_AgentV8 vs Random Bots

At Version 8 of MCTS_Agent we observe no significant differences to Version 5 and 6.

Supply Centers | Points Average Rank | Solo Victory
‘MCTS_Agent’ 395 (av. =|61(av.=2.033) | 1.0 2 (av. = 0.067)

13.167)
‘RandomBot 2’ 102 (av. =3.4) 37 (av.=1.233) | 4.317 0
‘RandomBot 3’ 101  (av. =|37(av.=1.233) | 4,2 0

3.367)
‘RandomBot 1’ 96 (av.=3.2) 33 (av.=1.1) 4.467 0
‘RandomBot 4’ 94 (av.=3.133) | 31 (av.=1.033) | 4.583 0
‘RandomBot 5’ 94 (av.=3.133) | 35(av.=1.167) | 4.517 0
‘RandomBot 6’ 83 (av.=2.767) | 35(av.=1.167) | 4.917 0

Figure 19: MCTS_Agent V8 vs RandomBots. Average over 30 games
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Comparative Results versus Random Bots
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Figure 20: versions of the MCTS_Agent and D-Brane vs RandomBot. Performance according to the SCagent — SCrandomsot Metric.
Each of the values shown on the bars in the figure corresponds to the value of the following metric:
Scagent - SCRandomBot ,

where SCagent is the average number of Supply Centers that the agent (MCTS_Agent or D-Brane) owns at
a game and

SCrandomeot IS the average number of Supply Centers that RandomBot owns at a game (when there are
more than one RandomBots we take the mean value).

Firstly, we see that versions 1. 2. 3 and 4 of the MCTS_Agent outplay Random Bot but are not comparable
with D-Brane. They only conquer the Supply Centers that are near to their starting positions and that is
enough to outplay RandomBot. That happens because of the greedy heuristic used as a pruning method.
MCTS algorithm does not help the agent to behave strategically in the long run.

On the other hand, we observe that versions 5. 6. 7 and 8 of MCTS_Agent expand quicker than D-Brane
when playing against Random Bots. It is also important to highlight that they achieved some solo victories
despite the strict year limit. At these versions, the algorithm used for sorting (see Version 5 of MCTS_Agent
at Section 3.5) each node’s actions list made the MCTS method efficient.
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4.1.2. MCTS_Agents against Dumb Bots

D-Brane vs DumbBots:

The following table (Figure 21) presents how D-Brane behaves against DumbBots. We observe that it
diminishes this opponent as well. This figure will be used for comparison in the sense that we would like
to see MCTS_Agent achieve similar enrollment against DumbBots. As we will see in the following tables,
with these settings (playing 5 year games against DumbBot) we observe no Solo Victories.

Supply Centers | Points Average Rank

‘D-Brane’ 165 (av.=5.5) | 35(av.=1.167) | 2.183

‘DumbBot 2’ 116 (av. =|31(av.=1.033) | 4.0
3.867)

‘DumbBot 3’ 113 (av. =|35(av.=1.167) | 3.917
3.767)

‘DumbBot 1’ 109 (av. =|33(av.=1.1) 4.333
3.633)

‘DumbBot 4’ 105 (av. =3.5) 35(av.=1.167) | 4.4

‘DumbBot 5’ 103 (av. =|33(av.=1.1) 4317
3.433)

‘DumbBot 6’ 97 (av.=3.233) | 33 (av.=1.1) 4.85

Figure 21: D-Brane vs DumbBots. Average over 30 games.
MCTS_AgentV1 vs DumbBots

Version 1 of the MCTS_Agent does not manage to outplay DumbBot. DumbBot is a quite competitive
agent and it takes more than a simple greedy heuristic to be outplayed.

Supply Centers | Points Average Rank

‘DumbBot 2’ 127 (av. =|37(av.=1.233) | 3.6
4.233)

‘DumbBot 3’ 126 (av. =4.2) 33 (av.=1.1) 3.483

‘DumbBot 1’ 119 (av. =|37(av.=1.233) | 4.783
3.967)

‘DumbBot 4’ 112  (av. =|37(av.=1.233) | 4.2
3.733)

‘DumbBot 5’ 108 (av. =3.6) 33 (av.=1.1) 4.0

‘MCTS_Agent’ 96 (av. = 3.2) 37 (av. =1.233) | 4.567

‘DumbBot 6’ 95 (av.=3.167) | 29 (av.=0.967) | 4.367

Figure 22: MCTS_Agent V1 vs DumbBots. Average over 30 games.




MCTS_AgentV2 vs DumbBots

Version 2 of the MCTS_Agent behaves similarly to version 1.

Supply Centers | Points Average Rank
‘DumbBot 2’ 130 (av. =]|32(av.=1.067) | 3.567
4.333)
‘DumbBot 3’ 120 (av. =4.0) 34 (av.=1.133) | 3.733
‘DumbBot 1’ 120 (av. =4.0) 34 (av.=1.133) | 3.833
‘DumbBot 4’ 114 (av. = 3.8) 32 (av.=1.067) | 3.75
‘DumbBot 5’ 107 (av. =|32(av.=1.067) | 4.15
3.567)
‘MCTS_Agent’ 101 (av. =|34(av.=1.133) | 4.483
3.367)
‘DumbBot 6’ 97 (av.=3.233) | 32 (av.=1.067) | 4.483

Figure 23: MICTS_Agent V2 vs DumbBots. Average over 30 games.

MCTS_AgentV3 vs DumbBots
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Version 2 of the MCTS_Agent does not behave differently from the previous versions of MCTS_Agent. It

is still outplayed by DumbBot.

Supply Centers | Points Average Rank
‘DumbBot 2’ 135 (av. =4.5) 33 (av.=1.1) 3.2
‘DumbBot 3’ 124 (av. =|33(av.=1.1) 3.617
4.133)
‘DumbBot 1’ 112 (av. =|31(av.=1.033) | 4.0
3.733)
‘DumbBot 4’ 111 (av. =3.7) 29 (av.=0.967) | 4.0
‘DumbBot 5’ 108 (av. =3.6) 33 (av.=1.1) 3.983
‘DumbBot 6’ 101 (av. =|33(av.=1.1) 4.517
3.367)
‘MCTS_Agent’ 95 (av. =3.167) | 33 (av.=1.1) 4.683

Figure 24: MCTS_Agent V3 vs DumbBots. Average over 30 games.




MCTS_AgentV4 vs DumbBots
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Here we also observe no significant differences in performance for this agent version, as compared to the

previous ones.

Supply Centers | Points Average Rank

‘DumbBot 2’ 130 (av. =|36(av.=1.2) 3.55
4.333)

‘DumbBot 3’ 122 (av. =|34(av.=1.133) | 3.617
4.067)

‘DumbBot 1’ 122 (av. =| 34 (av.=1.133) | 3.75
4.067)

‘DumbBot 4’ 114 (av.=3.8) | 36(av.=1.2) 4.017

‘DumbBot 5’ 111 (av.=3.7) 34 (av.=1.133) | 3.967

‘DumbBot 6’ 106 (av. =|30(av.=1.0) 4.167
3.533)

‘MCTS_Agent’ 93 (av.=3.1) 36 (av.=1.2) 4.933

Figure 25: MICTS_Agent V4 vs DumbBots. Average over 30 games.

MCTS_AgentV5 vs DumbBots

Finally, this version of our MCTS_Agent manages to outperform the DumbBot agents. The results listed in

this table will be used to compare between D-Brane and MCTS_Agent dominance over DumbBot.

Supply Centers | Points Average Rank

‘MCTS_Agent’ 150 (av. = 5.0) 33 (av.=1.1) 3.067

‘DumbBot 2’ 124 (av. =|37(av.=1.233) | 3.85
4.133)

‘DumbBot 3’ 124 (av. =|35(av.=1.167) | 3.817
4.133)

‘DumbBot 1’ 116 (av. =37 (av.=1.233) | 4.133
3.867)

‘DumbBot 4’ 116 (av. =|33(av.=1.1) 4.25
3.867)

‘DumbBot 5’ 105 (av. =3.5) 33 (av.=1.1) 4.283

‘DumbBot 6’ 104 (av. =|37(av.=1.233) |46
3.467)

Figure 26: MCTS_Agent V5 vs DumbBots. Average over 30 games.
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MCTS_AgentV6 vs DumbBots

Version 6 of MCTS_Agent also outperforms DumbBot. However, we see a slight improvement with respect
to the performance of Version 5 of MCTS_Agent when facing DumbBots (see Figure 26).

Supply Centers | Points Average Rank
‘MCTS_Agent’ 156 (av. =5.2) 33 (av.=1.1) 2,783
‘DumbBot 2’ 132 (av. = 4.4) 35(av.=1.167) | 3.8
‘DumbBot 3’ 125 (av. =|33(av.=1.1) 4,067
4.167)
‘DumbBot 1’ 122 (av. =|33(av.=1.1) 3,667
4.067)
‘DumbBot 4’ 103 (av. =|35(av.=1.167) |4.7
3.433)
‘DumbBot 5’ 102 (av.=3.4) 35(av.=1.167) | 4.4
‘DumbBot 6’ 102 (av.=3.4) |31 (av.=1.033) | 4.583

Figure 27: MICTS_Agent V6 vs DumbBots. Average over 30 games.

MCTS_AgentV7 vs DumbBots

Versions 7 of MCTS_Agent also outperforms DumbBot. However, we can see both in terms of the Average
Rank and of Supply Centers won, that there is a slight deterioration with respect to the performance of
Versions 5 and 6 of the MCTS_Agent when facing DumbBots.

Supply Centers | Points Average Rank

‘MCTS_Agent’ 145 (av. =|33(av.=1.1) 3.167
4.833)

‘DumbBot 2’ 127 (av. =| 33 (av.=1.1) 3.583
4.233)

‘DumbBot 3’ 119 (av. =|33(av.=1.1) 4.017
3.967)

‘DumbBot 1’ 115 (av. =|31(av.=1.033) | 4.283
3.833)

‘DumbBot 4’ 114 (av.=3.8) 31 (av.=1.033) | 4.05

‘DumbBot 5’ 105 (av. =3.5) 31 (av.=1.033) | 4.45

‘DumbBot 6’ 102 (av. =3.4) 33 (av.=1.1) 4.45

Figure 28: MICTS_Agent V7 vs DumbBots. Average over 30 games.
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MCTS_AgentV8 vs DumbBots

At Version 8 of MCTS_Agent we observe a slight improvement in its performance in terms of Supply
Centers occupied, compared to the previous versions.

Supply Centers | Points Average Rank

‘MCTS_Agent’ 157 (av. =|35(av.=1.167) | 2,867
5.233)

‘DumbBot 2’ 134 (av. =|37(av.=1.233) |3.367
4.467)

‘DumbBot 3’ 113  (av. =|35(av.=1.167) | 4,2
3.767)

‘DumbBot 1’ 112 (av. = | 35(av.=1.167) | 4.3
3.733)

‘DumbBot 4’ 111 (av.=3.7) | 35(av.=1.167) | 4.283

‘DumbBot 5’ 109 (av. =|35(av.=1.167) | 4.25
3.633)

‘DumbBot 6’ 94 (av.=3.133) | 33 (av.=1.1) 4.733

Figure 29: MICTS_Agent V8 vs DumbBots. Average over 30 games.

Comparative Results versus DumbBots
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Figure 30: versions of the MCTS_Agent and D-Brane vs DumbBot. Performance according to the SCagent — SCpumbsot Metric.
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Each of the values shown on the bars in the figure corresponds to the value of the following metric:
Scagent — SCbumbgot ’

where SCagent is the average number of Supply Centers that the agent (MCTS_Agent or D-Brane) owns at
a game and

SCoumbsot iS the average number of Supply Centers that DumbBot owns at a game (when there are more
than one DumbBots we take the mean value).

First thing we observe is that the first 4 versions of MCTS_Agent are outplayed by DumbBot. Then we see
that versions 5, 6, 7 and 8 clearly outperform DumbBot but score less than D-Brane. DumbBot is a
competitive agent so we do not see the same expansion rate as we saw when MCTS_Agents played against
RandomBots. That is why MCTS_Agent has a better score than D-Brane in Figure 20 and worse score at
Figure 30.

4.1.3. MCTS_Agents against D-Brane

In this section, we present results on how our agents fare against facing D-Brane. To this purpose, we ran
tournaments where our agents face different number of D-Brane agents, DumbBots, and RandomBots.

Our results show that the first four versions of our agents do not do well, as was expected given our
previous observations. For this reason, the number of experiments we present for the first four versions
against D-Brane is limited, when compared with the experiments we present for versions 5, 6, 7, and 8.

We see that for agent versions 1,2,3,4, the MCTS algorithm cannot find any competitive move to make. It
outperforms random bot due to the pruning method that obliges the agent to attack any Supply Center

next to it. If there is not a Supply Center near to it, then it moves quite randomly.

However, the situation changes drastically for agents 5, 6, 7 and 8, as we show in Sections 4.1.3.5, 4.1.3.6,
4.1.3.7 and 4.1.3.8 respectively.

4.1.3.1. Version 1:

Supply Centers | Points Average Rank
‘D-Brane 1' 268 (av. =|46(av.=1.533) | 1.617

8.933)
'D-Brane 0' 260 (av. =|46(av.=1.533) | 1.95

8.667)
‘MCTS_Agent’ 141 (av. =4.7) 46 (av. =1.533) | 3.35
'RandomNegotiator 5' 86 (av.=2.867) | 42 (av.=1.4) 5.017
'RandomNegotiator 4' 83 (av.=2.767) | 36 (av.=1.2) 5.2
'RandomNegotiator 3' 71 (av.=2.367) | 34 (av.=1.133) | 5.35
'RandomNegotiator 6' 70 (av.=2.333) | 34 (av.=1.133) | 5.517

Figure 31: MCTS_Agent V1 vs 2 D-Brane and 4 RandomBots. Average over 30 games.



4.1.3.2. Version 2:
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As it was mentioned before, Version 2 of MCTS_Agent does not have a competitive performance as it
does not outperform DumbBot.

Supply Centers | Points Average Rank
'D-Brane 4' 180 (av. = 6.0) 37 (av.=1.233) | 2.4
‘DumbBot 3’ 151 (av. =|35(av.=1.167) | 3.333
5.033)
‘DumbBot 2’ 142  (av. =|31(av.=1.033) |3.567
4.733)
‘DumbBot 1’ 128 (av. =|35(av.=1.167) | 3.817
4.267)
‘MCTS_Agent’ 114 (av. =3.8) 37 (av.=1.233) | 4.15
'RandomNegotiator 5' 81 (av.=2.7) 35(av.=1.167) | 5.5
'RandomNegotiator 6' 80 (av.=2.667) | 35(av.=1.167) | 5.233

Figure 32: MCTS_Agent V2 vs 1 D-Brane, 3 DumbBots and 2 RandomBots. Average over 30 games.

As it was expected, MCTS_Agent cannot outperform D-Brane.

Supply Centers | Points Average Rank

‘D-Brane 2' 272 (av.=9.067) | 42 (av.=1.4) 1.6

‘D-Brane 1' 257 (av.=8.567) | 42 (av.=1.4) 1.8
‘MCTS_Agent’ 141 (av. =4.7) 42 (av.=1.4) | 3.383
‘RandomNegotiator 5' 82 (av.=2.733) |42 (av.=1.4) |5.217
‘RandomNegotiator 6' 81 (av.=2.7) 36 (av.=1.2) | 5.15
'RandomNegotiator 3' 77 (av.=2.567) |28 (av. =] 5.317

0.933)
'RandomNegotiator 4' 70 (av.=2.333) |36(av.=1.2) | 5.533

Figure 33: MICTS_Agent V2 vs 2 D-Brane and 4 RandomBots. Average over 30 games.
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Version 3 of MCTS_Agent also is outperformed by DumbBot. We observe no significant difference from
the previous versions of the MCTS_Agent.

Supply Centers | Points Average Rank
'D-Brane 4' 192 (av. = 6.4) 39 (av.=1.3) 2.15
‘DumbBot 2’ 156 (av. =5.2) 37 (av.=1.233) | 3.183
‘DumbBot 3’ 150 (av. =5) 39 (av.=1.3) 3.7
‘DumbBot 1’ 145 (av. =37 (av.=1.233) | 3.383

4.833)
‘MCTS_Agent’ 112 (av. =|39(av.=1.3) 4.233

3.733)
‘RandomNegotiator 5' 73 (av.=2.433) | 33 (av.=1.1) 5.6
'RandomNegotiator 6' 65 (av.=2.167) | 27 (av.=0.9) 5.75

Figure 34: MCTS_Agent V3 vs 1 D-Brane, 3 DumbBots and 2 RandomBots. Average over 30 games.

Playing against more RandomBots makes the MCTS_Agent occupy more Supply Centers than, for example,
in Figure 34. However, it is still diminished by D-Brane.

Supply Centers | Points Average Rank
'D-Brane 1' 284 (av.=9.467) | 46 (av. =|1.6
1.533)
‘D-Brane 2' 257 (av.=8.567) | 46 (av. = 1.833
1.533)
‘MCTS_Agent’ 137 (av. =46 (av. =|3.783
4.567) 1.533)
‘RandomNegotiator 4' 100 (av.=3.333) | 42 (av.=1.4) | 4.733
'RandomNegotiator 3' 85(av.=2.833) |35 (av. =4.883
1.167)
'RandomNegotiator 5' 72 (av.=2.4) 35 (av. =]5.383
1.167)
'RandomNegotiator 6' 60 (av. = 2.0) 31 (av. =]5.783
1.033)

Figure 35: MICTS_Agent V3 vs 2 D-Brane and 4 RandomBots. Average over 30 games.
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Version 4 of MCTS_Agent is not able to outperform DumbBot. There is no significant difference from the

previous versions.

Supply Centers | Points Average Rank
'D-Brane 4' 212 (av. =|42(av.=1.4) 1.983
7.067)
‘DumbBot 3’ 187 (av. =|42(av.=1.4) 2.417
6.233)
‘DumbBot 2’ 135 (av. =4.5) 42 (av.=1.4) 3.7
‘DumbBot 1’ 134 (av. =|40(av.=1.333) | 3.85
4.467)
‘MCTS_Agent’ 111 (av. = 3.7) 42 (av. =1.4) 4.45
'RandomNegotiator 5' 70 (av.=2.333) | 32 (av.=1.067) | 5.517
'RandomNegotiator 6' 58 (av.=1.933) | 30 (av.=1.0) 6.083

Figure 36: MICTS_Agent V4 vs 1 D-Brane, 3 DumbBots and 2 RandomBots. Average over 30 games.

Again, the MCTS_Agent is clearly outperformed by D-Brane.

Supply Centers | Points Average Rank
'D-Brane 2' 274 (av.=9.133) | 46 (av. =|1.75
1.533)
‘D-Brane 1' 268 (av.=8.933) | 46 (av. = 1.817
1.533)
‘MCTS_Agent’ 143 (av. =46 (av. =] 3.467
4.767) 1.533)
‘RandomNegotiator 3' 87 (av.=2.9) 42 (av.=1.4) | 4.85
'RandomNegotiator 5' 75 (av. = 2.5) 38 (av. =15.2
1.267)
'RandomNegotiator 6' 67 (av.=2.233) |38 (av. =] 5.467
1.267)
'RandomNegotiator 4' 66 (av.=2.2) 30(av.=1.0) | 5.45

Figure 37: MCTS_Agent V4 vs 2 D-Brane and 4 RandomBots. Average over 30 games.
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4.1.3.5. Version 5:

The implementation of the weight system at the action selection part of the algorithm see Section 3.5),
made the agent iterate through the most promising nodes first, and then look at the others. For the first
time, we outperform DumbBot and we have a competitive algorithm against D-Brane.

Supply Centers | Points Average Rank

‘MCTS_Agent’ 220 (av. =|37(av.=1.233) | 2.2
7.333)

'D-Brane 4' 209 (av. =| 37 (av.=1.233) | 2.233
6.967)

‘DumbBot 2’ 161 (av. =37 (av.=1.233) | 3.367
5.367)

‘DumbBot 1’ 139 (av. =|37(av.=1.233) | 3.65
4.633)

’RandomNegotiator 3’ 78 (av. =2.6) 33 (av.=1.1) 5.5

‘RandomNegotiator 5' 76 (av.=2.533) | 33 (av.=1.1) 5.433

‘RandomNegotiator 6' 76 (av.=2.533) | 27 (av.=0.9) 5.617

Figure 38: MCTS_Agent V5 vs 1 D-Brane, 2 DumbBots and 3 RandomBots. Average over 30 games.

This table confirms that Version 5 of MCTS_Agent is a competitive agent. it shows a descent result when
playing against 3 D-Brane agents.

Supply Centers | Points Average Rank
'D-Brane 2' 211 (av.=7.033) | 44 (av. = 2.567
1.467)
‘MCTS_Agent’ 203 (av. =44 (av. =]2.617
6.767) 1.467)
'D-Brane 1' 203 (av.=6.767) | 44 (av. =|2.8
1.467)
'‘D-Brane 3' 202 (av.=6.733) | 44 (av. =] 2.683
1.467)
'RandomNegotiator 5' 70 (av.=2.333) | 27(av.=0.9) | 5.517
'RandomNegotiator 3' 63 (av.=2.1) 35 (av. =]5.817
1.167)
'RandomNegotiator 4' 60 (av. = 2.0) 29 (av. =16.0
0.967)

Figure 39: MCTS_Agent V5 vs 3 D-Brane and 3 RandomBots. Average over 30 games.
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This setting includes 2 DumbBots and 1 RandomBot in the place of the 3 RandomBots that we saw in the
previous table (see Figure 39). DumbBot is a competitive agent that makes it difficult for the other agents
to expand. We observe that both D-Brane’s and MCTS_Agent’s performance is worse than it was in the
previous table.

Supply Centers Points Average Rank

'D-Brane 2' 175 (av.=5.833) | 35 (av. =1 2.917
1.167)

'D-Brane 1' 175(av.=5.833) |35 (av. =|3.283
1.167)

'D-Brane 3' 171 (av. =5.7) 35 (av. =3.083
1.167)

‘MCTS_Agent’ 159 (av. = 5.3) 35 (av. =]3.533
1.167)

‘DumbBot 2’ 133 (av.=4.467) | 31 (av. = | 4.467
1.033)

‘DumbBot 1’ 113 (av.=3.767) | 33 (av.=1.1) 4.667

‘RandomNegotiator 6' 67 (av.=2.233) |31 (av. =]6.05
1.033)

Figure 40: MICTS_Agent V5 vs 3 D-Brane, 2 DumbBots and 1 RandomBot. Average over 30 games.

We see that when we play against many competitive agents (many D-Branes and many DumbBots for this
experiment), it worsens our results. This is clearer in Figure 41 below.

Supply Centers | Points Average Rank

'D-Brane 2' 169 (av.=5.633) | 35 (av. = 3.233
1.167)

‘D-Brane 1' 166 (av.=5.533) | 35 (av. = 3.283
1.167)

‘D-Brane 3' 157 (av.=5.233) | 35 (av. = 3.417
1.167)

‘D-Brane 4' 152 (av.=5.067) | 35 (av. = 3.817
1.167)

‘D-Brane 5' 151 (av.=5.033) | 35 (av. = 3.983
1.167)

‘MCTS_Agent’ 138 (av. = 4.6) 35 (av. =]4.217
1.167)

DumbBot 6' 81 (av.=2.7) 25 (av. =]6.05
0.833)

Figure 41: MCTS_Agent V5 vs 5 D-Brane and 1 DumbBot. Average over 30 games.
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The MCTS performance also deteriorates when MCTS_Agent plays against itself (Figures 42 and 43).
Multiple instances of competitive agents decrease the performance of the MCTS_Agent against D-Brane.

Supply Centers | Points Average Rank
'D-Brane 0' 180 (av. = 6.0) 34 (av. =|2.617
1.133)
‘MCTS_Agent 1’ 171 (av. =5.7) 34 (av. =|3.217
1.133)
‘MCTS_Agent 2’ 159 (av. =5.3) 34 (av. =]3.533
1.133)
‘MCTS_Agent 3’ 151 (av. =34 (av. =]3.617
5.033) 1.133)
'DumbBot 4' 136 (av.=4.533) | 30 (av. = 1.0) | 4.117
‘DumbBot 5' 135 (av. =4.5) 34 (av. =435
1.133)
‘RandomNegotiator 6’ 63 (av.=2.1) 30 (av.=1.0) | 6.55

Figure 42: 3 MICTS_Agent V5 vs 1 D-Brane, 2 DumbBots and 1 RandomBot. Average over 30 games.

However, notice that when we have 5 MCTS_AgentsV5 in the tournament, they clearly outperform their
opponents, including D-Brane (Figure 43).

Supply Centers | Points Average Rank
‘MCTS_Agent 1’ 164 (av. =|35 (av. =]|3.417
5.467) 1.167)
‘MCTS_Agent 2’ 159 (av. =5.3) 35 (av. =]3.517
1.167)
‘MCTS_Agent 3’ 153 (av. =5.1) 35 (av. =]3.55
1.167)
‘MCTS_Agent 4’ 153 (av. = 5.1) 35 (av. =]3.917
1.167)
‘D-Brane 0' 151 (av.=5.033) | 35 (av. = 3.867
1.167)
‘MCTS_Agent 5’ 146 (av. =|35 (av. =|4.067
4.867) 1.167)
'DumbBot 6' 90 (av. = 3.0) 27 (av.=0.9) | 5.667

Figure 43: 5 MCTS_Agent V5 vs 1 D-Brane and 1 DumbBot. Average over 30 games.
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In the following table we observe the odd result that in spite of the fact that MCTS_AgentV6 occupies
more Supply Center than D-Brane, D-brane achieved one Solo Victory when MCTS_AgentV6 achieved

none.
Supply Centers | Points Solo Victories | Average Rank
'D-Brane 4' 228 (av.=7.6) 53(av.=1.767) | 1 (av. =22
0.0167)
‘MCTS_Agent’ 251 (av. =|41(av.=1.367) | O(av.=0.0) 1.85
8.367)
‘DumbBot 2’ 151 (av. = |41(av.=1.367) |0 (av.=0.0) 3.4
5.033)
‘DumbBot 1’ 133 (av. = |41(av.=1.367) |0 (av.=0.0) 3.817
4.433)
“‘RandomNegotiator 3’ 68 (av.=2.267) | 29 (av.=0.967) | 0 (av.=0.0) 5.433
'RandomNegotiator 5' 64 (av.=2.133) | 33 (av.=1.1) 0 (av.=0.0) 5.517
'RandomNegotiator 6' 61 (av.=2.033) | 33 (av.=1.1) 0 (av.=0.0) 5.783

Figure 44: MICTS_Agent V6 vs 1 D-Brane 2 DumbBots and 3 RandomBots. Average over 30 games.

As it was expected, increasing the number of D-Brane opponents weakens MCTS_Agent performance.

Supply Centers | Points Average Rank

‘D-Brane 2' 190(av.=6.333) | 41 (av. =] 2.65
1.367)

‘D-Brane 1' 178 (av.=5.933) | 41 (av. =] 3.067
1.367)

‘MCTS_Agent’ 174 (av. =5.8) 41 (av. =|3.167
1.367)

‘D-Brane 3' 169 (av.=5.633) | 41 (av. = 3.233
1.367)

‘DumbBot 2’ 116 (av.=3.867) | 37 (av. = 4.633
1.233)

‘DumbBot 1’ 110(av.=3.667) | 35 (av. =] 4.75
1.167)

'RandomNegotiator 6' 52 (av.=1.733) | 27(av.=0.9) | 6.5

Figure 45: MCTS_Agent V6 vs 3 D-Brane, 2 DumbBots and 1 RandomBot. Average over 30 games.
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This table shows an interesting result because playing against 3 RandomBots instead of just 1, makes the
MCTS_AgentV6 improve its performance.

Supply Centers | Points Average Rank
‘MCTS_Agent’ 451 (av. =|94 (av. =|2.417
7.517) 1.567)
'D-Brane 2' 410(av.=6.833) | 94 (av. = 2.634
1.567)
'D-Brane 1' 410(av.=6.833) | 94 (av. = 2.659
1.567)
'D-Brane 3' 412 (av.=6.867) | 94 (av. =|2.567
1.567)
'RandomNegotiator 4' 96 (av. =1.6) 59 (av.=0.98) | 6.025
'RandomNegotiator 5' 114 (av.=1.9) 63 (av.=1.05) | 5.85
'RandomNegotiator 6' 122 (av.=2.033) | 75 (av.=1.25) | 5.9

Figure 46: MICTS_Agent V6 vs 3 D-Brane and 3 RandomBots. Average over 30 games.

As it was expected, playing against 5 D-Brane opponents weakens MCTS_Agent performance.

Supply Centers | Points Average Rank
'D-Brane 2' 181 (av.=6.033) | 35 (av. =|2.933
1.167)
‘D-Brane 1' 162 (av. =5.4) 35 (av. =3.417
1.167)
‘D-Brane 3' 157 (av.=5.233) | 35 (av. =] 3.45
1.167)
‘D-Brane 4' 155(av.=5.167) | 35 (av. = 3.633
1.167)
'D-Brane 5' 149 (av.=4.967) | 35 (av. =14.0
1.167)
‘MCTS_Agent’ 142 (av. =35 (av. =]4.05
4.733) 1.167)
‘DumbBot 6' 71(av.=2.367) |25 (av. =|6.517
0.833)

Figure 47: MCTS_Agent V6 vs 5 D-Brane and 1 DumbBot. Average over 30 games.



In this table, the results do not let us decide if D-Brane clearly outperforms MCTS_AgentV6.

Supply Centers | Points Average Rank
‘MCTS_Agent 1’ 176 (av. =32 (av. =]3.215
5.867) 1.067)
'D-Brane 0' 168 (av. =5.6) 32 (av. =] 3.067
1.067)
‘MCTS_Agent 2’ 161 (av. =(32 (av. =]3.433
5.367) 1.067)
‘MCTS_Agent 3’ 157 (av. =(32 (av. =]3.25
5.233) 1.067)
'DumbBot 4' 137 (av.=4.567) [ 32 (av. =|4.1
1.067)
‘DumbBot 5' 128 (av.=4.267) | 30 (av.=1.0) | 4.483
‘RandomNegotiator 6’ 69 (av. = 2.3) 30 (av.=1.0) | 6.517

Figure 48: 3 MICTS_Agent V6 vs 1 D-Brane, 2 DumbBots and 1 RandomBot. Average over 30 games.
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As in the previous table, we see that MCTS_AgentV6 has a comparable performance to that of D-Brane.

Supply Centers | Points Average Rank
‘MCTS_Agent 1’ 161 (av. =32 (av. =|3.55
5.367) 1.067)
‘MCTS_Agent 2’ 158 (av. =32 (av. =] 3.467
5.267) 1.067)
‘MCTS_Agent 3’ 149 (av. =32 (av. =|3.683
4.967) 1.067)
‘D-Brane 0' 148 (av.=4.933) | 32 (av. = 3.767
1.067)
‘MCTS_Agent 4’ 147 (av. = 4.9) 32 (av. =|3.85
1.067)
‘MCTS_Agent 5’ 146 (av. ={32 (av. =|4.45
4.867) 1.067)
‘DumbBot 6' 108 (av. =3.6) 28 (av. =15.233
0.933)

Figure 49: 5 MCTS_Agent V6 vs 1 D-Brane and 1 DumbBot. Average over 30 games.
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In this table we see again a competitive performance to D-Brane. We observe no significant differences
to the performance of Versions 5 and 6 of MCTS_Agent.

Supply Centers | Points Average Rank

‘MCTS_Agent’ 229 (av. =|39(av.=1.3) 2.067
7.633)

'D-Brane 4' 205 (av. =]39(av.=1.3) 2.45
6.833)

‘DumbBot 2’ 170  (av. =[39(av.=1.3) 2.917
5.667)

‘DumbBot 1’ 148 (av. =|39(av.=1.3) 3.617
4.933)

“‘RandomNegotiator 3’ 81 (av.=2.7) 37 (av.=1.233) | 54

‘RandomNegotiator 5' 68 (av.=2.267) | 33 (av.=1.1) 5.65

'RandomNegotiator 6' 61 (av.=2.033) | 29 (av.=0.967) | 5.9

Figure 50: MICTS_Agent V7 vs 1 D-Brane, 2 DumbBots and 3 RandomBots. Average over 30 games.

This table shows a quite surprising result. This is the only version of MCTS_Agent that outperforms D-

Brane in a 1 vs 3 tournament.

Supply Centers | Points Average Rank
‘MCTS_Agent’ 18 (av. =43 (av. =|2.85
6.267) 1.433)
‘D-Brane 2' 181 (av.=6.033) | 43 (av. =] 3.167
1.433)
‘D-Brane 1' 178 (av.=5.933) | 43 (av. =] 3.067
1.433)
'‘D-Brane 3' 176 (av.=5.867) | 43 (av. =13.0
1.433)
‘DumbBot 2’ 116 (av.=3.867) | 39 (av.=1.3) | 4.55
‘DumbBot 1’ 101 (av.=3.367) | 35 (av. = 4.933
1.167)
'RandomNegotiator 6' 50 (av.=1.667) |27 (av.=0.9) | 6.433

Figure 51: MCTS_Agent V7 vs 3 D-Brane, 2 DumbBots and 1 RandomBot. Average over 30 games.
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As in Figure 46, we see that many weak opponents (RandomBots in our case) improves our performance.

Supply Centers | Points Average Rank

‘MCTS_Agent’ 222 (av.=7.4) 43 (av. 2.483
1.433)

'D-Brane 2' 218 (av.=7.267) | 43 (av. 2.533
1.433)

'D-Brane 1' 201 (av. =6.7) 43  (av. 3.033
1.433)

'D-Brane 3' 197 (av.=6.567) | 43 (av. 2.817
1.433)

'RandomNegotiator 4' 60 (av. = 2.0) 35 (av. 5.617
1.167)

‘RandomNegotiator 5' 58 (av.=1.933) |23 (av. 5.85
0.767)

‘RandomNegotiator 6' 52 (av.=1.733) |31 (av. 5.9
1.033)

Figure 52: MICTS_Agent V7 vs 3 D-Brane. Average over 30 games.

As it was expected, playing against 5 D-Brane opponents weakens MCTS_Agent performance.

Supply Centers | Points Average Rank

'D-Brane 2' 163 (av.=5.433) | 32  (av. 3.4
1.067)

'D-Brane 1' 163 (av.=5.433) | 32  (av. 3.433
1.067)

'D-Brane 3' 152 (av.=5.067) | 32  (av. 3.633
1.067)

'D-Brane 4' 151 (av.=5.033) | 32  (av. 4.0
1.067)

'D-Brane 5' 146 (av.=4.867) | 32  (av. 3.737
1.067)

‘MCTS_Agent’ 132 (av. = 4.4) 30 (av.=1.0) | 4.283

DumbBot 6' 108 (av. =3.6) 30 (av.=1.0) | 5.483

Figure 53: MICTS_Agent V7 vs 5 D-Brane and 1 DumbBot. Average over 30 games.
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Again, we see a performance comparable to that of D-Brane, although not able to outperform it.

Supply Centers | Points Average Rank
‘MCTS_Agent 1’ 184 (av. =|35 (av. =] 2.667
6.133) 1.167)
'D-Brane 0' 177 (av. =5.9) 35 (av. =12.85
1.167)
‘MCTS_Agent 2’ 169 (av. =(35 (av. =]3.233
5.633) 1.167)
‘MCTS_Agent 3’ 160 (av. =(35 (av. =135
5.333) 1.167)
'DumbBot 4' 117 (av.=3.9) [35 (av. = |4.517
1.167)
‘DumbBot 5' 111 (av.=3.7) 33(av.=1.1) | 4.9
‘RandomNegotiator 6’ 62 (av.=2.067) |32 (av. =]6.333
0.833)

Figure 54: 3 MICTS_Agent V7 vs 1 D-Brane, 2 DumbBots and 1 RandomBot. Average over 30 games.

Version 7 of MCTS_Agent has the worst performance compared to the other versions of the MCTS_Agent
when playing 5 vs 1 tournaments.

Supply Centers | Points Average Rank
‘D-Brane 0' 163 (av.=5.433) | 34 (av. = 3.083
1.133)
‘MCTS_Agent 1’ 160 (av. =(34 (av. =3.483
5.333) 1.133)
‘MCTS_Agent 2’ 155 (av. =(34 (av. =|3.817
5.167) 1.133)
‘MCTS_Agent 3’ 151 (av. ={34 (av. =|3.65
5.033) 1.133)
‘MCTS_Agent 4’ 149 (av. ={34 (av. =|4.083
4.967) 1.133)
‘MCTS_Agent 5’ 142 (av. ={34 (av. =41
4.733) 1.133)
'DumbBot 6' 93 (av.=3.1) 26 (av. =15.783
0.867)

Figure 55: 5 MICTS_Agent V7 vs 1 D-Brane and 1 DumbBot. Average over 30 games.
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The results from the table below show that Version 8 of the MCTS_Agent exhibits a better performance

than the previous versions, when playing against 1 D-Brane, in terms of Supply Centers won.

Supply Centers | Points Average Rank
‘MCTS_Agent’ 235 (av. =|40(av.=1.333)|2.0
7.833)
'D-Brane 4' 202 (av. =|40(av.=1.333) | 2.35
6.733)
‘DumbBot 2’ 144 (av.=4.8) |40 (av.=1.333) | 3.7
‘DumbBot 1’ 139 (av. =|38(av.=1.267) | 3.65
4.633)
‘RandomNegotiator 3’ 81 (av.=2.7) 36 (av. =1.2) 5.317
'RandomNegotiator 5' 75 (av. = 2.5) 38 (av.=1.267) | 5.467
‘RandomNegotiator 6' 67 (av.=2.233) | 28 (av.=0.933) | 5.517

Figure 56: MCTS_Agent V8 vs 1 D-Brane, 2 DumbBots and 3 RandomBots. Average over 30 games.

The results from the table in Figure 57 below show that Version 8 of the MCTS_Agent has an inferior

performance than that of the previous versions of the MCTS_Agent when playing against 3 D-Branes.

Supply Centers | Points Average Rank
'D-Brane 2' 194 (av.=6.467) | 41 (av. = 2.633
1.367)
'D-Brane 1' 184 (av.=6.133) | 41 (av. =12.8
1.367)
'D-Brane 3' 176 (av.=5.867) | 41 (av. =] 2.95
1.367)
‘MCTS_Agent’ 157 (av. =| 39 (av.=1.3) 3.617
5.233)
‘DumbBot 2’ 114 (av.=3.8) 33(av.=1.1) | 4.617
‘DumbBot 1’ 107 (av.=3.567) | 39 (av.=1.3) | 5.167
'RandomNegotiator 6' 63 (av.=2.1) 29 (av. =16.217
0.967)

Figure 57: MCTS_Agent V8 vs 3 D-Brane, 2 DumbBots and 1 RandomBot. Average over 30 games.
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As in the previous versions of the MCTS_Agent, playing against 5 D-Brane opponents weakens

MCTS_Agent performance.

Supply Centers | Points Average Rank

'D-Brane 2' 174 (av. =5.8) 37 (av. =13.133
1.233)

'D-Brane 1' 167 (av.=5.567) | 37 (av. =] 3.45
1.233)

'D-Brane 3' 162 (av. =5.4) 37 (av. =13.417
1.233)

'D-Brane 4' 152 (av.=5.067) | 37 (av. =|3.733
1.233)

‘D-Brane 5' 152 (av.=5.067) | 37 (av. = 3.983
1.233)

‘MCTS_Agent’ 138 (av. = 4.6) 37 (av. =]4.133
1.233)

DumbBot 6' 67 (av.=2.233) |23 (av. =]6.15
0.767)

Figure 58: MICTS_Agent V8 vs 5 D-Brane and 1 DumbBot. Average over 30 games.

This table shows that the performance of Version 8 of the MCTS_Agent is comparable to that of D-Brane.

Supply Centers | Points Average Rank
‘MCTS_Agent 1’ 185 (av. =|36(av.=1.2) | 2.617
6.167)
‘MCTS_Agent 2’ 170 (av. =|36(av.=1.2) | 3.017
5.667)
'D-Brane 0' 168 (av. =5.6) 36 (av.=1.2) | 3.133
‘MCTS_Agent 3’ 163 (av. =|36(av.=1.2) | 3.35
5.433)
'DumbBot 4' 122 (av.=4.067) | 34 (av. =|4.5
1.133)
‘DumbBot 5' 120 (av. =4.0) 34 (av. =475
1.133)
‘RandomNegotiator 6’ 54 (av.=1.8) 26 (av. =]6.633
0.867)

Figure 59: 3 MICTS_Agent V8 vs 1 D-Brane, 2 DumbBots and 1 RandomBot. Average over 30 games.
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Again, this table shows that the performance of Version 8 of the MCTS_Agent is comparable to that of D-
Brane. However, it is confirmed that playing against many competitive agents (in this case many
MCTS_Agents) weakens the MCTS_Agent’s performance.

Supply Centers | Points Average Rank
‘MCTS_Agent 1’ 174 (av. = 5.8) 35 (av. =]3.083
1.167)
‘MCTS_Agent 2’ 159 (av. = 5.3) 35 (av. =]3.467
1.167)
'D-Brane 0' 153 (av. =5.1) 35 (av. =|3.817
1.167)
‘MCTS_Agent 3’ 149 (av. ={35 (av. =]3.65
4.933) 1.167)
‘MCTS_Agent 4’ 140 (av. =35 (av. =4.083
4.667) 1.167)
‘MCTS_Agent 5’ 135 (av. = 4.5) 35 (av. =141
1.167)
'DumbBot 6' 99 (av.=3.3) 27 (av.=0.9) 5.824

Figure 60: 5 MCTS_Agent V8 vs 1 D-Brane and 1 DumbBot. Average over 30 games.

With these experiments we complete a systematic set of experiments that will help us draw some
conclusions regarding the performance of the versions 5, 6, 7 and 8 of MCTS_Agent. Each MCTS_Agent
has played against 1, 3 and 5 D-Brane agents and D-Brane has played against 1, 3 and 5 MCTS_Agents of
each version.
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4.2. Comparative Results

The figures of this section will help us compare the most promising of our agents (versions 5, 6, 7 and 8)
with each other and with D-Brane. Figures 61 and 62 show how our agents perform against one (1), three
(3) and five (5) D-Brane agents. Figures 63 and 64 show how D-Brane agent performs against one (1), three
(3) and five (5) of our agents.

Average SCs: MCTS_Agent vs #D-Brane
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-0.5
-1
1o 1 D-Brane 3 D-Branes 5 D-Branes
B MCTS_Agent V5 0.366 -0.489 -0.7
M MCTS_Agent V6 0.767 -0.166 -0.627
B MCTS_Agent V7 0.8 0.323 -0.767
B MCTS_Agent V8 11 -0.923 -0.78

Figure 61: One MICTS_Agent vs one, three or five D-Brane agents. Subtraction of the average SCs owned by the agents at every
tournament. Average over 30 games.

Each agent has played three 30-game tournaments against one, three and five D-Branes respectively. We
chose this method of evaluation because it is important for a seven-player game to consider the quality
of the nearby opponents. There is a greater need for better strategy in order to expand when having tough
neighbors than when having RandomBots or DumbBots.

The tournaments (the three columns of the graph) are between the following agents:

e 151 MCTS_Agent, 1 D-Brane, 2 DumbBots, 3 RandomBots.
e 2":1 MCTS_Agent, 3 D-Brane, 2 DumbBots, 1 RandomBot.
e 3 1 MCTS_Agent, 5 D-Brane, 1 DumbBot, 0 RandomBots.

Each value of the graph represents the subtraction:
SCMCTS - SCDBrane ’
where SCucrs is the average number of Supply Centers that MCTS_Agent owns at a game and

SCoerane is the average number of Supply Centers that D-Brane owns at a game (when there are more than
one D-Brane agents we take the mean value).
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We observe that all MCTS_Agents beat D-Brane at one vs one tournaments, but they lose at the one vs
three and one vs five tournaments (with the exception of MCTS_AgentV7 vs three D-Branes).

Average rankings: MCTS_Agent vs #D-Brane
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OMCTS_Agent V5 0.023 -0.439 -0.67
M MCTS_Agent V6 0.35 -0.184 -0.563
B MCTS_Agent V7 0.383 0.228 -0.642
B MCTS_Agent V8 0.35 -0.643 -0.59

Figure 62: One MICTS_Agent vs one, three or five D-Brane agents. Subtraction of the average rankings achieved by the agents at
every tournament. Average over 30 games.

In Figure 62 we present more comparative results among MCTS_Agents Version 5, 6, 7 and 8. Each
MCTS_Agent has played three 30-game tournaments against one, three and five D-Branes respectively.

The tournaments (the three columns of the graph) are between the following agents:

e 151 MCTS_Agent, 1 D-Brane, 2 DumbBots, 3 RandomBots.
e 2":1 MCTS_Agent, 3 D-Brane, 2 DumbBots, 1 RandomBot.
e 3 1 MCTS_Agent, 5 D-Brane, 1 DumbBot, 0 RandomBots.

Each value of the graph represents the subtraction:
RankDBrane - RankMCTs

where Rankpgrane is the average ranking that D-Brane achieved at the tournament (when there are more
than one D-Brane agents we take the average of their average value), and

Rankwmcrs is the average ranking that MCTS_Agent achieved at the tournament
Note that Rank € [1, 7] and represents the average ranking that an agent achieved in a tournament. That
means that the closest the Rank is to 1, the better it means for the agent’s performance. So, if

Rankpgrane — Rankmcrs > 0, then MCTS_Agent has better Rank than D-Brane.

We observe that all MCTS_Agents beat D-Brane at one vs one tournaments, but they lose at the one vs
three and one vs five tournaments (with the exception of MCTS_AgentV7 vs three D-Branes). MCTS_Agent
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becomes less effective when it faces a lot of D-Brane agents. However, the difference never gets bigger
than 0.7 positions (see MCTS_AgentV5 in Figure 62).

Average SCs: #MCTS_Agent vs D-Brane
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OMCTS_Agent V5 0.366 -0.656 0.134
M MCTS_Agent V6 0.767 -0.111 0.141
B MCTS_Agent V7 0.8 -0.2 -0.386
B MCTS_Agent V8 11 0.156 -0.06

Figure 63: One D-Brane agent vs one, three or five MICTS_Agents. Subtraction of the average SCs owned by the agents at every
tournament. Average over 30 games.

In Figure 63 we present more comparative results for MCTS_Agents Version 5, 6, 7 and 8. D-Brane agent
has played a 30-game tournament against one, three and five of each version of MCTS_Agent.

The tournaments (the three columns of the graph) are between the following agents:

e 151 MCTS_Agent, 1 D-Brane, 2 DumbBots, 3 RandomBots.
e 2":3 MCTS_Agent, 1 D-Brane, 2 DumbBots, 1 RandomBot.
e 3 5MCTS_Agent, 1 D-Brane, 1 DumbBot, 0 RandomBots.

Each value of the graph represents the subtraction:
SCwmcrs — SCopgrane ,

where SCucrs is the average number of Supply Centers that MCTS_Agent owns at a game (when there are
more than one MCTS_Agents we take the mean value) and

SCoarane is the average number of Supply Centers that D-Brane owns at a game.

First, we observe that all MCTS_Agents beat D-Brane at one vs one tournaments. At 3 MCTS_Agent vs 1
D-Brane tournaments we observe that MCTS_AgentV8 slightly outperforms D-Brane. Also, at 5
MCTS_Agent vs 1 D-Brane tournaments we observe that versions 5 and 6 of the MCTS_Agent slightly
outplay D-Brane. Still we do not see significant differences from Figure 61 with respect to the agents’
relative performance.
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Average rankings: #MCTS_Agent vs D-Brane
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Figure 64: One D-Brane agent vs one, three or five MCTS_Agents. Subtraction of the average rankings achieved by the agents at
every tournament. Average over 30 games.

In Figure 64 we present more comparative results for MCTS_Agents Version 5, 6, 7 and 8, when facing
one D-Brane agent. That is, one D-Brane agent has played a 30-game tournament against one, three and
five instances of each version of MCTS_Agent.

The tournaments (the three columns of the graph) are between the following agents:

e 1%t 1 MCTS_Agent, 1 D-Brane, 2 DumbBots, 3 RandomBots.
e 2":3 MCTS_Agent, 1 D-Brane, 2 DumbBots, 1 RandomBot.
e 3":5MCTS_Agent, 1 D-Brane, 1 DumbBot, 0 RandomBots.

Each value of the graph represents the subtraction:
RankDBrane - RankMCTS
where Rankpgrane is the average ranking that D-Brane achieved at the tournament and

Rankwmcrs is the average ranking that MCTS_Agent achieved at the tournament (when there are more than
one MCTS_Agents we take the mean value).

We observe that all MCTS_Agents beat D-Brane at one vs one tournaments. At 3 MCTS_Agent vs 1 D-
Brane tournaments we observe that MCTS_AgentV8 slightly outperforms D-Brane. Also, at 5 MCTS_Agent
vs 1 D-Brane tournaments we observe that versions 5 and 8 of the MCTS_Agent slightly outperforms D-
Brane.
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4.3. Increasing the year limit and the decision-making time
In order to be certain about our conclusions, we ran some experiments with a different year limit of 10
years (20 decision-making rounds) instead of 5. First of all, we choose MCTS_AgentV8 as a quite promising
agent. In the next table (Figure 65) we see the results when facing one D-Brane and many RandomBots.
Then, in Figure 66 we see the same setting but we give more time to our agent for decision-making.

At Figure 65 we see that our MCTS_Agent clearly outperforms D-Brane in all metrics; interestingly,
achieving many Solo Victories. That confirms that, at least when the rest of the opponents are weak (for
example, RandomBots), the MCTS_Agent has a better rate of expansion than D-Brane.

Supply Centers | Points Solo Victories | Average Rank
‘MCTS_Agent’ 300 (av.=15.0) | 129 (av.=6.45) | 10 (av.=0.5) | 1.375
'D-Brane 4' 226 (av.=11.3) | 69 (av.=3.45) |5(av.=0.25) | 1.925
““RandomNegotiator 2’ 40 (av.=2.0) 7 (av. =0.35) 0 (av.=0.0) 4.4
“‘RandomNegotiator 1’ 38 (av.=1.9) 5 (av. =0.25) 0 (av.=0.0) 4.7
’RandomNegotiator 3’ 30 (av.=1.5) 5 (av. =0.25) 0 (av.=0.0) 5.025
'RandomNegotiator 5' 24 (av.=1.2) 7 (av. =0.35) 0 (av.=0.0) 5.175
‘RandomNegotiator 6' 17 (av. =0.85) 7 (av. =0.35) 0 (av.=0.0) 5.4

Figure 65: MCTS_AgentV8 vs D-Brane. Greater year limit (10 years). Average of 20 games.

At Figure 66 we see that MCTS_Agent outplays D-Brane again. However, increasing the decision-making
time of MCTS_Agent from 8 seconds to 12 seconds does not appear to have helped.

Supply Centers | Points Solo Victories | Average Rank
‘MCTS_Agent’ 286 (av. = 14.3) | 107 (av.=5.35) | 7 (av.=0.35) 1.65
'D-Brane 4' 251 (av. =59 (av.=2.95) 3 (av.=0.15) 1.55

12.55)
“‘RandomNegotiator 2’ 34 (av.=1.7) 15 (av. =0.75) 0 (av.=0.0) 4.6
“RandomNegotiator 1’ 34 (av.=1.7) 12 (av. =0.6) 0 (av.=0.0) 4.775
“‘RandomNegotiator 3’ 34 (av.=1.7) 11 (av. =0.55) 0 (av.=0.0) 4.6
'RandomNegotiator 5' 22 (av.=1.1) 12 (av. =0.6) 0 (av.=0.0) 5.375
'RandomNegotiator 6' 17 (av. =0.85) 11 (av. =0.55) 0 (av.=0.0) 5.45

Figure 66: MICTS_AgentV8 vs D-Brane. Greater year limit (10 years). Greater desicion-making time limit (12 seconds). Average of

20 games.
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4.4. Discussion of Results

Our experiments show that MCTS_Agent is a competitive and comparable agent to D-Brane. In certain
settings, it can outplay D-Brane (for example at one vs one tournaments) and at the settings that it is
outplayed, still has a competitive performance.

The first challenge we had to face while implementing MCTS in this domain, is the urgent need of
heuristics. The search space is huge and it is impossible for the agent to simulate enough to obtain
reasonable rewards. Even if we had unlimited time to make a decision, it would be computationally
impossible for the agent even to count all the possible actions that the algorithm could make from a state
that our Power has the control of many units (e.g. more than ten). That is the reason why we got much
better results when we used the weight system heuristic (versions 5, 6, 7 and 8) to sort the action lists,
that is to indicate to the agent which moves/actions should be expanded and searched first.

For every state, the agent estimates the orders that the enemy units will make. For this purpose, we use
a heuristic (see Section 3.1). It is not efficient to suppose that the enemies are using a competitive
algorithm (e.g. D-Brane) because running that algorithm for six times (that is the amount of the enemies)
would cost an important amount of time. So, we chose a rather greedy heuristic in order to make this
estimation. This saves us some time that is used for more iterations of the algorithm but makes the agent
have a poor defensive behavior. It never actually recognizes a threat except maybe when the threat is too
close.

MCTS_Agent outperformed D-Brane when playing one vs one tournaments (see Figures 61 and 62) and
was outperformed in the other settings. It is obvious (and we see it at the experiments as well) that we
have a greater rate of expansion (i.e. rate of occupying new Supply Centers) when facing RandomBots
than when facing D-Branes. This rate of expansion deteriorates somewhat when facing DumbBots (see
Figure 30).

The fact that MCTS outperforms D-Brane is confirmed by the experiment that we set the year limit to ten
years (see Figure 65 and Figure 66). In these experiments MCTS_Agent achieved more Solo Victories and
clearly outperformed D-Brane.

The other results that MCTS_Agent outplays D-Brane, come under the following agents setting: 1
MCTS_Agent, 1 D-Brane, 2 DumbBots, 3 RandomBots (see Figure 61). That means that in the worst case,
MCTS_Agent would have just one stronger opponent that neighbors it on the map. That is exactly what
gives the opportunity of a strong start and, in fact, a stronger start than D-Brane’s. As is of course to be
expected, when facing five very strong opponents (D-Brane agents), our agent is unable to achieve as
successful a performance. We report additional such experiments (with year limit increased to ten years)
in Appendix B.

It is important to highlight at this point, that the 5 years limit is too strict to allow Solo Victories to be
achieved. Although there are some exceptions when MCTS_Agent faces a lot of weak opponents (see
Figures 16, 17, 18 and 19), that seems to be the case. At the experiments that we set the year limit to 10
years (see Figures 65 and 66), MCTS_Agent achieves Solo Victories even against a D-Brane agent.
However, the average Supply Centers occupied by the agents is the decisive factor for their evaluation.
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Another issue that we paid attention to is the proportion between the time spent for expansion and the
time spent for simulation during the MCTS iterations. A simulation is run until a leaf node is reached. A
leaf node represents a state that our agent either has achieved a solo victory (i.e. occupied 18 Supply
Centers), or has lost (i.e. left with 0 Supply Centers), or the game has reached the default final year. The
last condition is the most common one because the year limit is set to five years - with the exception of
the last experiments (see Section 4.3). Therefore, while the game proceeds, the proportion mentioned
before changes in favor of the time spent for expansion. That happens because there are fewer and fewer
rounds to simulate. By implementing version 6, we tried to experiment with that trade off but,
unfortunately, with no significant effects. Still, we know that using an alternative default final year, or
using different heuristics would demand a modification at the expansion versus simulation trade off. We
experimented a bit on that issue (see Figure 66 and Appendix B) but with no significant results.

The first four versions of the agent (version 1, 2, 3 and 4) are not competitive. They lose both from D-
Brane and from DumbBot. The MCTS algorithm does not seem to find any clever move to make, and the
agent manages to occupy just the few Supply Centers that are located at the adjacent Provinces of its
starting position. We believe that the results are mainly affected by the pruning method used.

Implementing a weight system method for sorting each node’s action list, and thus effectively injecting
more domain knowledge to the agent, allows MCTS to produce much better results, because the
weighting indicates which actions should be expanded first, which actions seem more promising than the
others. In our perception, this is the main reason why MCTS_Agent’s versions 5, 6, 7 and 8 outperform
DumbBot.

While comparing the MCTS agents, we notice that version 8 has a slight advantage against the others.
However, this advantage does not exceed a value that could let us conclude that it is surely better than
the others. Including the fact that it has come last when played against three D-Branes (see Figure 61)
makes us believe that it is an occasional advantage.

Perhaps the safest conclusion thing that can be drawn on the relative ranking of the methods issue, is that
Versions 8 and 7 appear to be the most successful of our agents, with versions 5 and 6 coming close.
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5. Conclusions and Future Work

In this chapter we present some conclusions regarding the implementation of Monte Carlo Tree Search
algorithm using The Upper Confidence Bounds for Trees (UCT) as its tree policy.

Our goal was to implement a competitive non-negotiating agent that uses MCTS algorithm at its strategic
module in the multi-agent strategic game of Diplomacy. For this task we created eight (8) versions of our
agent with differences at the MCTS algorithm or the implemented heuristics.

The Monte Carlo Tree Search family of algorithms contains a huge variety of methods and policies. By
creating a competitive agent, we showed that MCTS can be used to obtain competitive results in the
Diplomacy domain. Moreover, it can be shown from our work that the (limited) injection of domain
knowledge, in the form of certain heuristics to guide MCTS search, may cause a vast improvement of the
overall performance of MCTS. That, in combination with the variety of approaches of MCTS create a
promising ground for further research.

In our experiments we compare the performance of our agents against the to date most successful agent
of the ANAC Diplomacy competition, namely the so called “D-Brane” agent. Our results show that
MCTS_Agent outperforms D-Brane in certain settings (see specifically in one vs one settings as reported
in Chapter 4), and in most other cases has a competitive performance, comparable to that of D-Brane. By
implementing the sorting of the actions lists technique at versions 5, 6, 7 and 8 of the MCTS_Agent, we
show that importing high quality domain knowledge (especially in such a complicated domain) improves
the performance of MCTS and promises even better results when combined with a variety of methods of
the MCTS family. Our thesis resulted to the creation of a basic framework for further research on MCTS
for a Diplomacy playing agent.

Regarding future work, altering the year limit of the games would cause a different performance of the
agent because it would alternate the simulation depth. Making the agent adaptive to different year limits
is still a challenging but promising goal. Also, using different MCTS methods such as Bayesian UCT or AMAF
(see Appendix A) might cause an improvement in updating of the agent’s preferences as it is implied at
other domains (Tesauro, Rajan and Segal 2012), (Helmbold and Parker-Wood 2009). Another issue that
needs further optimization is the time limit that we let the MCTS algorithm to iterate.
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6. Appendix A: Monte Carlo Tree Search variants

There have been a lot of variations, extensions and enhancements of Monte Carlo Tree Search algorithm
used at a wide range of domains. Here are some of them that could be used for Diplomacy strategy game.

Monte Carlo Tree Search with a variety of simulation depths

The MCTS algorithms that we have implemented by now, have five years of game play (that means ten
rounds) as a default simulation limit. Creating variations of this limit would cause different behaviors of
the algorithm because it would change drastically the proportion between the time used for expansion of
the tree and the time used for simulation of the game. Furthermore, lengthening the year limit would let
the agents compete in a more long-term scale and achieve solo victories. That could give us a clearer view
of their abilities in order to compare and rank them.

Bayesian Upper Confidence Bounds for Trees (BUCT)

BUCT is an approach of the UCT policy based on Bayesian inference. These are some “comprising
mechanisms for computing leaf node posterior distributions, propagating inference up the tree to
compute interior node distributions, and then computing distribution-based upper confidence estimates
as a basis for choosing where to sample next.” (Tesauro, Rajan and Segal 2012)

Each interior node computes an extremum distribution over its child node distributions and is given by:
Pmax(X) = Zi Pi(X) Hj:t:i Cj(X)
where (j is the Cumulative Distribution Function (CDF) of Pj.

Tesauro et al. proposes two modified versions of UCB1 to descend the tree and choose where to sample
next. (Tesauro, Rajan and Segal 2012)

V2InN

ni

BUCT 1: maximize Bi = ;i + , Where

Wi : Mean of P;

N: Total trials of all arms

ni : Number of trials for each arm

Pi: Probability distribution over its true expected reward value

BUCT 2: maximize B; = Wi + V2InNai , where

Mi: Mean of P

N: Total trials of all arms o;

oi: Square root of variance of P;

Pi: Probability distribution over its true expected reward value
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All Moves As First (AMAF)

The AMAF algorithm treats all moves played during selection and simulation as if they were played on a
previous selection step. This means that the reward estimate for an action a from a state s is updated
whenever a is encountered during a playout, even if a was not the actual move chosen from s.

The basic AMAF algorithm combines UCT with the AMAF update after each play-out. This algorithm rapidly
grows the counts at the nodes in the UCT tree, and thus increases the algorithm’s confidence in the win
rates. On the other hand, the counts at nodes are increased not because the move was made in the
position represented by the parent, but because it was made in a (perhaps very) different context.
(Helmbold and Parker-Wood 2009)
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As is of course to be expected, when facing 5 very strong opponents (D-Brane agents), our agent is unable
to achieve as successful a performance.

Supply Centers | Points Solo Victories | Average Rank

'D-Brane 4' 124 (av. =6.2) 44 (av. = 2.2) 1(av.=0.05) | 3.65

‘D-Brane 2’ 126 (av. = 6.3) 34 (av.=1.7) 0 (av.=0.0) 2.975
‘D-Brane 1’ 116 (av. =5.8) 32 (av.=1.6) 0 (av.=0.0) 3.675
‘D-Brane 3’ 113 (av.=5.65) | 34 (av.=1.7) 0 (av.=0.0) 3.35

D-Brane 5' 112 (av. =5.6) 34 (av.=1.7) 0 (av.=0.0) 3.4
‘MCTS_Agent’ 83 (av. =4.15) 28 (av.=1.4) 0 (av.=0.0) 4.025
‘RandomNegotiator 6' 6 (av.=0.3) 4 (av.=0.2) 0 (av.=0.0) 6.925

Figure 67:MCTS_AgentV8 vs 5 D-Branes and 1 RandomBot. Greater year limit (10 years). Average of 20 games.

At this table we see that increasing the decision-making time for MCTS algorithm did not improve the

performance at all. The results are similar to the previous table.

Supply Centers | Points Solo Victories | Average Rank

'D-Brane 4' 143 (av.=7.15) | 34 (av.=1.7) 0(av.=0.00) | 2.875
‘D-Brane 2’ 122 (av.=6.1) 34 (av.=1.7) 0 (av.=0.0) 3.425
‘D-Brane 1’ 115 (av. =5.75) | 31 (av.=1.55) 0 (av.=0.0) 2.975
‘D-Brane 3’ 110 (av. =5.5) 34 (av.=1.7) 0 (av.=0.0) 3.7

D-Brane 5' 104 (av.=5.2) 28 (av.=1.4) 0 (av.=0.0) 3.75
‘MCTS_Agent’ 70 (av. =3.5) 21 (av. = 1.05) 0 (av.=0.0) 4.525
'RandomNegotiator 6' 14 (av.=0.7) 9 (av. = 0.45) 0 (av.=0.0) 6.75

Figure 68: MICTS_AgentV8 vs 5 D-Branes and 1 RandomBot. Greater year limit (10 years). Inreased time for MCTS desicion-

making (from 8 to 12 seconds). Average of 20 games.
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