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Abstract

For environmental sensing applications that require dense deployments, scatter ra-

dio is a promising communication scheme; since modulation is achieved by means

of reflection, ultra low-cost and ultra-power RF front-ends are possible. However,

scatter radio utilization in sensor networks has been limited, since commercial scatter

radio applications, like Radio Frequency Identification (RFID), are limited to ranges

of a few meters. This work compares the two most prominent scatter radio architec-

tures, namely the monostatic and the bistatic, exploiting both communication and

microwave theory basics. The comparison metrics include the bit error rate (BER)

under maximum-likelihood detection for the single-user case and the outage proba-

bility for the multi-user (network) case. Exact BER and tight, tag/sensor-topology

independent outage probability bounds based on the Jensen inequality are derived for

Rayleigh fading, in both monostatic and bistatic scatter radio networks/architectures.

It is shown that the bistatic architecture improves field coverage and system reliabil-

ity, compared to monostatic, for scatter wireless sensor networks (WSNs). Based on

this observation, a complete, low-cost, embedded, digital, bistatic scatter radio sensor

network, perhaps the first of its kind, using frequency-shift keying (FSK) modulation

and frequency division multiplexing (FDM), along with randomized time division mul-

tiplexing (TDM), is implemented and demonstrated. This work is perhaps a concrete

step towards ultra-large scale, scatter radio sensor networks and relevant low-cost

environmental monitoring applications.
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Chapter 1

Introduction

1.1 Ultra-Large Scale Wireless Sensor Networks

In the modern era the conservation of the environment is very important. The un-

scrupulous exploitation of the planet’s natural resources creates a huge environmental

problem, making the monitoring of the environment a necessity. Agriculture is a hu-

man endeavour that requires constant monitoring in order to conserve water and

keeping the soil’s concentration of fertilisers in normal levels. This type of agricul-

ture is called “precision agriculture”. With precision agriculture, the watering and

fertilizing schedules change according to the information about the soil’s moisture

and minerals and each plant’s condition. Using these data correctly results in natural

resources conservation and production growth. Typical monitoring technologies uti-

lize nodes connected by myriad wires. Instead, wireless sensor networks (WSNs) can

be utilized for large-scale monitoring, providing sensor measurements at high tempo-

ral and spatial resolution, transferring the data wirelessly, while utilizing small sized

nodes. The WSN nodes utilize low-cost, low-power, feature-rich micro-controllers

with analog and digital inputs, on which the sensors can be attached. The variety

of environmental sensors is large, from soil moisture and air temperature to soil PH

and chlorophyll levels. Such applications require ultra dense networks consisting of

thousands of nodes to report information about each plant’s microclimate.

The existing commercial WSN technologies use typical Marconi-type radio for

wireless connectivity, such as ZigBee, Bluetooth, 802.11 and LoRa. These radios are

usually expensive and energy consuming, because they consist of complex active radio

frequency (RF) components. Typically, such a radio consists of amplifiers, mixers,

phase locked loops (PLLs) and high quality filters. All these components increase the

per node cost along with the energy demands, thus prohibiting the scalability of a

WSN to dense network levels.

In order to create ultra-low power and ultra-low cost WSNs a different approach

is needed. Scatter radio, i.e., communication by means of reflection rather than

radiation, has been recently proposed as a viable solution for WSN communication [1].

This communication scheme is not a new idea; the first principles were proposed in

1948 [2]. In scatter radio, a single Marconi radio, called carrier emitter (CE), can

be used, to illuminate the tags/sensor nodes. The modulation of the information at
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the tags, is achieved by terminating the antenna between two loads; that way, the

incident CE’s signal is reflected with altered phase and/or amplitude, according to

the load selected each time. In practice, load switching is achieved by switching a

single RF transistor. When the transistor is switched to the high state, the antenna is

short-circuited and any incident signal is scattered back with π radians phase change.

Respectively, when the transistor is switched to the low state, the antenna is open-

circuited and the incident signal is scattered back intact. This scheme is depicted in

Fig.1.1
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Figure 1.1: Scatter radio modulation with a RF transistor.

Nowadays, the most prominent commercial use of scatter radio is in radio fre-

quency identification (RFID), widely used for inventorying, electronic tickets, people

identification [3] or even musical instruments [4,5]. Current industry standards (such

as UHF EPC Class 1 Generation 2 [6]) focus on the aforementioned applications, dis-

regarding the value of scatter radio in WSNs. Since communication can be achieved

with a single RF transistor front end, the simplicity of the front-end minimizes the

energy and monetary costs of each node. This allows the deployment of large-scale

sensor networks; such networks are critical to applications like precision agriculture,

where the environmental conditions of each plant, or among a small group of plants

must be closely monitored. Proof of concept systems utilizing scatter radio in WSNs

have been presented in [1, 7–11].

In precision agriculture, the nodes (or tags) must cover a vast area, hence the

point-to-point links between the tags and the reader must be maximized. The two

most prominent architectures of scatter networks are the monostatic, and the bistatic,

depicted in Fig 2.1. Typical RFID applications utilize the monostatic architecture,
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along with passive tags and high bit-rate communication. In the monostatic ar-

chitecture the reader box consists of both the receiver, responsible for decoding the

tag-modulated signals, and the modulated signal transmitter, responsible for the tag’s

powering. This means that typical RFID systems suffer from round-trip path loss.

The standard also utilizes passive tags, which require a rectification circuit to convert

the RF signals captured by the tag antenna to DC voltage that can drive the tag’s dig-

ital logic. The RF signal used for powering is an modulated reader-transmitted signal.

Thus, the achievable range of the point to point links is limited by the ”power-up”

link [12], and is limited to only a few meters. Moreover, the commercial tags imple-

ment high bit-rate communication for the tag-to-reader link, in the order of a few

hundreds of kbps. This results in small bit duration, thus reduced energy-per-bit and

signal-to-noise ratio (SNR), and ultimately reducing the communication range.

On the other hand, in the bistatic architecture the reader and the emitter are not

co-located. By dislocating these two components, new, and more flexible topologies

can be set up. CEs can come in the form of an oscillator and a power amplifier

connected to an antenna, and thus be two orders of magnitude cheaper than the

reader. The reader, can be a low-cost software defined radio (SDR), which offers the

flexibility of decoding multiple tag communication schemes. One centralized reader

can be placed in the field, while multiple low-cost carrier emitters (CEs) can be

placed around it, surrounded by tags. Subsequently, the CE-to-tag link range is

reduced, since each tag can be close to a CE with high probability. The use of

multiple CEs allows the creation of a cell architecture between the emitters, allowing

the reuse of the tags’ frequencies. Furthermore, the use of semi-passive tags and low

bitrates has been proposed, alongside the bistatic architecture with noncoherent [10]

or coherent [13] signal processing, even with exploitation of short block-length channel

codes [14], [15] to provide extended communication ranges. The semi-passive tags,

i.e., energy assisted, power their electronics by batteries, or low cost renewable energy

sources like low-voltage solar-cells [16]. Moreover, the bitrate should be minimized,

to increase the energy-per-bit at the receiver, and thus the SNR.

Prior art has not investigated which architecture is more suitable for extended

coverage and reliability of scatter sensor networks and rarely considers the bistatic

architecture, focusing on the commercial-standard monostatic architecture. Examples

toward the bistatic direction are [11,17], in which the authors created analog bistatic

scatter radio WSNs for air humidity, and soil moisture sensing, respectively. In [18]

the authors suggest using a single CE with multiple readers-listeners that cooperate

to decode tags simultaneously. That, however, does not lead towards coverage ex-

tension but is suggested as a mechanism for tag collision recovery and interference

cancellation. The link budgets of both the monostatic and bistatic links were studied

in-depth in [12]. Additionally, authors in [19] investigated the link-envelope correla-
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tion of the dyadic backscatter channel (i.e., the most general backscatter channel),

concluding that the use of separate transmitter and receiver antennas can reduce the

point-to-point bit-error-rate (BER).

This work offers an analysis of the scatter radio architectures for scatter WSNs

and provides an insight on the implementation aspects of a scatter radio WSN. Its

main contribution points are:

• Presentation of the multiple user bistatic and monostatic signal models.

• Comparison of the monostatic and bistatic architectures in terms of BER under

maximum-likelihood (ML) FSK detection for the single-user scenario [13].

• Comparison of the monostatic and bistatic architectures in terms of average

probability of outage for the multi-user scenario, where tight Jensen-based up-

per bounds are derived. It is demonstrated that bistatic architecture achieves

universally higher coverage compared to monostatic one over the family of grid

networks.

• Experimental validation of the superiority of the bistatic architecture over the

monostatic one, in terms of coverage and system reliability.

• Utilizing the bistatic architecture, a digital scatter radio WSN is demonstrated;

it consists of ultra low-power, low-cost semi-passive tags employing FSK mod-

ulation and frequency-division multiplexing (FDM), as well as, a time-division

multiplexing (TDM) scheme, allowing simultaneous, (almost) collision-free op-

eration of multiple sensors-tags.
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Chapter 2

Scatter Radio Analysis

In the following chapter, an extensive mathematical analysis of the two most promi-

nent scatter radio architectures will be presented. In section 2.1 the system model of

the bistatic topology will be derived. The system model of the monostatic topology

will also be derived, as a special case of the bistatic. In section 2.2 the single user

and the multiple user performance analysis of both the bistatic and the monostatic

architectures will be presented.

2.1 Multiple User System Model

2.1.1 Scatter Wireless Propagation Channel

A scatter radio network consisting of N static tags at distinct positions, scatter-

ing their measured data to a SDR reader. The set of all tags is defined as N ,
{1, 2, · · · , N}.

For the bistatic architecture L CEs are assumed. The carrier emitters transmit

a constant wave (CW) at a specific frequency, utilizing time-division multiplexing

(TDM) as their MAC protocol. At each time slot only one CE is emitting a CW at

the specific frequency. The set of all CEs is defined as L , {1, 2, · · · , l}. It is very

important to state that each CE emission is assumed to span more than the channel’s

coherence time period Tcoh. For simplicity it will be assumed that the time duration

of the l-th CE sinusoid signal (i.e. the l-th time slot) spans an integer number of Tcoh.

Each CE is a separate device placed away from the reader, as shown in Fig. 2.1-Left.

Moreover, it is assumed that each tag transmits a single data packet during each

time slot; the duration of the transmission is smaller than Tcoh. The main goal of the

network is to maximize the total coverage, thus the SDR reader has to be associated

with many CEs, i.e., L > 1. For the l-th time slot there are 2N unidirectional links (N

links between the CE and the tags, and N between the tags and the SDR reader). The

distance between the l-th CE and the n-th tag is denoted by dClTn , l ∈ L and n ∈ N ,

the distance between the n-th tag and the reader is denoted as dTnR, n ∈ N , while

the distance between the l-th CE and the reader is denoted as dClR, l ∈ L.

In the monostatic architecture the single-antenna reader functions as both the

receiver and the CW emitter; the reader transmit the CW, illuminating the tags, which

modulate their information on the incident signal and reflect the modulated signal
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Tagn Reader

         Tagn Reader

Carrier
Emitter

Figure 2.1: Left: Bistatic channel model. Right: Monostatic channel model.

back to the SDR reader. Since the CE and the reader are co-located, N bidirectional

links exist (N links between the reader and the tags), as shown in Fig. 2.1-Right. The

distance between the reader and the n-th tag is denoted by dk, where k ∈ {TnR,R Tn}
denotes the direction of the link (tag-to-reader or reader-to-tag, respectively).

Let uTn , n ∈ N , uCl , l ∈ L, and uR, be denoting the position of n-th tag, l-th

CE, and SDR reader, respectively. Then dClR = ‖uCl − uR‖2, dClTn = ‖uTn − uCl‖2,

and dTnR = dRTn = ‖uTn − uR‖2.

Both systems experience path-loss and small-scale fading. Taking into account

the line-of-sight (LoS) path between the receive and the transmit antennas, as well

as the reflection from the ground (two-ray model), the one-way path loss can be

approximated by [1]:

Lk =

GTx(k)GRx(k)

(
λ

4πdk

)2

, if dk < d0(k)

GTx(k)GRx(k)

(
hTx(k)hRx(k)

(dk)2

)2

, if dk ≥ d0(k),
(2.1)

where GTx(k) and GRx(k) are the antenna gains of transmitter and receiver of link k,

respectively, with Tx(k) and Rx(k) be denoting the transmitter and receiver of link

k, where k ∈ {ClR,ClTn,TnR} and k ∈ {TnR,RTn} for bistatic and monostatic

topologies, respectively. Parameter d0(k) is given by:

d0(k) =
4πhTx(k)hRx(k)

λ
, (2.2)

where hTx(k) and hRx(k) are the heights of the transmitter and the receiver, respectively,

and λ denotes the wavelength. Note that for the monostatic topology LTnR = LRTn ,

due to dTnR = dRTn .

Frequency non-selective (flat fading) channels are assumed, since the communi-

cation bandwidth and the delay spread are relatively small. The complex baseband

channel impulse response of each link is depicted in Fig. 2.1-Left and -Right for mono-
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static and bistatic topologies, respectively. Complex channel gains for the l-th slot

are given by:

hl,k(t) = hl,k = al,k e
−jφl,k , (2.3)

where k ∈ {ClR,ClTn,TnR} or k ∈ {TnR,RTn} for bistatic and monostatic topolo-

gies, respectively. al,k ∈ R+ denotes the channel attenuation parameter and φl,k ∈
[0, 2π) denotes the phase shift introduced by the propagation delay. The channel

impulse response parameters change independently every Tcoh.

Due to reciprocity theorem, the small scale fading parameters are the same for

every Tcoh seconds, i.e., hl,TnR = hl,RTn (see Fig. 2.1-Right). Thus, assuming Rayleigh

fading and monostatic architecture

hl,TnR = hl,RTn ∼ CN (0, 1), (2.4)

which are independent and identically distributed (IID) across different time slots l,

since each time slot spans more than one Tcoh. In contrast, for bistatic system, hl,k

are IID across different k ∈ {ClR,ClTn,TnR} (see Fig. 2.1-Left). Thus, assuming

Rayleigh fading and bistatic architecture

hl,k ∼ CN (0, 1), k ∈ {ClR,ClTn,TnR} , (2.5)

where across different slots, {hl,k}l∈L are also IID.

The probability density function (PDF) of the Rayleigh distribution is:

f|hl,k|(x) =
2x

σ2
l,k

e
− x2

σ2
l,k , (2.6)

,where in our case σ2
l,k = 1.

2.1.2 Bistatic System Model

For the bistatic architecture, the l-th CE transmits a continuous sinusoid wave at

carrier frequency Fc, with complex baseband equivalent:

q
[b]
l (t) =

√
2PCl e

−j(2π∆Flt+∆φl), (2.7)

where PCl is the l-th CE transmitting power at passband and ∆Fl and ∆φl model the

frequency and phase offset between the l-th CE and the SDR reader, respectively. It

is noted that carrier frequency offset (CFO), as well as carrier phase offset (CPO) are

non-zero in the bistatic system due to the fact that CE and the SDR reader do not

share the same system clock.

At the l-th slot (Fig. 2.2), each tag n ∈ N is illuminated by the carrier wave
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Figure 2.2: Multi-user bistatic channel model over the l-th time slot.

q
[b]
l (t), which is attenuated and rotated due to the channel

√
LClTnhl,ClTn . The tag’s

information is modulated on the incident carrier wave by switching the antenna load

between two loads, associated with two distinct reflection coefficients, Γn,0 and Γn,1,

for each bit. Hence, the baseband scattered waveform of user n can be written as:

u
[b]
l,n(t; i) = sn

(
vn +

Γn,0 − Γn,1
2

bn(t; i)

)
·

· al,ClTn
√

LClTn e
−jφl,ClTn q

[b]
l (t), i ∈ {0, 1}. (2.8)

Parameter sn depends on the tag’s inherent scattering efficiency and can be considered

constant for a duration of L slots. The term vn is a DC constant that depends on

the tag antenna structural mode As, as well as, the tag reflection coefficients Γn,0,

Γn,1 [20]. bn(t; i) is a 50% duty cycle square waveform of frequency Fn,i and random

initial phase Φn,i [10]: bn(t; i) = 4
π

cos(2πFn,it+ Φn,i) ΠT (t), for bit i ∈ B , {0, 1},
where ΠT (t) is a rectangular pulse of bit duration T , i.e.,1

ΠT (t) =

{
1, 0 ≤ t < T.

0, otherwise.
(2.9)

For a single bit duration T , the received demodulated complex baseband signal

of the N tags over the l-th slot at the SDR reader is given by the sum of the super-

position of the l-th carrier CW and each user’s scattered signal through links ClTn

and TnR: y
[b]
l (t) =

√
LClR hl,ClR q

[b]
l (t)+

∑N
n=1

(√
LTnR hl,TnR u

[b]
l,n(t; in)

)
+w(t). The

additive term w(t) is a complex, circularly symmetric baseband additive Gaussian

1In practice, each backscattered bit depends on the time slot l because the sensed variable may
change over time. This detail does not affect the proposed analysis and thus, it is omitted for
notational convenience.
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noise process, with power spectral density

Sw(F ) =

{
N0, |F | ≤ WSDR,

0, otherwise,
(2.10)

where the parameter WSDR stands for the SDR receiver’s bandwidth.

If we substitute Eqs. (2.7) and (2.8) in the received signal y
[b]
l (t) a common CFO

term ∆Fl exists, that can be directly estimated using periodogram-based techniques

and subsequently is compensated [10]. A DC term also exists on y
[b]
l (t) that can be

estimated and removed from the signal by the received signal’s time mean. Thus, the

CFO-free, DC-blocked received signal over a bit period T of N tags can be written

as [13,15]:

ỹ
[b]
l (t) =

N∑
n=1

µ
[b]
l,n h

[b]
l,n cos(2πFn,int+ Φn,in) ΠT (t) + w(t), (2.11)

where the following abbreviations are utilized to obtain (2.12): φ
[b]
l,n , φl,ClTn+φl,TnR+

∆φl+ Γn,0 − Γn,1, a
[b]
l,n , al,ClTnal,TnR, h

[b]
l,n , a

[b]
l,ne
−jφ[b]l,n , and µ

[b]
l,n ,

√
2PCl LClTn LTnR |Γn,0 − Γn,1| 2

π
sn.

The CFO-free, DC-blocked received signal at the reader over a bit period T of N

tags can be written as [13,15]:

ỹ
[b]
l (t) =

N∑
n=1

µ
[b]
l,n h

[b]
l,n cos(2πFn,int+ Φn,in) ΠT (t) + w(t), (2.12)

where the following abbreviations are utilized to obtain (2.12): φ
[b]
l,n , φl,ClTn+φl,TnR+

∆φl+ Γn,0 − Γn,1, a
[b]
l,n , al,ClTnal,TnR, h

[b]
l,n , a

[b]
l,ne
−jφ[b]l,n , and µ

[b]
l,n ,

√
2PCl LClTn LTnR |Γn,0 − Γn,1| 2

π
sn.

The instantaneous received energy per bit for the bistatic system of tag n over the

l-th slot, that is function of random amplitude a
[b]
l,n, is defined as [15]:

E
[b]
l,n

(
a

[b]
l,n

)
,

(
µ

[b]
l,n a

[b]
l,n

)2

T

2
. (2.13)

Hence, for bistatic system the average received energy per bit of tag n over the l-th

slot is

E
[b]
l,n = E

[
E

[b]
l,n

(
a

[b]
l,n

)]
=

(
µ

[b]
l,n

)2

T

2
, (2.14)

where E
[(
a

[b]
l,n

)2
]

= E
[
(al,ClTn)2]E[(al,TnR)2] = 1 was used. Finally, the average
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received SNR of tag n at the l-th time slot for bistatic system is defined as

SNR
[b]
l,n ,

E
[b]
l,n

N0

. (2.15)

FSK Demodulation and FDM

The signal in Eq. (2.12) is the superposition of the N signals; each of them involves

a cosine term which can be further expanded as:

cos(2πFn,int) =
1

2

(
ej2πFn,in t + e−j2πFn,in t

)
, in ∈ B. (2.16)

Thus, from Eq. (2.16) we note that each tag n uses a unique set of subcarrier frequen-

cies ±Fn,in , in ∈ B to scatter its information. In contrast to classic FSK, the negative

frequencies −Fn,0 and −Fn,1 contribute to the total signal and thus, backscatter FSK

modulation uses 4 frequencies, ±Fn,in , in ∈ B. Therefore, the classic FSK demodula-

tor can not be used, since this will result to 3 dB loss in performance [10]. In a network

level, the 4N frequencies {±Fn,in} ,∀(in, n) ∈ B × N must satisfy the orthogonality

criterion, which for noncoherent FSK adheres to the following:2

∣∣Fn,in − Fj,ij ∣∣ =
k

T
and Fn,in �

1

T
, (2.17)

∀(in, n), (ij, j) ∈ B × N : (in, n) 6= (ij, j), and k ∈ N. If the utilized frequencies

satisfy (2.17), it can be shown that [10]:

∫
T

ej2πFn,in t
(
ej2πFj,ij t

)∗
dt ≈

T, Fn,in = Fj,ij ,

0, otherwise,
(2.18)

where the integration is performed over one bit period T . In view of Eq. (2.18), for

each n ∈ N , the set of time-limited in [0, T ) exponentials of frequencies {±Fn,i}i∈B,

normalized by
√
T , constitute an orthonormal basis of dimension 4. In addition,

due to Eq. (2.18), for any n, j ∈ N with n 6= j, the basis functions associated

with frequencies {±Fn,in}in∈B and
{
±Fj,ij

}
ij∈B

are orthogonal. This implies that the

system of N users transmitting simultaneously can be divided into N parallel (i.e.,

independent) channels, where each user can be served separately from the others. As a

result, single-tag detection techniques can be applied on each user separately, without

affecting the rest ones. Such single-tag detection techniques have been extensively

covered in [10,13,15].

Thus, the received signal in (2.12) passes through a bank of N correlation blocks;

each block consists of 4 correlators, one for each frequency ±Fn,0,±Fn,1, n ∈ N , and

2For the coherent FSK term k/T in (2.17) is replaced with k/2T .
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Figure 2.3: Multi-user scatter BFSK signal processing chain. After CFO compensa-
tion and DC blocking, detection is performed at each user’s correlator block output.

the output of the n-th correlation block, over bit period T , is given by [15]:

r
[b]
l,n = h

[b]
l,n

√
E

[b]
l,n xn + w, n ∈ N , (2.19)

where the vector xn is defined as:

xn ,

√
1

2


e+jΦn,0

e−jΦn,0

e+jΦn,1

e−jΦn,1

� uin , n ∈ N , (2.20)

with uin = [(1− in) (1− in) in in]> is the four dimensional transmitted symbol of

the n-th tag corresponding to transmitted bit in ∈ B. For Fn,in + 20
T
� WSDR,

w ∼ CN (04, N0I4) [13]. Symbol � denotes the component-wise (Hadamard) product.

The signal processing chain of the multiple user BFSK used at the receiver is shown

in Fig. 2.3.

2.1.3 Monostatic System Model

With bistatic system model derived above, the monostatic one can be approached as a

special case of bistatic. Since, the SDR reader and the CE are co-located in the same

reader-box, they share the same clock. Again, the reader transmits a continuous

sinusoid wave at carrier frequency Fc and power PR and due to the fact that the

receiver and the emitter share the same system clock, the CFO ∆Fl and the phase

offset ∆φl are nonexistent, i.e., SDR reader emits q[m](t) =
√

2PR.

Each tag modulates its information on the incident CW, using BFSK modulation.

Following the same reasoning with the derivation of Eq. (2.12), and exploiting the
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reciprocity of the channel between the reader and each tag, the DC-blocked received

signal for monostatic system can be expressed as

ỹ
[m]
l (t)=

N∑
n=1

µ[m]
n h

[m]
l,n cos(2πFn,int+ Φn,in) ΠT(t) + w(t), (2.21)

where the following abbreviations are employed in (2.21): a
[m]
l,n , (al,TnR)2, φ

[m]
l,n ,

2φl,TnR + Γn,0 − Γn,1, µ
[m]
n ,

√
2PR LTnR |Γn,0 − Γn,1| 2

π
sn, and h

[m]
l,n , a

[m]
l,n e−jφ

[m]
l,n .

Accordingly to the bistatic setup, for each tag n the following quantities are utilized

E
[m]
l,n

(
a

[m]
l,n

)
,

(
µ

[m]
n a

[m]
l,n

)2

T

2
, (2.22)

E[m]
n = E

[
E

[m]
l,n

(
a

[m]
l,n

)]
=
(
µ[m]
n

)2
T, (2.23)

SNR[m]
n ,

E
[m]
n

N0

, (2.24)

where in (2.23) we exploited the fact that E
[(
a

[m]
l,n

)2
]

= E
[
(al,TnR)4] = 2.

Remark 1. It is emphasized that quantities E
[m]
n and SNR

[m]
n above do not depend on

time index l, because they are functions of path loss LTnR that remains unaffected

during the L slots. In contrast, quantities E
[b]
l,n and SNR

[b]
l,n in Eqs. (2.14) and (2.15),

which are both functions of path loss LClTn , depend on the time slot index l, because

at each different slot l different CE transmits. �

Similarly to the bistatic case, the received signal in (2.21) can be processed con-

currently by N parallels correlator blocks, associated with the N tags, with the way

discussed in Section 2.1.2. The processing for the n-th tag projects the received signal

ỹ
[m]
l (t) onto basis

{
1√
T
e±j2πFn,in t ΠT (t)

}
in∈B

and the received baseband signal over bit

period T is given by

r
[m]
l,n = h

[m]
l,n

√
E

[m]
n

2
xn + w, n ∈ N , (2.25)

where vector xn is given in (2.20), and for Fn,in + 20
T
� WSDR, w ∼ CN (04, N0I4).
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2.2 Why Bistatic

2.2.1 Probability of Bit Error Under ML Coherent

Detection

In this section we try to seek the order of decay as a function of average received

SNR of the probability of bit error as SNR goes to infinity, assuming that SDR reader

implements coherent ML detection. This metric is also known as diversity order [21].

2.3 BER Under ML Coherent Detection

This section compares the diversity order [21] of monostatic vs bistatic system, as-

suming coherent, maximum likelihood (ML) detection.

Monostatic Case

In the monostatic architecture, according to Eq. (2.25), for given channel realization

h
[m]
l,n , the conditional probability of error for tag n over time slot l under ML coherent

scatter radio FSK detection depends only on amplitude
∣∣∣h[m]
l,n

∣∣∣ = a
[m]
l,n and is given

by [22, p. 508]:

Pr
(
e

[m]
l,n | a

[m]
l,n

)
= Q

a[m]
l,n

√
E
[m]
n

2
‖x0 − x1‖2√

2N0


= Q

a[m]
l,n

√
SNR

[m]
n

2

 , (2.26)

where Q(x) = 1
2π

∫∞
x

e−
t2

2 dt, x ∈ R and ‖x0 − x1‖2 =
√

2 as well as the SNR definition

for monostatic systems in Eq. (2.24) were utilized.

Furthermore, in the monostatic case the wireless channels are fully correlated

(cf. Eq. (2.3)) and random variable (RV) a
[m]
l,n = (al,TnR)2 follows the exponential

distribution with E
[
a

[m]
l,n

]
= 1. As a result, the unconditional probability of error over

the l-th slot for the n-th tag is given by:

Pr
(
e

[m]
l,n

)
= E
a
[m]
l,n

[
Pr
(
e

[m]
l,n | a

[m]
l,n

)]
=

∫ ∞
0
Q

x

√
SNR

[m]
n

2

 e−xdx

=
1

2
− e

1

SNR
[m]
n Q

(√
2

SNR
[m]
n

)
, (2.27)

where [23, Eqs. (7.14.2), (7.2.1), (7.2.2)] are utilized.
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Proposition 1. Monostatic architecure offers diversity order of 1/2 for any (l, n) ∈
L ×N .

Proof: The diversity order for probability of error in (2.27) is given by [21]

lim
SNR

[m]
n →∞

log
(

Pr
(
e

[m]
l,n

))
log
(
SNR

[m]
n

) = lim
x→0

log
(

1
2
− exQ

(√
2x
))

log
(

1
x

) .

By applying the rule of L’Hospital:

lim
x→0

−exQ
(√

2x
)

+ 1
2
√
π x

− 1
x

[
1
2
− exQ

(√
2x
)] . (2.28)

Then by multiplying both the denominator and the numerator with e−x:

lim
x→0

xQ
(√

2x
)
− e−x

√
x

2
√
π

e−x

2
− Q

(√
2x
) . (2.29)

Again, the rule of L’Hospital is applied :

lim
x→0

Q
(√

2x
)
− e−x

4
√
πx

− e−x

2
+ e−x

2
√
πx

. (2.30)

Finally, by multiplying the denominator and the numerator with ex
√
x:

lim
x→0

ex
√
xQ

(√
2 x
)
− 1

4
√
π

−
√
x

2
+ 1

2
√
π

= −1

2
. (2.31)

The above result indicates that for any slot the bit error rate (BER) in the mono-

static system decays inversely proportional with square root of SNR, at the high SNR

regime. Below, it is shown that the decay is faster in the bistatic system.

Bistatic Case

In the bistatic case, according to Eq. (2.19), the conditional BER for tag n over the

l-th time slot can be simplified as:

Pr
(
e

[b]
l,n | a

[b]
l,n

)
= Q

(
a

[b]
l,n

√
SNR

[b]
l,n

)
, (2.32)
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where the definition of SNR in Eq. (2.15) was utilized. The above conditional proba-

bility can be upper bounded as follows:

Pr
(
e

[b]
l,n | a

[b]
l,n

)
=Q

(
a

[b]
l,n

√
SNR

[b]
l,n

)
≤ 1

2
e−

(a[b]l,n)
2
SNR

[b]
l,n

2 . (2.33)

Since a
[b]
l,n is the product of two unit power Rayleigh distributed RVs, the probability

of bit error can be upper bounded as follows:

Pr
(
e

[b]
l,n

)
= E
a
[b]
l,n

[
Pr
(
e

[b]
l,n

∣∣a[b]
l,n

)]
(2.33)

≤
∫ ∞

0

∫ ∞
0

1

2
e

(
−x2 y2 1

2
SNR

[b]
l,n

)
4x y e−x

2−y2dxdy (2.34)

=

∫ ∞
0

2
ye−y

2

2 + y2SNR
[b]
l,n

dy =

∫ ∞
0

e−y

2 + y SNR
[b]
l,n

dy (2.35)

=

(
1

SNR
[b]
l,n

)
exp

(
2

SNR
[b]
l,n

)
Γ

(
0,

2

SNR
[b]
l,n

)
, (2.36)

where [24, Eq. (3.461.3)] and [24, Eq. (3.383.10)] are utilized to obtain Eqs. (2.35)

and (2.36), respectively and Γ(a, x)
4
=
∫∞
x
ta−1 e−tdt is the upper incomplete gamma

function.

Proposition 2. Bistatic architecure offers diversity order at least 1 for any (l, n) ∈
L ×N .

Proof: The diversity order for the upper bound in (2.36) is given by

lim
x→∞

log
(

1
x
e

2
x Γ
(
0, 2

x

))
log (x)

= lim
x→∞

 log
(

1
x

)
log(x)

+
log
(
e

2
x

)
log(x)

+
log
(
Γ
(
0, 2

x

))
log(x)

 . (2.37)

By applying the L’Hospital’s rule and [23, Eq. (8.8.13)]:

lim
x→∞

[
log
(

1
x

)
log(x)

+
2

x log(x)
+

e−
2
x

Γ
(
0, 2

x

)]

=− 1 + lim
x→∞

e−
2
x

Γ
(
0, 2

x

) , (2.38)

where it was used that limx→∞
log( 1

x)
log(x)

= −1, limx→∞
2

x log(x)
= 0, and limx→∞

e−
2
x

Γ(0, 2
x)

=

limx→0
1

Γ(0,2x)
= 0 due to [23, Eqs. (8.4.4), (6.6.2)].
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Thus, it is concluded that in the bistatic system, the BER drops faster compared

to the monostatic, at the high SNR regime.

2.3.1 Outage Probability

2.4 Outage Probability

In Section 2.1.1, it was assumed that all switching (subcarrier) frequencies used by

the tags 1) are distinct and 2) adhere to the orthogonality criterion (Eq. (2.17)). In

practice, the above conditions may not be always feasible, due to implementation

constraints (e.g., clock drifts) and frequency generation constraints. As a result, tags

that transmit simultaneously may produce interference to each other. The set A(n)

denotes the tags that interfere with the reception of tag n. Hence, the set of of

interferers with respect to tag n is given by A(n) = N\{n}.

2.4.1 Monostatic Case

Let T [m]
N , {uTn}n∈N ∪ {uR} be a fixed, monostatic scatter radio architecture WSN

topology. Incorporating imperfections as mentioned above, the signal-to-interference-

plus-noise ratio (SINR) of tag n at the l-th time slot is given by:

SINR
[m]
l,n ,

g
[m]
l,n

E
[m]
n

2∑
j∈A(n) ρnj g

[m]
l,j

E
[m]
j

2
+N0

=
g

[m]
l,n E

[m]
n∑

j∈A(n) ρnj g
[m]
l,j E

[m]
j + 2N0

(2.39)

where g
[m]
l,n ,

∣∣∣h[m]
l,n

∣∣∣2 =
(
a

[m]
l,n

)2

was defined. Parameter ρnj is inversely proportional

to the subcarrier frequency separation between tag n and tag j, j ∈ A(n) [1] and

depends on the spectral efficiency of the specific binary modulation implemented at

each tag and the filtering functions at the reader:

ρnj = max
in,ij∈B

{[
εn,j

∣∣Fn,in − Fj,ij ∣∣]−2
}
, j ∈ A(n), (2.40)

where parameter εn,j is an approximation constant that also incorporates the mis-

match between the clocks of tag n and j; subcarrier frequency difference raised at the

second power, as opposed to the fourth power, is due to the power spectral density

of FSK implemented at each tag, as opposed to (continuous phase) minimum-shift

keying (MSK) [1].

Since the monostatic compound channel amplitude a
[m]
l,n is exponentially distributed,
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probability density function (PDF) of g
[m]
l,n is given by [25, p. 199]: f

g
[m]
l,n

(x) = 1
2
√
x
e−
√
x, x ≥

0, and cumulative distribution function (CDF) is given by:

F
g
[m]
l,n

(x) =

∫ x

0

f
g
[m]
l,n

(y) dy = 1− e−
√
x, x ≥ 0. (2.41)

In the monostatic topology T [m]
N , the outage event for the n-th user over L attempts

(time slots), is the probability that the n-th tag/user’s SINR is below threshold θ over

all L slots:

Pr
(

out
[m]
L,n

∣∣T [m]
N , θ

)
= Pr

(
L⋂
l=1

{
SINR

[m]
l,n ≤ θ

})
(2.42)

(a)
=
[
Pr
(

SINR
[m]
l,n ≤ θ

)]L
, (2.43)

for l ∈ L, where (a) is due to the fact that g
[m]
l,n are i.i.d. for all (l, n) ∈ L ×N .

Each probability in the product of Eq. (2.43) can be further analyzed as follows:
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(c)
= 1− e

−
√

2θ

SINR
[m]
n = F

g
[m]
l,n

(
2θ

SINR
[m]
n

)
, (2.45)

for some l ∈ L. In (a), total interference at tag n for the monostatic system at the l-th

time slot was defined as I
[m]
l,n ,

∑
j∈A(n) ρnj g

[m]
l,j E

[m]
j ; in (b), the law of iterated expecta-

tion [26] alongside with Jensen’s inequality was utilized, by exploiting the concavity of

the function in Eq. (2.41); in (c), the linearity of expectation was exploited, plugging

in the average received SINR, defined as:

SINR[m]
n ,

E
[
g

[m]
l,n

]
E

[m]
n∑

j∈A(n) ρnj E
[
g

[m]
l,j

]
E

[m]
j + 2N0

=
E

[m]
n∑

j∈A(n) ρnj E
[m]
j +N0

. (2.46)

Finally, for fixed topology T [m]
N , the average outage probability of the monostatic
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system across all tags, is expressed as:
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[m]
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∣∣T [m]
N , θ

)
=

1

N

N∑
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Pr
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(2.47)

(2.45)

≤ 1

N

N∑
n=1

[
F
g
[m]
l,n

(
2θ

SINR
[m]
n

)]L
. (2.48)

Bistatic Case

For fixed bistatic topology, consisting of N tags and L CEs, defined as T [b]
L,N ,

{uTn}n∈N ∪ {uCl}l∈L ∪ {uR}, the instantaneous SINR of tag n for the l-th time

slot, is given by:

SINR
[b]
l,n ,

g
[b]
l,n E

[b]
l,n∑

j∈A(n) ρnj g
[b]
l,j E

[b]
l,j +N0

, (2.49)

where RV g
[b]
l,n ,

(
a

[b]
l,n

)2

is defined. As in the monostatic case, the interference for

tag n at the l-th time in the bistatic system is defined as I
[b]
l,n ,

∑
j∈A(n) ρnj g

[b]
l,j E

[b]
l,j .

The PDF of a
[b]
l,n is given by [19, Eq. (3)]: f

a
[b]
l,n

(x) = 4 xK0(2x), x ≥ 0, where K0(x) =∫∞
0

cos(x t)√
t2+1

dt, x > 0, is the zero-order modified Bessel function of the second kind [23,

Eq. 10.32.6]. Using [25, p. 199], the PDF of g
[b]
l,n is given by: f

g
[b]
l,n

(x) = 2K0(2
√
x) , x ≥

0, and the corresponding CDF follows:
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√
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where in (a) it was used that 2
√
y = z, in (b) z

2
√
x

= y, in (c) [19, Eq. (6.561.8)] was

used, and K1(·) is the first-order modified Bessel function of the second kind [23, Eq.

(10.32.9)] with ν = 1. Applying similar reasoning as in the monostatic case, for fixed

bistatic topology T [b]
L,N and threshold θ, the outage probability of tag n operating over

L time slots can be expressed as follows:

Pr
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out
[b]
L,n

∣∣T [b]
L,N , θ

)
(a)
=

L∏
l=1

Pr
(

SINR
[b]
l,n ≤ θ

)
, (2.51)

where in (a), the independence of RVs
{

SINR
[b]
l,n

}
l∈L

was exploited. It is noted that

these RVs are not identically distributed, as discussed in Remark 1. In order to use

thee same reasoning with the derivation in Eq. (2.45) F
g
[b]
l,n

must be a concave function.
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Proof: By differentiating the CDF F
g
[b]
l,n

(x) with respect to x the PDF f
g
[b]
l,n

(x) =

2K0(2
√
x) , x ≥ 0 is obtained.

By differentiating the PDF, and using [23, Eq. (10.29.3)] the second order deriva-

tive is obtained:
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dx
f
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x
)

= −2K1 (2
√
x)√

x
. (2.52)

The second order derivative is always negative since K1 (x) > 0,∀x > 0 and
√
x >

0,∀x > 0. Hence, F
g
[b]
l,n

is concave.

Again, by using the same reasoning with the derivation in Eq. (2.45), alongside

the concavity of F
g
[b]
l,n

, the following is obtained:
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with

SINR
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l,n ,
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l,j +N0

. (2.54)

The average outage probability in the bistatic system can be upper bounded as

follows:

Pr
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≤ 1
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. (2.55)

Remark 2. It is noted that the moment generating function (MGF) of RVs g
[m]
l,n and

g
[b]
l,n, ∀(l, n) ∈ L ×N , does not exist, and thus, bounds of average outage probability

through Chernoff-bound techniques are not readily available. �

Average Outage Probability over Square Grid Networks

Observing Eqs. (2.47) and (2.55), it is immediately apparent that both depend on a

fixed topology. In order to obtain a topology-independent, universal outage proba-

bility, an expression that averages over possible topologies has to be obtained. Since,

there are infinite classes of topologies to choose from, our attention is restricted to

the class of square M ×M grid network topologies, that are tractable for analysis

and are used in practice. These topologies are parametrized also by grid resolution

∆; both M and ∆ have meter units.3 For simplicity, it is assumed that ∆ divides M ,

i.e., M/∆ = K ∈ N. The following network is considered, as the most representative

3The analysis here is carried out over square (equal size per side) 2-dimensional (2D) grid topolo-
gies , but it can be extended to more dimensions, rectangular networks and unequal grid resolution
per dimension.
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and intuitive example belonging to the above class

GM,∆ =
{

[k1∆ k2∆]> : (k1, k2) ∈ {0, 1, . . . , K}2
}
. (2.56)

Set GM,∆ has (K + 1)2 elements (2D grid points). Let M and ∆ be chosen so that

(K + 1)2 ≥ N + L+ 1.

For a monostatic system with fixed SDR reader’s position uR ∈ GM,∆, there

J
[m]
K,N ,

(
(K+1)2−1

N

)
ways to place N tags in GM,∆\{uR} if the ordering of how they

are placed is not accounted. The calculation of a topology-independent average out-

age probability over all possible grid topologies requires an averaging over all J
[m]
K,N

such topologies. Because J
[m]
K,N is enormous, especially for large K, the averaging in

this work is applied through Monte-Carlo, i.e., for sufficient number of times repeat

the following experiment: (a) sample uniformly a topology T [m]
L (each of them has

probability 1/J
[m]
K,N), (b) calculate Pr

(
out

[m]
L

∣∣T [m]
L , θ

)
(as well as the corresponding

bound) for the sampled topology. Finally, the averaging is applied over the sampled

topologies. The same reasoning can be applied to a bistatic system with L CEs and

a single SDR reader, where J
[b]
K,L,N ,

(
K2+2K−L

N

)
random choices exist.
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Chapter 3

Implementing a Bistatic Scatter

Radio Network

In this chapter the implementation of a bistatic scatter radio network will be pre-

sented. In the beginning an overview of the network components will be presented,

and then each component will be presented individually. Implementation details, and

algorithms are presented for each component.

3.1 Network Components Overview

A scatter radio network consists of multiple digital scatter tags, multiple CEs and

a reader. The CE is a typical Marconi embedded radio operating at the UHF band

(866− 868 MHz), and its main function is to transmit a constant wave, illuminating

the tags. The CE’s central frequency and the output power can be controlled via

software. The digital scatter tags consist of a micro-controller unit (MCU), a SMA

antenna connector, and a single RF transistor front-end. The incident CE’s signal

illuminates the tags, which scatter their information to the reader. On the receiving

end a commodity software defined radio (SDR) is used for capturing the scattered

signals at the UHF band, which is the European ISM band. The received signals are

processed on a host PC by software. The signal processing is done on either MATLAB

with custom scripts, or on the GNURadio framework, in Python and C++.

3.2 Scatter Tag Implementation

The most important component of the network is the scatter tag. The tag is responsi-

ble for sensing and transmitting the sensed data to the reader. In order to develop the

tags in a more organised and independent manner, a modular architecture is utilized,

and the tag is divided in three different boards:

• Scatter board

• Power board

• Sensor board
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The scatter board is responsible for the communication and the sensor reading

operations, the power board contains all the power sources and circuits, while the

sensor board contains all the sensors, which are read by the scatter board.

3.2.1 Scatter Board

When constructing a WSN for precision agriculture, ultra-large scale deployments are

a necessity. To achieve microclimate monitoring and environmental sensing in such a

scale, ultra-low power and ultra-low cost sensor nodes are needed. The scatter radio

technology achieves communication with a single transistor front-end, reducing the

monetary and energy costs. The tag consist of an 8051 MCU, which is responsible

for reading the outputs of the sensors connected to its input/output (I/O) pins, and

transmit the read data to the reader. The MCU is connected to an RF transistor and

communication is achieved by turning the transistor on and off.

Figure 3.1: First semi-passive tag prototype. A commercial MCU development kit
was used, with a custom made front end PCB.

The first prototype developed consists of an evaluation board from Silicon Labo-

ratories, and a custom front-end printed circuit board, as depicted in Fig. 3.1. The

particular MCU was chosen for two reasons: a) its ultra-low power consumption, and

b) its comprehensive manual. The MCU is a low-power 8051 architecture unit, with

C language program capabilities. It has two modes of operation, in one-cell mode it

supports operation in the range 0.9 V to 1.8 V, and on dual-cell mode in the range

1.8 V to 3.6 V. Thus, in the beginning a 3 V coin cell battery was used for powering.

Moreover, the MCU supports multiple clocking sources, such as the Low-Power In-

ternal Oscillator, and an External Crystal Oscillator. For stability issues the external

oscillator was used.

The second prototype developed is a custom made, one-layer PCB, combining

the aforementioned MCU and the front-end. The PCB contains only the essential

operating components needed by the tag, i.e. the MCU, the programmer, some I/O
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Figure 3.2: Second RF tag prototypes, where all the components are on the same
board.

connections for sensors, the crystal oscillator, the RF transistor, and the antenna.

The tag supports the basic operation of the network, sensing real-world data and

transmitting them using scatter radio. This PCB also featurs a variable, voltage

controlled load which could be controlled by the user. The variable load, can be used

to change the transistor’s switching loads resulting in better scattering. It has to be

noted, that the design and the construction of the tags were done in-house in the

Fabrication Laboratory of the Technical University of Crete. The constructed boards

are depicted in Fig. 3.2 and the node is depicted in Fig. 3.4.

Figure 3.3: Final version of the scatter radio tag.

The final scatter board contains all the control and communication logic of the

tag. Detailed schematics and layouts of the board can be found in appendix 6.1. The

main goal of the development of the scatter board is to reduce the power consumption,

in order to make the tag battery-less, and increase the number of nodes, in order to

create an ultra-large scale network. The MCU used for the scatter board is an ultra-

low power and low cost 8051 architecture unit. It supports many clocking sources, but

the ones that are used are the external oscillator, and the low power internal oscillator.
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Moreover, it supports three different modes of operation, active, idle, and sleep mode.

On active mode the MCU is active and has the highest power consumption. In order

to conserve power the MCU should be active the least time possible, which means

that it should work in the highest possible clock for the least possible time. With the

highest possible clock (25 MHz external oscillator) the scatter tag consumes 120 mA

for almost 100 ms (this is the time the MCU needs to read one sensor and transmit

the sensed value).

Figure 3.4: The scatter sensor node in the tomato casing.

When not transmitting, the MCU should operate in either idle, or sleep mode. On

idle mode, the MCU stops working and all the internal registers and memory retain

their data, while all the analog and digital peripherals remain active, and have to

be disabled manually. From the idle mode the MCU can ”wake” up by an interrupt

or a reset. On this mode the MCU consumes almost 4 mA, but it is inefficient,

since the MCU consumes the same power as a Marconi type sensor. Thus, the MCU

should be placed in sleep mode. On sleep mode the internal 1.8 V regulator (VREG0)

is switched off and the power supply of all on-chip RAM is switched to the VBAT

pin (see Figure 14.1). Power to most digital logic on the chip is disconnected; only

PMU0 and the SmaRTClock (Smart Real Time Clock) remain powered. This is very

important, because the SmaRTClock is responsible for waking up the tag. Analog

peripherals remain powered in two-cell mode and lose their supply in one-cell mode

because the dc-dc converter is disabled. In two-cell mode, only the Comparators

remain functional when the device enters Sleep Mode. All other analog peripherals

(ADC0, IREF0, External Oscillator, etc.) should be disabled prior to entering Sleep



3.2. Scatter Tag Implementation 32

Mode. The tag consumes less than 1 µA, while on sleep mode.

Active Mode

The structure of the tag’s code is build around the sleep mode. The MCU is configured

to use the 25MHz external crystal oscillator while on active mode. During this mode,

the ADC polls the sensors connected to the MCU’s pins and gathers the data. The

data are then translated from integers to binary digits and are encoded using a Reed-

Muller encoder. The Reed Muller encoder is implemented on the 8-bit MCU and uses

real-world data as inputs. The produced codewords are transmitted using B-FSK

modulation implemented by the MCU. Each tag is assigned to a particular frequency

channel, i.e., a particular frequency pair for bit 1 and 0. The frequencies are generated

by the MCU using a simple bit-banking technique, and the data rate utilized is 1 kbps.

The MCU can produce thirty (30) stable frequency pairs, and thus with FDM the

maximum supported users are thirty (See section 3.2.1). It has to be noted that also

2 and 2.5 kbps data rates are supported, but the number of pairs reduces significantly,

as the data rate increases (15 users for 2 kbps, 10 users for 2.5kbps).

Sleep Mode

When the MCU is done with the sensing, and the transmission, it prepares for sleep

mode, i.e., the clocking source of the MCU changes from the external oscillator to the

low-power internal oscillator, and all the analog and digital peripherals are disabled.

In must be noted that when the external oscillator is to be disabled, a very specific

order of operations must be executed. First the clock multiplier should change to the

desired value that will be used later by the low-power internal oscillator. Then the

clocking source should change, and after the new clock is stable, only then, should the

external oscillator be disabled; otherwise the MCU keeps restarting due to the Missing

Clock Detector. Moreover, the external oscillator bias current should be switched off

to truly enter sleep mode. When the MCU enters sleep mode, it is waken up by an

interrupt sent by the SmaRTClock. This clock can be configured to send an interrupt,

at most, every two days, and thus the duty cycle can be very flexible.

This great feature is the solution to the scalability problem. If two or more tags

are configured to use the same frequency pairs, because they use individual clocks

and are not synchronised in any way, the probability of two or more tags, transmit-

ting simultaneously is almost zero, since each tag uses the channel (communication

medium) for 80 ms. Hence, many tags can use the same frequency pairs, and sleep for

4 − 5 minutes and then transmit their information. Using this pseudo-time division

multiplexing (pseudo-TDM) scheme, increases the total number of tags from thirty

to many hundreds. The pseudo code of the tag’s operation is depicted in Algorithm
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1.

Algorithm 1 The pseudo-code of the tag’s code.

1: Initialization:
2: Port Initialization()
3: Clock Initialization(25 MHz)
4: ADC Initialization()
5: Timer Initialization()
6: SmaRTClock Initialization(sleep time)
7: while 1 do {loop for ever}
8: Change Clock To External Clock(25 MHz)
9: Enable ADC&Timer()

10: Measure Sensor()
11: Disable ADC&Timer()
12: Encoding()
13: Transmit()
14: Change Clock To Low Power Clock(32 kHz)
15: Sleep() { Wait sleep time seconds for wake up Interrupt }
16: end while

Frequency Division Multiplexing (FDM)

In WSNs several multiplexing protocols have been developed over the years. But most

of them require the existence of the down-link (sync-to-node communication). In our

case the down-link does not exist, since the tags are receiver-less. Hence, the only

multiple access scheme that can be utilized is frequency division multiplexing (FDM).

This scheme is commonly used in analog and digital television and also the combi-

nation of FDM and TDMA is used in worldwide cellular communications. In FDM

the communication medium, is divided in a number of channels, one for each user,

the scheme is depicted in Fig. 3.5. B-FSK is ideal for frequency division multiplexing

(FDM) since each user is given a different pair of frequencies to communicate on.

The implementation of the FDMA scheme is not trivial as many problems need to be

solved. The first problem that has to be addressed is the communication bandwidth.

Since non-coherent B-FSK is used, each user’s signal requires bandwidth W = 1
T

,

where T is the bit period. The communication rate determines the bandwidth each

user needs and ultimately the total number of users that can communicate simulta-

neously.

Since the 3rd harmonic of the first frequency exists, the available bandwidth is

shrinked to only 3F0−F0 = 2F0, F0 is the first frequency of the first tag. Thus, F0 must

be carefully chosen. If F0 is too close to the carrier there is a possibility that the signal

utilizing F0 will be ”buried” by the carrier emitter’s clatter. On the other hand, if F0 is

too far, the receiver’s bandwidth will be too large. This way the receiver absorbs more
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Figure 3.5: The FDM scheme used for the tags’ MAC protocol.

noise which results in an increased noise floor (See Chap. 4.4), which decreases the

receiver’s performance. These trade-offs are really important. In this work, F0 is set

at 100 kHz, thus the available bandwidth is W = 200 kHz. Apart from the available

bandwidth, another important aspect of the network that must be addressed is the

guard bands. Each user uses a pair of frequencies and each transmitted signal uses

W bandwidth. But it is not possible to create all frequencies that are apart from

each other by W because of the utilized frequency generation scheme. Even if it were

possible, it is bad practice not to leave some space between the users because even the

slightest frequency offset at the tag would result to interference. Thus, guard bands

must be introduced around each available communication frequency. But the guard

band depends on the communication rate. In this work the communication rate is

1 kbps, hence each signal’s bandwidth is W = 1 kHz. The guard band is set at 500Hz

from either side of the signal, summing to a total 1kHz guard band. Therefore, each

user need 3kHz bandwidth, two for each frequency.

Theoretically, the aforementioned problems shrink the total number of users/ tags

that can communicate simultaneously to only 66. But not all communication frequen-

cies are available. Thus, the total number of users is 30. In Fig. 3.6 the spectrum of

five users transmitting simultaneously is depicted.

3.2.2 Power Board

The main idea behind designing the power board is the use of ambient power sources.

Ambient power can be harvested from the sun, the wind, from various RF signals
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Figure 3.6: Spectrum of five tags transmitting simoultaneously.

already present on the field. During the day the most efficient and accessible power

source is solar energy. Small solar panels (2 × 4 cm) can provide enough energy for

the tag to operate. But during the night, the tag needs to operate on another power

source. Since, there are no ambient power sources powerful enough to power the tag,

a battery or a battery-like component must be present.

The circuit connecting the two power sources, i.e., the solar panel, and the battery,

must be able to change the source without disturbing the operation of the tag. Thus

a simple OR gate was created with diodes to connect the two sources. During the

day, when the solar panel provides more voltage than the battery, it is selected by the

OR gate as the main power source. During the night the voltage of the solar panel

drops, and the battery is selected as the power source. In order to guarantee that the

voltage at the power pins of the MCU never changes, regardless of the power source,

a voltage reference is added in front of the OR gate’s output. The voltage reference

causes the voltage of the power source to drop to a specific value (in our case 2 V), and

does not allow any fluctuations. A schematic of the implemented power board can be

found on Fig. 3.7 and a detailed schematic and layout are presented in appendix 6.2.

Since the tags consume 1 µA in sleep mode, the battery can be removed from

the power board. Instead a super capacitor can be used for night operation. The

super capacitor will be charged during the day by the solar panel, and with the right

duty cycle the tag can operate all night long by consuming the energy from the super

capacitor. A schematic of the proposed power board can be found on Fig. 3.8

3.2.3 Sensor Board

The scatter network is designed for agricultural applications, and microclimate mon-

itoring. Thus, the tags should support a vast range of sensors. The sensor board

provides an easy way of developing and testing different sensors, without changing
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Figure 3.7: The schematic of the power board. A simple OR function between two
power sources.
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Figure 3.8: The schematic of the power board. A simple OR function between two
power sources.

the communication and power parts of the tag. Each tag can read up to 6 sensors,

which are powered by the tag. The sensed information can come in the form of ei-

ther voltage measurements, or frequency measurements. This means that either the

MCU’s ADC, or a simple zero-crossing algorithm can be used to read the sensors,

depending on the output. The reading methods are all implemented on the MCU.

In the network deployment, constructed as a proof-of-concept demonstration, the

sensor board contained five sensors, i.e., a resistive temperature sensor, a soil moisture

and an air humidity sensor, a photodiode, and a plant ECG sensor. These circuits

were constructed and tested separately and then were integrated on a single board.

A detailed schematic and layout will be presented in appendix 6.3.
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3.3 Carrier Emitter Network - Cellular

Architecture

The carrier emitters are the illuminators of the scatter radio network. The CEs are

monolithic embedded radios operating in the European UHF band (866− 868 MHz),

and are very powerful tools. They support the transmission of a constant wave signal

at the UHF frequency, with at most 13 dBm (∼ 20 mW) power.

In order to cover a huge geographical area, multiple carrier emitters must be

utilized. Around each carrier emitter a cell can be created, illuminating multiple tags

(Fig. 3.9). In every cell the tags must have different frequency pairs, and IDs, but

in different cell there can be frequency reuse, i.e., the frequency pairs of the tags can

be shared in different cells. This is done only if one CE illuminates the tags during

each time frame. To achieve that the CEs must have a medium access control (MAC)

protocol. Since the CEs are embedded radios, a simple time division multiple access

(TDMA) protocol can be implemented.

Reader
Tag

Tag

Tag

Emitter

Tag

Tag

Tag

Emitter

Backscatter Cells

Figure 3.9: Scatter radio field with sensors/RF tags. Multiple carrier emitters are
placed in the field to illuminate tags, along with a centralized receiver/reader.

The TDMA scheme is implemented using the Silicon Laboratories libraries. Each

CE is given an ID number, which is used to determine the carrier wave (CW) trans-

mission order. Since the order is predetermined, the CE with ID 1 broadcasts that it

is now transmitting, and every other CE in the network waits until an other broad-

cast is transmitted, stating that the CW transmission is over. Then the CE with ID

2 broadcasts that it is now transmitting, and so on. With this simple scheme the

frequency reuse across different cells is achieved.
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3.4 Software Defined Radio Reader

The reader is responsible for the reception and processing of all the scattered signals.

The SDR reader consists of a radio frequency (RF) front-end tuned in the UHF band

and fast I/Q analog-to-digital converters (ADCs). The RF front-end captures the

signals in the UHF band and use a demodulation chain to bring the signals to the

baseband. The output is then sampled by the ADCs and is transferred, via Ethernet,

to the host PC. The host is responsible for all the heavy signal processing work, which

is either done on MATLAB or on GNURadio. The custom MATLAB scripts provide

great flexibility, as the user can develop custom receivers for different modulation and

coding schemes really fast and efficiently. The main drawback of this receiver develop-

ment method is its linearity. In a network multiple tags transmit simultaneously (or

almost simultaneously) and MATLAB scripts run the receiver code serially for each

tag in the network, regardless of that tag’s signal being received. The GNURadio

framework provides a more systematic approach to the receiver development. The

framework consists of many pre-made blocks for all the receiver chain, e.g., filtering,

CFO estimation, channel estimation, detection. These blocks are made by the GNU

community and are maintained by them, but in many cases these blocks are insuf-

ficient. Especially in the scatter radio communications using these blocks alone can

reduce the performance by 50%. In this type of scenarios, the GNURadio framework

offers a tool called gr-modtool. This tool allows users to develop their own custom

blocks and write the block’s code in either Python or C++. For network develop-

ment, the GNURadio framework is preferred because of the high speed it provides.

The receivers are executed in C++, i.e., a programming language with one of the

faster implemented compilers, and do not require an interpreter (MATLAB uses a

JAVA interpreter), which slows the things down significantly. Moreover, GNURadio

processes the ADC samples as a stream, while in the MATLAB implementation the

data are processed in packets, and while a packet is processed the rest samples wait

in a queue.

3.4.1 MATLAB Implementation

MATLAB provides a framework, where receivers can be implemented very quickly.

The ADC samples are transferred from GNURadio to a FIFO, which can be opened

in the MATLAB script. The signal processing chain is implemented in custom scripts.

For scatter B-FSK, which is presented in section 2.1.2, the signal processing chain is

presented in Fig. 3.10. For multiple tag reception, multiple chains must be created,

and MATLAB does not support parallel processing of the chains. Thus, these scripts

are very slow, decoding 1 tag per second.
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Figure 3.10: Simulation setup 2. The emitter is placed on the edge of the field and
the tag-of-interest is moved away from the emitter, while the two interferers are closer
to the emitter and the reader.

3.4.2 GNURadio Implementation

GNURadio is the main framework, with which the SDR receivers operate. The frame-

work consists of many pre- made blocks for all the receiver chain, e.g., filtering, CFO

estimation, channel estimation, detection. These blocks are made by the GNU com-

munity and are maintained by them, but in many cases these blocks are insufficient.

Thus, new blocks can be created, serving our needs using the gr-modtool. The im-

plementation of the signal processing chain of the scatter radio network is done in

Python, which is used to connect all the C++ blocks, and in C++ which is the main

language of the signal processing blocks.

In order to implement the chain two blocks need to be created in C++, the

block responsible for the time synchronisation, and the block for the DC removal.

Moreover, a frequency lock loop (FLL) needs to be created for the CFO estimation and

correction. The FLL was created by combining several pre-existing GNURadio blocks,

like the FFT block, the magnitude-square block and the x-lating filter block (a block

that multiplies two signals on real-time). The signal processing chain implemented in

the GNURadio receiver is shown on Fig. 3.11.
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Figure 3.11: Simulation setup 2. The emitter is placed on the edge of the field and
the tag-of-interest is moved away from the emitter, while the two interferers are closer
to the emitter and the reader.
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Table 4.1: Simulation Parameters
N0|dB = −174 + NF (dBm/Hz) hTn = 1 (m), ∀n λ = 1

3
(m)

NF = 8 (dB) hR = 1.7 (m) sn = 0.1, ∀n
|Γn,0 − Γn,1| = 2, ∀n hCl = 1.7 (m), ∀l G = 2.15 (dBi)

Chapter 4

Simulation and Experimental

Results

4.1 Numerical Results

From Eqs. (2.37) and (2.31) it is already apparent that the bistatic system offers

diversity order at least 1, while monostatic system only 1
2
. It is emphasized that

the diversity order of bistatic system equals the one of classic point-to-point Marconi

radio Rayleigh fading system with single antenna [22].

Fig. 4.1 offers BER performance as function of SNR for the two scatter radio archi-

tectures, assuming N = 1 tag/sensor, L = 1 slot and common SNR = SNR
[b]
1,1 = SNR

[m]
1

(resulting to monostatic reader transmission power PR and bistatic carrier emitter

power PC1 related according to PR =
LC1,T1

LT1,R

PC1

2
). Eq. (2.27) and [13, Eq. (27)] are

used for the monostatic and the bistatic architectures, respectively. It can be seen

that the bistatic point-to-point system outperforms the monostatic one and high-SNR

slope is clearly different, as expected. It can be also seen that their performance gap

increases with increasing SNR.

For a large-scale network the impact of θ, N , SDR reader and CE transmission

power in topology-independent average outage probability is investigated for both

monostatic and bistatic architectures. Average outage probability calculation utilizes

1000 randomly chosen topologies, as explained in Section 2.4.1; for each topology,

Pr
(

out
[m]
L

∣∣T [m]
L , θ

)
and Pr

(
out

[b]
L

∣∣T [b]
L,N , θ

)
are calculated using 2000 Monte Carlo ex-

periments, as well as their corresponding upper bounds. The comparison of the two

schemes is carried out in the G160,5 grid network (i.e., M = 160 and ∆ = 5). The SDR

reader is placed at the middle of the topology in order to maximize the coverage, i.e.,

uR = [80 80]>, while for bistatic architecture with L = 4, CEs’ positions are given by

{uCl}4
l=1 =

{
[40 40]>, [120 120]>, [120 40]>, [40 120]>

}
. In Fig. 4.2-Left (-Right)

the network setup of monostatic (bistatic) setup is depicted.
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Figure 4.1: BER performance under ML coherent detection for monostatic and
bistatic architecture.
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Figure 4.2: Network setup: monostatic (left) and bistatic (right) with 4 carrier emit-
ters (CEs). Grid points (dots) are possible tag/sensor locations.

Each tag backscatters information using bit period T = 1 ms (1 Kbps). Table 4.2

offers the simulation parameters. In addition, εn,j = 2πT for all n, j ∈ N with

n 6= j, and each tag n utilizes the following pair of frequencies (that satisfy the

orthogonality criteria of Section II, Eq. (2.17): Fn,0 = (0.1 + nFsp) MHz and Fn,1 =

(0.1+nFsp+Fsp/5) MHz with Fsp = 0.01 MHz (as well as their negative counterparts),

offering from Eq. (2.40), ρnj = ρjn = 25
[2π T (5|n−j|−1)Fsp]2

.

Fig. 4.3 illustrates the topology-independent average outage probability (as well

as the corresponding upper bounds) for monostatic and bistatic architectures as a
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Figure 4.3: Tag topology-independent, average outage probability as a function of
threshold θ for monostatic and bistatic systems in setup of Fig. 4.2.
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Figure 4.4: Tag topology-independent, average outage probability as a function of
transmission power Ptx = PR = PCl for monostatic and bistatic systems in setup of
Fig. 4.2.
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function of threshold θ, for N = 100 tags and equal transmission power per slot for

both systems, i.e., PR = PCl = 20 (dBm), ∀l. It is noted that the specific monostatic

network setup (Fig. 4.2-Left) is the most appropriate among all possible choices of

G160,5 in terms of coverage, since the SDR reader is located in the middle of the

grid. Fig. 4.3 shows that for θ ∈ [2, 10], the bistatic architecture outperforms the

monostatic, with a performance gap of 2dB. The gap between the performance of

two systems increases as threshold θ decreases. It can be also remarked that for the

specific setup of bistatic and monostatic grid topologies, the proposed bounds are

quite tight, especially for the bistatic system, where the difference among bound and

exact curve is negligibly small. From the above observations, the bistatic architecture

offers more reliable reception compared to monostatic, or equivalently, larger network

coverage, for a broad range of reception thresholds θ.

Fig. 4.4 offers tag topology-independent outage probability for both monostatic

and bistatic architectures, as a function of transmission power Ptx assuming N = 100

tags. Results for θ = 2 and θ = 12 are illustrated and as expected, smaller θ of-

fers better performance for both schemes. It is noted that for small values of Ptx

monostatic system offers smaller outage; however, at that low Ptx regime, the outage

probability values are quite large, in the order of 70% percent. As Ptx increases, the

bistatic architecture outperforms the monostatic and the performance gap among

them also increases. It can be deduced that for the specific network setup, tag

topology-independent outage less than 10% requires the bistatic architecture with

CE transmission power Ptx ≥ 27dBm and θ = 2.

Finally, Fig. 4.5 studies the impact of number of tags N in average outage prob-

ability for monostatic and bistatic systems, assuming equal transmission power per

slot, i.e., PR = PCl = 20 (dBm), ∀l. It can be seen that as the number of tags

increases, monostatic system’s tag topology-independent average outage probability

tends to increase slowly, in sharp contrast to bistatic system, where average outage

probability remains unaffected. This implies that in the monostatic architecture with

large number of tags, there exist tag topologies which are significantly affected from

interference or weak SNR; on the contrary, the bistatic architecture is flexible enough,

permitting several tags to operate concurrently, with outage performance less sensi-

tive to the number of tags and smaller, outperforming the monostatic architecture,

for the specific setup.

Taking into account all the above, it is clear that the bistatic architecture offers

higher reliability or equivalently better field coverage for scatter radio WSNs.

Taking into account that for each tag only two interferers exist, several network

topologies with three tags (the tag-of-interest and two interferers) were simulated. The

parameters used in the simulations are shown at Table 4.2. In all tested topologies

the reader is placed at the middle of the test area, which is an 100 × 100 m2 grid,



4.1. Numerical Results 45

N

10 20 30 40 50 60 70 80 90 100

A
v
er
a
g
e
O
u
ta
g
e
P
ro
b
a
b
il
it
y

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Monostatic

Monostatic Upper Bound

Bistatic

Bistatic Upper Bound

θ = 12 dB

θ = 2 dB

Figure 4.5: Tag topology-independent, average outage probability as a function of N
(number of tags), for monostatic and bistatic systems in setup of Fig. 4.2.

with 1 m resolution. In order to determine threshold Θ, we fix the outage probability

of the monostatic architecture to 1% and work without interferers. Therefore Θ is

calculated as follows using (2.24) and (2.45):

Pr
(

out
[m]
L

∣∣T [m]
N , θ

)
= F

g
[m]
l,n

(
2θ

SNR
[m]
n

)
⇒

⇒ F
g
[m]
l,n

(
2θ

SNR
[m]
n

)
= y ⇒ F−1

g
[m]
l,n

(y) =
2θ

SNR
[m]
n

(4.1)

We calculate the inverse of (2.41):

F−1

g
[m]
l,n

(y) = ln2(1− y), (4.2)

and substitute in Eq. (4.1) in order to get outage probability of 1%:

ln2(1− 1%) =
2θ

SNR
[m]
n

⇒ θ =
SNR

[m]
n ln2(0.99)

2
(4.3)

For example, for given SNR = 20 dB, we calculate the parameter Θ ≈ 1. In Fig. 4.1

the probability of outage without interferers, for Θ corresponding to SNR = 10 dB is

depicted (the same Θ is used thereinafter). Literally, this figure shows the probability

of deep fade in the two architectures and it can be deduced that the monostatic
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Figure 4.6: Simulation setup 1. The tags and the emitter are close to the reader,
resulting to good performance for both architectures.

architecture has two orders of magnitude bigger probability of deep fade than the

bistatic architecture.

In Fig. 4.6-Left, the first setup is depicted; the distances between the components

are small and thus, the probability of outage is small, as shown in Fig. 4.6-Right. The

bistatic architecture achieves better performance, even better than the desired 1% at

10 dB SNR. Moreover, in setup 2, shown in Fig. 4.7-Left, the emitter is placed at

one corner of the test area and the interfering tags are placed between the reader and

the emitter, while the tag-of-interest is placed further away from the emitter. This

topology favors the monostatic architecture because the distance between the reader

and the tag is much smaller than the distance between the tag and the emitter. From

Fig. 4.7-Right can be deduced that the bistatic architecture has better performance

than the monostatic one, even though the performance gap closes due to the large

distance between the carrier emitter and the tag-of-interest. In the final scenario,

the emitter is placed at the edge of the field and the tag-of-interest at the opposite

edge, thus the emitter-to-tag distance is maximized. The two interferers are placed

in-between the emitter and the reader, as shown in Fig. 4.8-Left. One could expect

that the monostatic architecture would have better performance, but the results of

Fig. 4.8-Right suggest otherwise. Again the bistatic architecture has better probability

of outage than the monostatic. In this case the derived bounds are not as exact as

in the other two scenarios, since the tag-of-interest-to-emitter distance is large and

the interference is strong. It is clear that the bistatic architecture offers improved

coverage and performance, in contrast to the monostatic one.
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Table 4.2: Parameters for Numerical Results
GTx = GRx = 2.15 dBi hT = 2 m λ = 1

3
m

R = 1 Kbps hR = 2 m

η = −10 dB hC = 2 m

Figure 4.7: Simulation setup 2. The emitter is placed on the edge of the field and the
tag-of-interest is moved away from the emitter, while the two interferers are closer to
the emitter and the reader.

Figure 4.8: Simulation setup 3. The distance between the emitter and the tag-of-
interest is almost maximum.
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4.2 Experimental Results

4.2.1 Coverage

In order to validate the numerical results an experimental campaign was conducted,

comparing the coverage of the monostatic and the bistatic architecture. The experi-

mental setup consisted of an SDR reader connected to a host PC, a CE and three tags.

The tags were transmitting a fixed data word, using BFSK modulation in different

subcarrier frequencies, at 1Kbps data rate. Moreover, the tags employed a 1/2 rate

Reed-Muller channel code for error correction. The CE transmitted power was set

13dBm, at 868MHz. Furthermore, in order to simulate a monostatic reader, the SDR

reader and the CE were placed on the opposite sides of a metallic box. This structure

provided good isolation (∼ 15dB) between the transmit and the receive antennas,

without the use of a circulator. The monostatic setup used for the experimental

campaign is depicted in Fig. 4.9.

Figure 4.9: The custom monostatic reader used for the experimental campaign. The
reader is on the top side of a metal box, while the CE is on the bottom side.

The campaign consisted of two stages. In the first stage the maximum achieved

ranges of the tag-to-SDR reader links were calculated. The metric used to find the

maximum range was the tag’s bit-error-rate at the receiver; the maximum allowed

bit-error-rate was 5%. The bistatic architecture achieved tag-to-SDR reader ranges

over 140m, with tag-to-CE ranges being in the order of tenths of meters. The achieved

ranges of the monostatic setup were one order of magnitude smaller than the bistatic,

with the maximum tag-to-SDR reader range being ∼ 15m.

In the second stage the coverage of a field of total area 3500m2 was examined.

For the bistatic architecture two network topologies were deployed, one with three

CEs and one with four. In the first topology (shown in Fig. 4.10) the SDR reader was
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Figure 4.10: First bistatic setup deployed. The reader was placed at the corner, while
the CEs were placed around the field to maximize the coverage of the tags.

Figure 4.11: Second bistatic setup deployed. In this case the reader was deployed at
the center of the field while the emitters were placed in almost antipodal positions to
maximize the tags’ coverage. Because the tag-to-SDR reader distances were smaller,
the coverage increased.

Figure 4.12: Monostatic setup deployed. In this case the readers were deployed every
∼ 20 m, with the tags around them.

placed in one corner of the field, maximizing the tag-to-SDR reader distance, while the

CEs were placed around the field, in order to maximize the coverage. In the second

topology the reader was placed in the center of the field, as shown in Fig. 4.11. In this

case in order to cover the whole field four emitters were needed. For the monostatic

architecture, multiple readers/CEs were deployed. Since the monostatic architecture’s

ranges are shorter a total of eight readers were used, as shown in Fig. 4.12.
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The experimental campaign showed that both the monostatic and the bistatic

setups can cover the same area, but the drawbacks of the monostatic setup were

clear. The monetary costs of the monostatic system are significantly greater than the

bistatic’s, since every twenty meters a new SDR reader along with a host PC must

be deployed. The bistatic architecture, with its flexible topologies and greater ranges

provided coverage of the same area with only a single SDR reader and multiple CEs,

which can come in a form of a synthesiser and an amplifier connected to an antenna.

Figure 4.13: The scatter sensor network deployed on the garden. The tomatoes are
the tags.

4.2.2 Sensing

In Fig. 4.14 the temperature and soil moisture reported data of two tags are depicted.

The tags were deployed on the garden of Technical University of Crete and operated

by the solar panel during the day and by battery during the night (Fig. 4.13, Fig.3.4).

The tags were deployed for 14 hours. In Fig. 4.14-Left are shown the soil moisture

sensor measurements. The moisture of the ground was around 13−15% until midday,

when the plant was irrigated, when the measurements rose to 55% and 30%. Moreover

in Fig. 4.14-Right the measured temperature is depicted. Sensor 2 was placed directly

under the sun and thus the reported temperature is much higher than sensor 1 which

was protected from the sun.
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Figure 4.14: Left: Soil moisture measurements, Right: Temperature measurements
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Chapter 5

Conclusion & Future Work

5.1 Conclusion

This work aimed at low-cost environmental sensing with scatter radio technology,

mainly for agricultural applications. Ultra-low cost, low power and high network den-

sity were the highest design priorities (and constraints). The bistatic scatter radio

system was presented, which can be utilized to build large scale low-cost and low-

power sensor networks with extended field coverage. The individual modules of the

system were presented: carrier emitter and tag prototypes, along with a software-

defined reader. The complete signal model was derived for both the bistatic and the

monostatic architectures. The two architectures were compared in terms of bit error

rate for maximum likelihood detection for the single user case, where the diversity

order of each architecture was derived, and outage probability for the multiple user

case, where tight bounds were derived. It was clearly shown that the bistatic archi-

tecture surpasses the monostatic one in terms of coverage and performance. Taking

this fact into account, a bistatic digital scatter WSN was constructed. The prototype

tags use binary FSK and FDM to communicate with the reader and report real-time

data sensed by a sensor board. The scatter board consumes less than 1 µA on sleep

mode and operates only on a small solar panel. With the use of “sleep” mode the

maximum amount of tags supported by the network is greatly extended to over 300

depending on the duty cycle. The network was tested in two deployments, where it

reported the soil moisture, temperature and luminosity values of the field.
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5.2 Future Work

This work is a large step towards the implementation of ultra-large scale scatter

sensor networks. With the use of the bistatic architecture, it is possible to deploy

large networks with receiver-less tags.

The total network tags is connected with the tags’ duty cycle. In order to extend

the total number of users, a simple receiver could be implemented on the tags, in

the form of a single diode and a capacitor. This could allow the implementation of

simple on-off-keying (OOK) modulation on the emitters, in order to implement proper

TDMA protocols. This could limit the communication range between the tag and the

reader, but since the emitters are close to the tags with high probability, the range

reduction would not be significant.

The tag’s front-end should be redesigned, in order to maximize |Γ1 − Γ0|. By

maximizing this quantity the tag-reader communication range would greatly increase.

This requires an extensive microwave analysis and design of the front-end, along with

an extensive characterization of the RF transistors used for the front-end.

Moreover, the tag’s power board should be developed to allow powering only

by ambient sources. The new generation power board should utilize multi-modal

powering techniques, combining solar power, RF harvesting, and plant energy. This

will reduce the tag’s cost and will create a truly battery-less and energy efficient tag.

Finally, the GNURadio receivers should be further developed, taking into account

the number of tags transmitting at each time instance. As it stands, the receiver tries

to decode each tag, even if it does not transmit at the moment. The receiver should

be more clever and try to find which tags are trying to communicate with it, and only

run the signal processing process for the specific tags. This would reduce the delay

at the receiver and increase the network’s efficiency.

Hopefully, the expansion of this work will enable ultra low-cost and large- scale

environmental sensing, which was previously unfeasible with existing technologies,

both due to limiting cost and relatively high energy demands.
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Appendix

6.1 RF Scatter Board Schematics & Bill of

Materials

Figure 6.1: Scatter board layout.
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Page 1

Scatter Tag V1

Quantity Schematic ID Man. Number Description Packaging Value
2 C3, C4 C0805C220F5GACTU CAP CER 22PF 50V 1% NP0 0805 0805 22 pF
1 C2 C0805C105K8RACTU CAP CER 1UF 10V 10% X7R 0805 0805 1 uF
2 C1,C5 C0805C104K3RACTU CAP CER 0.1UF 25V 10% X7R 0805 0805 0.1 uF
1 C6 T491A475K016AT CAP TANT 4.7UF 16V 10% 1206 1206 4.7 uF
1 R3 CRCW080510M0DHEAP RES SMD 10M OHM 0.5% 1/8W 0805 0805 10 Mohm
2 R1, R2 ERA-6AEB102V RES SMD 1K OHM 0.1% 1/8W 0805 0805 1 Kohm
1 R4 ERA-6AEB471V RES SMD 470 OHM 0.1% 1/8W 0805 0805 470 Ohm
1 R5 ERA-6AEB202V RES SMD 2K OHM 0.1% 1/8W 0805 0603 2 Kohm
1 Y1 9B-25.000MAAI-B Crystal 25.0000MHz 30ppm 16pF Through Hole -
1 Q1 BFT25A,215 TRANS NPN 5V 5GHZ SOT-23 SOT 23 -
1 X1 142-0711-201 CONN SMA JACK STR 50 OHM SMD SMA-SMD -
1 LED1 SML-LX1206GW-TR LED 565NM GREEN DIFF 1206 SMD 1206 -
1 U1 C8051F930-G-GQ IC MCU 8BIT 64KB FLASH 32LQFP 32-LQFN -
1 JP4 EG1218 SWITCH SLIDE SPDT 30V.2A PC MNT Through Hole -
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6.2 Power Board Schematics & Bill of Materials

Figure 6.2: Power board schematic.

Figure 6.3: Power board layout.



Sheet1

Page 1

Power Board V1.0

Quantity Schematic IDMan. NumberDescriptionPackaging Value

2 JP1, JP2
960114-
6202-AR

Connector 
Receptacl

e 14 
Position 
0.100" 
Gold Through Hole -

1 VREG
REF3318A

IDBZT

IC VREF 
SERIES 

1.8V 
SOT23-3 SOT-23 -

2 D1, D2 BAT54-7-F

Diode 
Schottky 

30V 
200mA SOT-23 -

1 BAT BS-7

HOLDER 
COINCEL

L 2032 
RETAINR

CLIPBATTCOM_20MM_PTH-

1 SOL
961114-
6404-AR

CONN 
HEADER 

VERT 
SGL 

14POS 
GOLD Through Hole -
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6.3 Sensor Board Schematics & Bill of Materials

Figure 6.4: Sensor board layout.
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Shematic	Symbol	 Description

ECG module 
IC1 IC OPAMP GP 10KHZ RRO 14SOIC
R1-R8 RES SMD 100K OHM 1% 1/8W 0805

Sensors
TEMP_LMT84 SENSOR TEMP RATIOMETRIC TO92-3
R_FOTO RES SMD 10M OHM 1% 1/8W 0805
BPW34_PHOTODIODE PHOTODIODE 850NM THRU-HOLE

Power Supply
C2 Decoupling Multilayer Ceramic Capacitors MLCC - SMD/SMT 0603 0.1uF 16volts X7R 5%
C_BP Multilayer Ceramic Capacitors MLCC - SMD/SMT 0805 4.7uF 10volts Y5V +80-20%

TIMERs & Support Producs
U_1,U_2 CMOS TIMER 8 COM
R_555_1 RES SMD 374K OHM 1% 1/8W 0805
R_555_2 RES SMD 680K OHM 5% 1/8W 0805
R_555_4 RES SMD 1.3M OHM 1% 1/8W 0805
R_555_3 RES SMD 750K OHM 1% 1/8W 0805

HEADERS
U$3 Connector Header 4 Position 0.100" (2.54mm) Tin Through Hole 
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