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ABSTRACT

Specifying and measuring the properties that a system provides, plays an important role for risk
analysis during the development and management processes. Large organizations, like NASA
and the FORD motor company, apply formal methodologies to guarantee that the developed
systems fulfil the design requirements and accomplish the desired mission critical goals.

The effectiveness of cyber-attacks raises security as a main system concern. Privacy also
becomes important, as high volumes of personal data are processed by modern systems. Still,
simple establishment of security and privacy defence mechanisms do not guarantee protection.
The dependability of the solution must be also verified. Safety management is crucial, as any
incident can lead to potential damage or even personal injury.

Tackling the overall security, privacy, and dependability (SPD) calculation in a practical and
systematic manner is difficult. The problem hardens when we deal with a composed system. In
the era of pervasive and ubiquitous computing several systems are dynamically composed, with
high volumes of heterogeneous embedded and mobile devices exchanging information.

This thesis examines SPD and safety-related issues on Internet-of-Things (IoT) in corporation
with Artificial Intelligence (AI). Formal methods are applied for system composition and SPD
validation on evaluating systems. Then, the Al process can manage the system in real-time to
protect the system itself and the users of the ambient environment. For example, a smart campus
setting can assist living conditions during normal operation and counter cyber-attacks. In case
of emergency, like fire or earthquake, the Al manages the surrounding smart equipment to assist
the timely and safe evacuation of all evacuees. In other smart city scenarios, the system can
detect physical tampering of critical railway infrastructure or car accidents and inform the
involving authorities to take actions. Information regarding the incident and the passengers’
health condition are distributed. The goal is to achieve fast response with adequate rescue
means.

The main achievements of this work include a formal framework which describes the SPD
properties of a composed system and its sub-components, and how these features are affected
by changes in the state-architecture. The implementation can be used for composition
verification, security validation, comparison of different system settings, and evaluation of the
impact of a change in a system. Moreover, the proposed framework can be used as a middleware
for real-time monitoring and management of a system. Technically, the framework is modelled
as the reasoning process of JADE agents and ported in the OSGi middleware platform. The
network layer is further fortified by a novel trust-based secure routing protocol that provides
enhanced security and performance, surpassing the current solutions. Lightweight
cryptographic primitives are implemented at the device end to ensure authentication,
confidentiality, and integrity.

The deployment is applied and demonstrated in five main scenarios:

e A smart home application to evaluate and manage embedded devices with ambient
intelligence capabilities for assisting living.

e An IoT system for precision agriculture deployments with wireless sensor networks
(WSNs5) for monitoring olive groves or forests while detecting and countering cyber-
attacks.



A smart campus setting for disaster mitigation planning that manages the surrounding
smart equipment and assist the timely and safe evacuation of all evacuees in case of
emergency, like fire.

A railway cyber-physical system (CPS) for smart transportation with in-carriage and
on-route WSNs that continuously monitor the critical infrastructure for safety-related
incidents while providing protection against cyber-attacks.

A smart vehicle fleet management where the system monitors the underlying vehicles
at runtime, protecting against cyber-attacks. The system can also detect car accidents
and inform the involving authorities to take actions.



[MEPIAHWH

O 7pocdlopiopdc Kol 1 HETPNOTN TOV 1OI0THTOV OV TaPEYEL v oVt dtadpapatilet
ONUAVTIKO POAO OTNV aVAAVOT KIvOUVOL KT TN O1dpKELD TV JOIKACIOV OVATTUENG Kot
dwxeipiong. Meydhotr opyaviopoi, 6mwg n NASA kou 1 ovtokwvnrofropnyovia FORD,
eQopUOLovV TVTIKEC PEBOAOLE Yl VA, S1UGPUAGOVY OTL T TAPAYOLUEVO GUGTHLOTO TAT|POVY
TIG AMOITNGOELS OYXESINONG KOl EMTLYYOAVOUY TOVG EMBLUNTOVE GTdHYOVE OV gival Kpioung
ONUOGIOG Y10, TNV EMITEVEN TG OTOGTOAN.

H anoteleopoticdtnTo TV ETOEGEDV GTOV KOPEPVOYDPO OVASEIKVIEL TV UCPAAELD MG KOPLOL
widtta evdg ovothiuatos. H wiwtikdtra yivetol emiong onuovtikn, Kabdg ta cOyypova
ovotnuoto eneEepyalovtol HeYOAOVS OYKOVC TPOCMOTIKAOV O£d0UEVMY. GTOGO, 1 OlAN
onuovpyio. pUNYAVICU®V OCQUAEWNG KOl TPOoTOCiag Tng Wwmtikng {ong oev eyyvdrtal
npootaocia. [Ipénetl emiong va emainbevtel n aglomiotia g Avong. H dayeipion g ouoikng
acpdrelag eivor Lotikng onuaciog, kabmg kdbe meploTatikd pmopel va 0dnynoel og mbavn
{ud 1 oxOpa Kol 6€ TPAVUATIOUO.

H avtipetdmnion Tov vwoAoyIGHOD TG GLVOAIKNG OCPAAELNG, TNG WIOTIKOTNTAG, KOl TNG
a&omotiag (AIA) pe mPOKTIKO KOl GLOTNUOTIKO TpOmO eivar OOokoAn. To mpoPAnua
dvokohevel Otav avTtipetonilovpe éva oOvBeto cOotnuo. XTnv emoyf T OdyvTng Kot
TOVTOYOD TOPOLGING VTOAOYIOTIKNG, TOAAG cuoTHUOTH €ivol SLVOUIKG cuvTeDeléva, HE
UEYAAOVC OYKOUG ETEPOYEVMV EVOMUATOUEVOV KOl KIVITOV GLOKELMV VO OVTUALAGGOUV

TANPOPOPIEC.

Avt 1 epyacia eEetdlel Bépata AIA Kot pLGIKNC aoeaielag mov oyetilovtal e To Aadiktvo
tov [paypdtov (Atll) oe ocvvepyacio pe v Texvnt Nonpoovvn (TN). Tvmikéc pébodot
epopudlovtal yio T 60VOEST TOLV CLUGTHUOTOC Kol TNV EXKOPmOon Tov emmédov AIA ota
cvotipata agloldynonc. X cvvéyeld, 1 dwdtkacio TN pmopel va dtoyelpiotel To cOGTNU
0€ TPAYHOTIKO YPOVO YlO. VO TPOCTOTELGEL TO 1010 TO GUOTNUN KOlL TOVG YPNOTEG TOL
nepPariovta ydpov. I'ia Tapdderypo, pia e@approyn EEVTVNG TOVETIGTILUOVTOANG LWITOPEL va
BonOnoel Tig cvvOnkeg SwPiwong katd TN OAPKEW TNG KOVOVIKNG AEITOLPYIOG Kol Vo
KOTOTOAEUNOEL TIG KUPEPVO-EMBEGELC. XE MEPIMTOOTN EKTAKTNG AVAYKNG, OTWE 1 TUPKAYLH 1] O
oeopog, N TN dwayepiletoanr tov mepifdirovia EEvmvo eEomhopd yia vo Bondioel otnv
&yKopn Kol ao@oA EKKEVOOT OA®V TV ovOpdrwv. Xe dAlo oevaplo £Evmvng mOANG, TO
GUOTNUO LWITOPEL vaL oviyveDGEL TNV PLGTIKN TTopafioon T Kpioiung 6101 podPOKNIG VITOOOUNG
N TPoYOio, OTUYAUOTO KOl VO EVIUEPMOEL TIC EUTAEKOUEVES OPYEC Yol TN ANYN HETP@V.
[TAnpoeopieg GYETIKA LE TO TEPIOTATIKO KOl TNV KOTdoToon TN vyelog tov emPotdv
dravépovtot otic apyés. O otdyog elvar va emttevydel ypriyopn avtomdkpion e Ta KATAAANAL
HEGO d1AcmoNg.

Ta kOpla emitedypoTo oVTAg TG HEAETNG TEPILOUPAVOLV VO, TUTIKO TAOIGLO TTOL TEPLYPAPEL
T1g 1W10tNTeg AIA €vdg cOHVOETOL GLGTALOTOC KOl TOV VTOGVGTHIATOV TOV KOl TOV TPOTO HE
TOV OTO10 OTA TO YUPAKTNPICTIKA EMNPEALOVTOL A0 TIC OAAAYEG OTNV apyLTEKTOVIKT dopn|. H
epappoy” umopei va ypnoyomombei yio v emoAndevon g cbvbeong, Ty eXKOPOON TNG
OCQAAELQG, TN CUYKPIOT TOV SLUPOPETIKMOV pLOUICEDY TOV GLGTAOTOG Kot TNV a&loAdynon
TOV EMMTOCEOV OGS OAAAYNG 0€ €va, ovotnua. Emmiéov, 1o mpotevopuevo mhaiolo uropei va
ypnoworondel g evOlAUESO AOYICUIKO Yio TNV mopokoiovdnon kol dlayegipion o€
TPAYLOATIKO ¥pOVO €vOG GUGTNUOTOC. ATO TEYVIKNG MAEVPAS, TO TAOIGLO SLOUOPPMVETOL MG
dwdtkaoio cLAAOYIOTIKNG TV Tpoktopov JADE kot petagépetor otnv mAat@opua



middleware OSGi. To eninedo dIKTOOV TPOGTUTEVETOAL EMTAEOV OO £VOL KOIVOTOUO UCPOAEG
TPOTOKOALO SpOHOLOYNONG PUCIGUEVO GE EUTIGTEVTIKOTNTO TO OTOI0  TOPEYEL EVIGYVUEV
acQAAEl0 Kol emidoom, Eemepvavtog T  onuepvég Avoelc. Elagpid dopuxd otouyeio

KPLITOYPOPiaG VAOTOMON KAV G€ EXIMEOO GLOKELNC MGTE VO EEAGPUAGTOVV 1) AVBEVTIKOTNTAL,
1 EUMOTEVTIKOTITA, KOl 1] AKEPALOTNTO.

H avantuén epappoletor Kot EMOEIKVIETAL GE TEVTE KOPLO GEVAPLOL:

Mua gpappoyn yio EEumvo omitt yio TNV a&loAdynon Kot T dloyeiplon EVOOUATOUEV®Y
OLOKEVMOV e duvaTdTNTEG TEPIPAALOVTIKNIG vELING Yoo TNV TTapoy Pondelag oTig
ouvOnkeg dafimong.

"Eva cvotnpa ATII yio tv avanTtoén yempyik®dv Unyovicuov akpiPeiog Le acOprota

diktva aetntpov (AAA) yio TNV TOpAKOAOVONOT TOV EAAOVAOV 1] TOV d0cHOV KaBMG
KOl TOV EVIOMIGUO KoL TNV OVTILETMOTION TOV KUPEPVO-eMOEGEWDV.

Muw e@appoyr] €EVTVNG TOVETICTNUOOTOANG YL TOV OYEOOCHO  HETPLUCHOD
KATAOTPOP®OV Tov dtayepiletan tov mepiPdirovia Evmvo eEomAiopd Kot fondd oty
EYKOPN KOl OGQOAT EKKEVMON OAOV TOV EKTOTICUEVOV GE TEPIMTMON EKTOKTNG
avAyKNG, 0TS M TLPKAYLA.

"Eva kuBepvo-puoikd cvotmuo (KDOX) 61dnpodpdumv yia EEumveg petapopés pe AAA

OTO LECO LETAPOPAS KO KOTE PUNKOG TG SLOPOUNG TTOV TOPOKOAOLOOVY GUVEYDS TNV
VTodoUn Y. GVUPAVTO OV OYETICOVTOL LE TNV QUOIKN OCQAAELN, TAPEYOVTOS
TOVTOYPOVO TPOGTUCIN A0 EMBEGEIC GTOV KLBEPVOYDPO.

Mo dwayeipion otorlov €Evmveov oynudTeV, OTOL TO GUCTNHO TOPaKOAOVOEl Ta
VTOKEIPEVO OYLOTO KOTA TO YPOVO EKTELEGNC, TPOCTATEVOVTAG OO EMOECEI OTOV
KuPepvoympo. To cvoTua pmopel emiong va aviyvedoEL TPOYAiD ATLYLOTA KOl VO
EVNUEPDGEL TIG EUTAEKOUEVES OPYES Y10 TNV AVAANYT EVEPYELDV.
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1. INTRODUCTION

In the ongoing 4™ Industrial Revolution, embedded devices exchange high volumes of
information regarding the users and the ambient environment. The protection of these assets is
crucial as successful attacks can harm the business operation or cause injuries and even depths.
Novel and efficient security, privacy, and dependability (SPD) management on Internet-of-
Things (IoT) and safety-critical applications utilizing Artificial Intelligence (Al) is possible.
The thesis contributes in this domain with the following achievements:

e A systematic and practical measurement methodology of SPD: risk assessment
methods evaluate a distinct system in order to capture the main protection properties
that are provided.

e System composition and SPD validation on evaluating systems in the IoT domain:
after assessing the individual SPD metrics of each subsystem, we examine the defense
level that is accomplished by the finally composed setting.

¢ Combination with AI: the Al process manages the system in real-time to protect the
system itself and the users of the ambient environment.

e Safety-critical reasoning and disaster mitigation planning: Except from defending
cyber-assets, our solution safeguards the physical environment of the application and
the users as well. The system can detect safety-critical events, like fire or earthquake,
and protect the users by imposing disaster mitigation plans and strategies.

e The network layer security is enhanced with a secure and energy-efficient routing
mechanism: the trust-based secure routing scheme improves the performance and
load-balancing of wireless ad hoc networks during normal operation, while protecting
from several threats, like jamming, blackhole, On-Off, and Sybil attacks.

e Novel lightweight cryptographic mechanisms are deployed at the embedded
device end: lightweight cryptography protects the digital assets that are maintained at
the end nodes of the system. The implemented primitives provide the main
cryptographic functionality for authentication, confidentiality, and integrity, and offer
enhance functionality for authenticated encryption and password-hashing.

¢ Five application scenarios: a smart building example presents the main methods for
SPD evaluation and composition validation. A smart campus setting demonstrates the
capability of our solution to manage safety-critical events and assist the users to timely
evacuate the campus in case of fire. A precision agriculture application presents the
ability to detect and counter a high variety of cyber-attacks. The intelligent
transportation scenario further examines the protection of the critical infrastructure of
a railway system. Finally, the social mobility scenario demonstrates the full potentials
of the proposed system, where smart vehicles and on-road equipment are managed at
runtime in order to deploy a smart city application and implement a real-time
emergency response service in case of car crashes.

1.1 THE 4™ INDUSTRIAL REVOLUTION

In the era of the Internet of Things (IoT) massive numbers of interconnected embedded devices
are deployed in critical infrastructures and cyber-physical systems (CPS). The Internet of
Everything has an economic impact of more than 14 trillion by 2020. Pervasive and ubiquitous
computing devices, featuring sensors and actuators, are already deployed in a variety of
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domains (smart grid, city infrastructure, transportation, residential’/home automation, industrial
systems, military, and healthcare, among others [1], [2], [3]). Figure 1 depicts the industrial
revolution milestones, based on DFKI GMBH data.
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Figure 1 From industry 1.0 towards 4.0: the 4™ industrial revolution of CPS

In 2015, 10 billion IoT devices were deployed and their number is going to reach the 34 billion
devices in 2020. Figure 2 illustrates the connectivity forecasts of IoT devices, based on Cisco
data'. Research and industry struggle to integrate this evolving technology and the exponential
growth of IoT.
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Figure 2 The IoT connectivity forecasts based on Cisco data
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Existing networking [3] and security mechanisms [4] are adapted to handle the vast population
of 10T devices. Seamless and higher level machine to machine (M2M) and human-to-machine
(H2M) interactions, are another important requirement in order to effectively monitor and
manage the infrastructure, allowing the use of its full potential. Typically, end-users do not
possess the skills to configure and setup the devices that may be found in smart environments;
in large-scale deployments, individually setting up devices is not even feasible. From the
perspective of implementers, there is a need for rapid development and deployment, while
simultaneously tackling issues of scaling and inherent limitations in terms of resources (CPU,
memory, power etc.). However, at its current state, the ubiquitous computing landscape is
segregated, consisting of numerous proprietary solutions, which are typically incompatible with
each other. This makes setting up, managing and securing a smart device ecosystem,
significantly challenging. Various “loT protocols” proposed by researchers aim to address
these issues, while standardization initiatives try to guarantee interoperability, through the wide
and structured deployment of the proposed mechanisms.

1.2 MOTIVATION

Embedded systems (ESs) permeate our lives in various forms, from avionics to e-textiles,
automobiles, home automation and wireless sensor nodes. In terms of their physical size, they
range from miniature wearable or sensor nodes (i.e. motes) to large industrial deployments of
programmable logic controllers (PLCs).

The various intrinsic and application specific characteristics of ESs complicate the task of
guaranteeing the security, namely handling the confidentiality, integrity, and availability
aspects of their applications and the data they handle. Their characteristics habitually include
resource constraints (namely computational capabilities, storage capacity, memory, and
power), dynamically formulated, remotely-managed networking and even unattended operation
in hostile environment and time-critical applications. Therefore, while securing networked
computer systems is not a novel concern, the techniques developed for personal and enterprise
systems are often unsatisfactory or even inapplicable in the case of embedded devices.

In addition to the above, ES applications often feature direct interaction with the physical world.
This further differentiates ES security as a related incident in a critical application may lead to
asset damage or even personal injury and death. In [5] researchers demonstrated that it is
feasible to manipulate all critical sub-systems in modern automobiles using a wireless-enabled
MP3 player connected to the vehicle’s embedded control network. The presented attacks
include accessing the brake controller, thus disabling or forcibly activating the brakes and
consequently compromising the safety of the driver and passengers, as well as injecting
malicious code to erase any evidence of tampering after a crash.

Furthermore, since ESs are often responsible for vital, time-critical applications, a delay or a
speedup of even a fraction of a second in system’s response or reaction could have dire
consequences. A recent and widely publicized example of such a case is the worm Stuxnet, a
highly specialized malware which was designed to target the specific Siemens Supervisory
Control and Data Acquisition (SCADA) systems installed in Iran’s uranium enrichment
infrastructure. The purpose of the worm was to take control of the PLCs causing periodic
variations in the uranium enrichment centrifuges’ rotor speed, thus destroying the devices.
Indeed, because of Stuxnet, Iranian scientists were forced to replace approximately 1000
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centrifuges over a few months when, prior to the attack, normal failure rates were
approximately 800 per year [6]. The abovementioned differentiating factors in embedded
computing security must be taken under consideration during ESs design and implementation.

However, estimating a system’s properties is not a trivial task, especially in the era of IoT where
several heterogeneous technologies are integrated and work together. Metrics for evaluating
aspects like security and performance are becoming an integral feature in system development.
They provide a quantitative assessment of a system’s compliance with the application’s
requirements. This also enables comparisons between different system settings based on
objective factors, facilitating the selection of the ones that are more appropriate with respect to
the design and/or specific deployment criteria. Moreover, it enables metric-driven management
procedures for real-time systems.

1.2.1 Standardized Measurement Methodologies

Several organizations have defined methodologies to capture the security properties of a
computer system. The most popular of them include: TCSEC (USA’s Orange book), ITSEC
(Europe’s Orange book), CTCPEC (Canada’s Orange book), Common Criteria (universal
Orange book), SSE-CMM, NIST FIPS-140 series, and NIST SP 800-55.

Regarding software security metrics, they are context sensitive, architecture dependent, and
their aggregation may not always lead to increased protection. A good metric must be:

e Quantitative

e Objective

e Obtainable

e Repeatable

e Inexpensive

e Based on a formal method and

e Has ground truth and a time dimension

Measurement is an observation that results in information about a quantity. The goal is to reduce
uncertainty in decision making. The right metrics help us to identify the greatest risks in our
system and reduce the critical vulnerabilities.

Metrics are going to become an integral component of future systems due to the increased
consumers’ demands for better security and the government involvement for more effective
regulation and public protection.

1.2.2 System Security Properties and Composition

Safety and system dependability are crucial, as any incident can lead to potential damage or
even personal injury [7]. In 2005, an early smart home installation in Greece was liable for the
death of its owner. The home was equipped with magnetic blinds in the windows and the outer
doors that was managed by the ambient system. At night, the blinds were locked as an anti-
theft mechanism. When the house caught fire, the blinds remain close, trapping the resident
inside.
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Privacy is also an important factor. Home is commonly sensed as a private space and is
protected by current regulations [8]. Service providers do not intentionally collect private data
on the server-side. However, the absence of adequate protection on the device-side (e.g. [9],
[10], [11], [12], [13]) means that data collection might be relatively easy, even by attackers with
low skills.

Security is always a concern. ENISA surveys the cyber-security challenges for building a smart
home system [8]. The need for security is still underestimated by both vendors and users.
Attacks target the weakest element to capture credentials and enable more powerful attacks,
taking control of the smart infrastructure.

Specifying and measuring the properties that a system provides, plays an important role for risk
analysis during the development and management processes. Considering the aforementioned
aspects of these applications, context-aware technologies are required in order to specify the
ambient environment conditions ([14], [15], [16], [17]). Semantic ontologies model the ambient
domain, presenting it in machine-readable format. Then, logic languages can process this
knowledge to reason about and react to the current state of the ambient environment. Software
agents are a form of intelligent entity that incorporates these features, providing reasoning and
management capabilities on the underlying system (e.g. [7], [16], [17], [18]).

However, as multi-agent systems (MAS) cooperate and exchange information conflicts may
arise regarding diverse beliefs about the real system state. Such affairs are originated either by
contrasting goals or by inconsistent pieces of knowledge ([19], [20], [21]). The problem occurs
in settings where the agents are autonomous and strongly motivated by their own interests or
in heterogeneous systems where agents with different reasoning and computational capabilities
coexist in a dynamic environment. Thus, conflict resolution processes are required to check and
regulate a disputation.

1.3 THE FRAMEWORK

Motivated by the above, this thesis presents SPD-Safe — a formal framework which describes
the security, privacy, and dependability (SPD) properties of a composed system and its sub-
components, and how these features are affected by changes in the state-architecture. SPD-Safe
can be used for composition verification, security validation, comparison of different system
settings, and evaluation of the impact of a change in a system. Moreover, the proposed
implementation of the SPD-Safe framework can be used as a middleware for safety-critical
systems, featuring real-time monitoring and management of the underlying system component.

SPD-Safe addresses three main issues of system development:

- Extension of the composition and management processes with metrics allowing measurement
of the SPD level of the final system. We consider that metrics will become an integral feature
in system development as they can be used to compare different system settings and help
quantify the impact of an incoming change in an existing system.

- Verification that different components can be composed and form the system under
examination. This is especially useful for heterogeneous systems (systems composed of
different types of devices) and systems-of-systems (systems that are composed from several
sub-systems).
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- Validation of the properties that hold as the result of the composition of two systems. This
feature is imperative for assuring that the composed system works properly and features the
claimed specifications.

Technically, SPD-Safe is modelled as the reasoning process of JADE agents and is ported in
the OSGi middleware platform. The deployment is applied in several smart applications to
evaluate and manage embedded devices with ambient intelligence capabilities for assisting
living conditions and mission-critical features.

SPD-Safe consists of two main components: CompoSecReasoner and AmbISPDM. The
former models the composition validation and SPD verification, while the latter uses the
management theory of the ambient environment and manages the system in real-time.
CompoSecReasoner reasons about the system composition and SPD validation while
AmbISPDM models the SPD and safety related management strategy and the system’s
administration through real-time technologies. The whole reasoning process is transformed into
a JADE agent’s reasoning behavior and implemented as a multi-agent epistemic reasoner with
conflict resolution capabilities.

CompoSecReasoner models technologies and protocols as attributes. A SPD analysis is
performed for every developed attribute and a relevant SPD is defined for each protection level
that is provided. Then, the evaluated metrics and properties of the system are determined,
including how they may be affected by the underlying attributes at runtime. This information
is encoded in the evaluation functions of the relevant metrics and properties. For the system
composition, verification, and security validation, the system is considered as a set of
components of four layers (i.e. node, network, middleware, overlay) and the components of
each layer are composed of sub-components of the adjacent lower layer. When composition is
successful, the composition verification and security validation process are revisited.

AmbISPDM implements the core reasoning engine. The Al reasoning process is an event-based
model checker that extends Event Calculus (EC) and is implemented in the Jess rule engine.
The context theory is aware of the SPD aspects of the underlying embedded system (through
CompoSecReasoner) and the safety goals and strategies.

Regarding the network layer, the secure routing protocol SCOTRES safeguards the underlying
devices from malicious activity, while enhancing load-balancing and performance. It consists
of five metrics that rate the nodes’ participation and evaluate the correct operation. The
topology metric enhance load-balancing and protects isolated and distant nodes from being cut
off. The energy metric is aware of the nodes’ energy levels and protects the network from
energy dissipation and the related attacks. The channel-health metric detects jamming attacks
in the wireless channel and constraints their effects. The core reputation and trust metrics
evaluate each node cooperation and fair use of the networks resources and counters the main
attacks on routing.

1.4 UsSe CASES

This subsection describes in brief the use cases where the SPD-Safe is deployed. The totally
five scenarios cover a high variety of application settings with each one of them focusing on
specific system aspects, highlighting the different capabilities of the proposed framework.
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1.4.1 Smart Home

Smart homes install electronic building equipment to ease the living conditions of the residents
and decrease the resource consumption (i.e. electric energy or water). They involve, among
others, automation and controls for lighting, air condition, heating, and physical security.
Investments on smart home appliances, such as washers, ovens, and refrigerators, increase the
offered functionality.

IoT-enabled devices monitor the surrounding environment and control the underlying
equipment. Ambient intelligence functionality assists living conditions and enables e-health
services, like independent living of elders and personalized healthcare applications. Physical
protection can be also achieved by implementing anti-theft mechanisms in the physical
entry/exit points of the house (i.e. doors and windows). In terms of cyber-security, privacy
protection is a main concern while security bridges can expose the resident’s sensitive personal
information.

SPD-Safe can be used for the real-time monitoring and management of the embedded systems
that are applied in a smart home setting (Section 7). Moreover, the proposed solution can verify
that the different technologies are composable and estimate the security and privacy properties
of the finally composed system.

1.4.2 Precision Agriculture

Novel farming management techniques involve observation, measurement, and response to
field variability in crops. Through electronic devices that are deployed in the farm environment,
precision agriculture enhances decision making support and enables the on-line management
of the cyber-physical equipment.

Bad weather conditions can disrupt communication or damage the installed devices. The wide
operational area hardens the physical inspection of the system, with dependable and green
solutions becoming imperative. Moreover, such settings are vulnerably to attacks due to the
open communication medium.

SPD-Safe is deployed on a rural application that monitors olive oil groves through WSNs
(Section 9). The overall setting enables the monitoring of the environmental parameters of the
grove and the management of the IoT-enabled devices through cloud. The protection
mechanisms are energy efficient and provide protection against both outer attackers (i.e.
jammers) and compromised equipment (e.g. blackhole or Sybil attacks).

1.4.3 Smart Campus

Modern campuses run on new technologies that have fundamentally changed how educational
institutions work. Advanced energy consumption monitoring, unified collaboration and
management of mobile office equipment (e.g. mobile phones and tablets), and intelligent
surveillance services that enhance safety, are some of the most common achievements, bringing
great convenience, efficiency, and flexibility to campus life.
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For SPD-Safe, smart campus is an enhanced version of the smart home setting, including many
buildings and higher diversity of ambient services (Section 10). The system eases educational
and smart classroom services (e.g. classroom lighting or wireless access to printers), while the
electronic services of the campus, like the e-mail server, are safeguarded against on-line attacks.

Except from these ambient functionality at normal operation, the system can detect cases of
emergency, such as fire. Then, the deployed equipment is managed by an Al process in order
to support disaster mitigation plans and assist the safe evacuation of all evacuees. The
emergency services are timely informed and coordinated to accomplish the most efficient and
effective actions.

1.4.4 Smart Transportation

Smart transportation includes passenger services and critical infrastructure protection. The
main goals are higher efficiency and productivity, green operation, and improved safety and
security.

Railways constitute a main mean of mass transportation, with signaling systems directing the
train traffic. They use several telecommunication technologies between the track and the trains
in order to enable management and infrastructure control. Security is imperative while the
protection of the critical infrastructure and distant shelters is important and is achieved via
intelligent surveillance services.

SPD-Safe controls a railway CPS and counters cyber-attacks that try to compromise the
infrastructure equipment or disrupt communication (Section 11). Periodic malfunctioning is
also considered. WSNs installed in-carriage or along the train’s route, defend carriages that
contain dangerous cargo or prevent crashes with objects that block the train’s route (e.g. cars
that are stuck on railway crossing). Smart cameras are also deployed in order to enhance the
physical security of the critical infrastructure.

1.4.5 Social Mobility

Modern smart cities collect data from environmental and social sensors and provide innovative
and sustainable transport and mobility services. Through data mining techniques, useful
information is determined, like traffic flow, parking lots, bad road conditions or repair
activities, and accidents. In the smart transportation context, social mobility stands for the
movement of people and resources in an informed manner that accomplishes positive social
outcomes. Information and communication technologies facilitate the organization between
goods, services, and human capital.

Smart vehicles comprise electronic and electromechanical equipment in conjunction with
computer-controlled devices and radio communications. They sense their environment and
exchange information with the driver and other vehicles or smart city services. However,
hackers can exploit these techniques and perform on-line cyber-attacks, taking control of the
underlying equipment and threatening the passengers’ safety.

The abovementioned smart transportation scenario is extended in specialized CPSs (Section
12) that include smart vehicles, like cars. SPD-Safe preserves user privacy and location. Cyber-
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protection against modern types of attacks on smart cars is imposed. The system provides
mobile and real-time services to drivers and passengers. The main achievement is the
materialization of a critical incident response operation that informs emergency authorities in
case of car-crashes in order to provide timely services with appropriate and adequate rescue
means.

1.4.6 Main Demonstration Goals of Each Use Case
The five case studies examine different aspects of system modelling and management. Table 1
summarizes the main demonstration goals of each scenario.

Table 1 Demonstration goals of the five use cases

Use case Demonstration goals

Smart home - Assist living conditions
- Modelling of the SPD metrics and the composition validation and
verification processes

Precision - Enhanced security analysis against cyber-attacks by outsiders or
agriculture compromised nodes

- Basic integration and communication with cloud
Smart campus - Management of the composed system at normal operation (i.e. assist

smart classroom services)
- Protection against main cyber-attacks
- Assist disaster mitigation planning in case of emergency

Smart - Protection against enhanced cyber-attacks
transportation - Surveillance and physical protection of critical infrastructure
Social mobility - Retrofitting in existing vehicles

- Protection against modern cyber-attacks in smart vehicles
- Real-time critical incident response in case of road accidents
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2. BACKGROUND & RELATED WORK

2.1 SysTEM COMPOSITION

In secure system design it is imperative to prove that a system is correct and works properly.
This proof of concept can be modeled with UML or with a logic-based method. UML-based
approaches are constrained as they mainly describe static instances of a system. On the other
hand, logic-based approaches are more appropriate for dynamic system verification as they can
better model the different states of a system and how they change as time progresses.

Model-based approaches meet these challenges of system design. Their key advantage is the
abstraction of the application domain. Thus, they provide a system designer with a set of
concepts that are tailored for a specific application domain. The Model Integrated Computing
(MIC) [22] can perform formal analysis, verification, validation, and generation of embedded
systems. It uses the Domain Specific Modeling Language (DSML), which is defined by UML
meta-models, to achieve the abstraction of the application domain.

Several implementations of DSMLs frameworks for embedded systems design are proposed.
General composition methods are examined in [23], [24]. For modeling and analysis of systems,
the Society of Automotive Engineers (SAE) standardized the architecture analysis and design
language (AADL) [23]. AADL models software and hardware layers of embedded systems. It
assures about real-time requirements, like schedulability, power consumption, safety, and fault
tolerance. In AADL, a system is modeled as system, hardware, and software components. An
interface declaration defines a component’s externally observable attributes, like ports that are
used for connecting with other components. An implementation declaration defines the
components’ inner structure, like the component’s sub-components and how they are
connected. A formalism was presented in [24], that abstractly translates the system
configurations and allow system verification through model checking. Similarly, the Simple
Modeling Language for Embedded Systems (SMoLES) [24] utilizes DSML to offer a concise
syntax for constructing embedded systems. It models a system’s components as objects that
communicate and synchronized with each other. The component is the building block of the
system and contains input/output ports for receiving/sending data. An assembly contains
components and describes how components are connected.

However, those general composition methodologies do not consider the special requirements
of secure system design. In [25], a framework is proposed that incorporates security modeling
into existing embedded system design tools. Security extensions of DSML are embodied to a
meta-model composition mechanism. As a case study, the Security Model Analysis Language
(SMAL) [25] is integrated to SMoLES to construct a combined system; called SMoLES-SEC.
SMAL is a DSML that models access control policies for embedded systems. This constraint
expressiveness capability of SMAL, bounds the reasoning capabilities of the resulting
SMoLES-SEC. Moreover, this approach fails to determine the security properties that hold after
the composition process and the final security level of the system.

In the area of action and change (Knowledge Representation & Reasoning) event-driven model-
based methods have been proposed to better describe the behavior of a dynamic system in a
formal manner. A system is dynamic if it changes due to the execution of an action/event as
time progresses. Such formal methods are described in [26], [27]. In [26], a semantic domain
for model-based analysis is introduced that verify the preemptive schedulability and
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composition of distributed real-time embedded systems. As a case study, the framework is
applied on a mission-critical avionics system. They use the Uppaal model checker to model a
system and perform schedulability analysis. A composition event between two components is
expressed as a set of priorities and dependencies that must be granted. Systems are formed as
timed automata and their specifications are described in timed computational tree logic (TCTL)
(temporal logic that formalizes statements about system models). In [27], an interface-based
event-driven system is proposed for modularization and composition of distributed systems. A
component’s reactions are described as interfaces (a variation of Harel statecharts). Then, an
interface encapsulates the component’s behavior and reflects the component’s composition
capabilities. A meta-model is proposed for expressing the structural, control, and runtime
aspects of distributed event systems. Such event-driven frameworks can describe dynamic
systems and reason about their properties as time progresses.

Theoretical work in secure system composition is discussed in [28], [29]. In [28], the authors
provide a set of composition theorems for proving the security of protocols under composition
and standard stand-alone definitions of security. In [29], the methods of universal composability
and concurrent general composition are studied and applied on public-key models in scenarios
with no trust setup. However, the theoretical work presented in [28], [29] is impractical for
immediate appliance in a real dynamic system with many states and technologies. Yet, the
derived security and composition results can be taken into account by the implemented tools
for more robust formal documentation.

2.2 SECURITY VALIDATION

Two main types of validation techniques are proposed in system design. The prior-composition
validation type imposes rules or policies during the composition process (e.g. security-by-
contract and runtime enforcement). If these rules and policies are satisfied, the composition is
performed. Thus, the composed system should exhibit some desirable properties. The post-
composition validation type analyzes the system after the composition to determine the final
properties that hold (e.g. security). In some cases, both types of validation can be applied.

The composition verification methods [25], [26], [27], which were discussed in the previous
subsection, apply prior-composition validation techniques that are based on pre-conditions,
policies, or interface checking. Other prior-composition methods are discussed in [30], [31]. In
[30], a method for deriving the security properties of a composed system using contracts is
described. Compositional security Contracts (CsC) refer to the security properties that must be
accomplished between two components at compositional-level. Several CsCs establish a
System-level security Contract (SsC), which summarizes the functionalities that a composed
system offers to the external world. Then, the method reasons about the final security properties
and goals that are achieved by the system. In [31], a framework for runtime enforcement
mechanisms is proposed. The examined system is modeled as an automaton and the framework
traces a sequence of events and states to determine if constraints specified by security policies
are violated at runtime. The enforcement mechanism performs two main functionalities:
permits legal operation without changes and amends illegal operations.

Tools for post-composition security validation are discussed in [32], [33]. In [32], a
visualization and modeling tool for security metrics and measurement management is
described. The authors apply threat modeling to evaluate metrics at the architectural level of a
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composed system. Then, they perform a hierarchical presentation of security metrics that is
based on decomposition techniques of measured security objectives and determine the overall
security properties. In [33], the authors present Multihost multistage Vulnerability Analysis
(MulVAL) — an end-to-end framework for analyzing network vulnerabilities. MulVAL uses the
language Datalog to model the Red Hat bugs that are reported in Open Vulnerability Assess
Language (OVAL — a formal vulnerability definition language). The framework scans for
software programs that are running on the network nodes and alerts about the relevant bugs that
are reported in OVAL. The tool was tested on a real network to detect policy violations caused
by software vulnerabilities.

Nonetheless, these tools ([30], [31], [32], [33]) manage only security validation methods. None
of them deals with the composition process.

Theoretical work is presented in [34], [35]. In [34], the authors propose a framework for
deriving secure protocols that are based on two core ones, whose security properties are known.
They use formal composition, refinements, and transformations to derive families of new
protocols that extend the functionality of these two core protocols. Thus, the new protocols
inherit the known security properties. Their method is restrictive and deduces only protocols
with similar structure and at least the same level of security. In [35], a formal validation of
automated policy refinement is presented. The method is applied in the management of network
security systems. Policy hierarchies for model-based management are formally validated and
propagating from an abstract level to its immediate lower neighbor. Finally, two theorems are
proved to ensure compliance between the abstract policies and the actual system behavior.

2.3 QUANTIFYING SECURITY

To quantify the security of a composed system, one has to quantify the security of its sub-
components and then measure the overall security. A main method in quantifying the security
level in such systems is the medieval castle approach [36]. A system is modeled as a medieval
castle with security doors, which are the target of an attacker. An attack is successful if it breaks
through the doors and reaches a treasure room inside the castle — the resources that are protected
by the security mechanisms. The difficulty in passing through the security doors and reaching
a castle’s inner treasure room indicates the castle/system security level. Each door is a security
mechanism of the system and its resistance in attacks is measured by relevant metrics. The
medieval castle approach is appropriate for measuring the security level of a static instance of
a system. Thus, it cannot be straightforwardly applied to dynamic system analysis.

Newer methods are the attack surface metric [37] and the multi-metric approach [38]. The
method in [37] considers that an attacker uses a system’s methods, channels, and data items to
attack the system. These features at the entry and exit points of a system that are potentially
exploiting by attacks, determine the attack surface of the system. Quantitative metrics are used
to calculate the damage potential-effort radio and define the attack surface size. In [38],
multiply metrics are combined to form the systems security. The different metrics are modeled
as a triple vector of (Security, Privacy, Dependability). Each metric takes measurable
values from a set. All metrics’ values are mapped in the SPD formation to easy the comparison
and composition of different metrics. Then, a hybrid meta-heuristic fuzzy aggregation and
composition method is applied to evaluate and visualize the security parameters of the system.
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In [39], the authors go one step further and propose a metric-driven management framework
for e-health digital ecosystems. They focus on digital ecosystems on chronic diseases and
suggest three types of metrics. The risk-driven security engineering and assurance metrics are
mainly set at deployment-time to offer early visibility of security effectiveness. The continuous
security monitoring metrics are assessed at operational-time and contribute to security
correctness evaluation, better systematization, and traceability between the different metric
results and product requirements. The automated adaptive decision-making metrics are also
evaluated at operational-time and enable higher quality security effectiveness understanding in
operational security monitoring and future version of the target ecosystem. The framework
supports continuous security monitoring and automated or semi-automated security decisions
based on these metrics.

Theoretical work is presented in [40]. The authors propose a model for formal description and
analysis of security metrics and formalize a number of security metrics. Thus, they investigate
relations to define more secure metrics. In contrast to the aforementioned approaches (e.g. [36],
[37], [38], [39]) that mainly consider the structural factors of a system in order to evaluate
security, the authors conclude that a metric can be good or bad based on the attacker model.

2.4 DISCUSSION

Regarding system composition and security validation, in this work, SPD-Safe is presented — a
framework which has the ability to estimate the new level of security when a change takes place
in the system. SPD-Safe adopts an event and model-based approach to model a dynamic system
and its properties. No such methodology has been implemented so far that combines the three
aforementioned features. The proposed methodologies are either general composition methods
([23], [24], [41]) or deal with specific security issues ([25], [28], [29], [32], [33], [34], [36],
[37], [38]) none of which can meet our requirements.

In most of these methodologies (e.g. [25], [23], [24], [37], [38]), the composition verification
is modeled as inputs/outputs or interfaces of the components that are composed. After this
process, security properties are validated based on theorems or polices (e.g. [28], [33], [34]).
Methods for quantifying the security level are applied to the final system state afterwards (e.g.
[36], [37], [38D).

For the composition verification process, SPD-Safe introduces a novel structure which is called
“operation” (see Section 5). An operation is a set of actions (e.g. technologies and protocols)
that two components must be able to perform in order to be composed and function together.
The abstraction context that is provided by the operation formalism is adequate for modeling a
real system in contrast to the input/output and the interface approaches that are very modeling-
intensive in the domain of heterogeneous embedded systems.

In security validation, SPD-Safe utilizes both types of validation by imposing rules during the
composition process and model-checking after it. The security validation process is derived by
a set of functions that are invoked for each examined property. The process is enriched with the
metrics feature.

The modeling of the metrics is partially based on a combination of the medieval castle approach
[36], the attack surface [37], and a variation of the multi-metric formalism [38] (see Section 3,
Section 4, and Section 5). The formal definition of the metrics is based on the theoretical work
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that is conducted in [40]. Moreover, we accede to the conclusion in [40] that a system’s security
is strongly affected by the attacker model. Thus, apart from the structural analysis of a system,
we also consider the parameters of the environment setting and the attacker model.
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3. SECURITY, PRIVACY, AND DEPENDABILITY METRICS

This section presents the main measurement methodologies and the proposed SPD multi-metric
approach. The application on the social mobility scenario and the evaluation of the relevant
software components are also described.

3.1 CORE METRICS

Software measurement is important in risk management during software development [42]. For
example, NASA applies software inspection throughout development to corroborate design and
requirements fulfillment and to enhance product dependability, especially in mission-critical
systems [43]. Measurement techniques that comply with the relevant standards help indicate
the validity of the solution and the business [44].

In an industrial setting, it is imperative to develop measurement methods that evaluate many
attributes at the same time and present useful information about the overall system. For
example, Ford has established a research methodology for modeling automotive software
security, privacy, usability, and reliability [45]. This methodology analyzes the software
functionality on the basis of these properties and assigns qualitative values (low, medium, or
high) to each one. Ford has applied this methodology to real automotive software, such as for
an antilock braking system and a valet key.

One particularly useful approach is to measure software’s attack surface, which indicates its
susceptibility to attack. Examples of metrics for this include the attack surface metric (ASM)
[37] and the Relative Attack Surface Quotient (RASQ) [46]. The ASM assembles the related
parameters to estimate the attack surface, assuming that the smaller the surface (the exposure
of the system’s resources), the higher the security. Not all resources contribute equally to the
attack surface; attackers benefit more from specific resources (for example, attacking
applications with root privilege to gain higher access rights to the exploited assets). To account
for this, the ASM estimates the damage potential-effort ratio for each entry or exit point.
Similarly, Microsoft models the RASQ to quantify the relative attackability of the Windows
server OS platforms. This approach assigns a vulnerability level to each potential exploit point.
RASQ is the summation of the effective attack surface values of all root attack vectors (system
features that can affect security). Attack biases are aggregated, representing the risk of
exploiting each attack vector. The metric is also validated against real exploits, on the basis of
relevant reports from CVE (Common Vulnerabilities and Exposures) and US-CERT (US
Computer Emergency Readiness Team) databases. However, up to this point, attack surface
metrics such as these have considered only security, not privacy or dependability. Moreover,
these metrics reveal only a system’s attackability, not its protection level.

To alleviate this situation, this thesis proposes a multi-metric methodology to evaluate and
quantify software system security, privacy, and dependability (SPD). This SPD evaluation is
based on the ASM, but it has enhanced the security specification on the basis of the Common
Criteria Evaluation Methodology (CEM) [47] and the Open Source Security Testing
Methodology Manual [48]. For privacy, it employs ISO/IEC standards 29100 [49] and 27018
[50], and the European Data Protection Directive 95/46/EC. The dependability is derived from
IEC standard 60300 [51]. The basic surface calculation is also enhanced with a risk analysis of
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the applied protection mechanisms’ effectiveness. The metric calculates the real protection
level of the potentially attackable points.

3.2 THE SPD MULTI-METRIC APPROACH

The SPD multi-metric employs two methodologies. First, we determine the SPD surface,
similarly as in the ASM and RASQ. At this point, we perform relevant security analysis
employing those two metrics, extended by the privacy and dependability perspectives. The
results reveal the system’s attackability and the potential damage.

Second, we employ systematic risk assessment to determine the effectiveness of the system’s
protection mechanisms. The overall analysis estimates the real protection level by aggregating
the risk analysis of the attackable points and the protection mechanisms’ effectiveness.

In effect, the SPD multi-metric measures the separation between the potential threats and the
protected assets. Figure 1 illustrates the SPD methodology’s main features.
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Figure 3 The SPD methodology

3.2.1 The SPD Surface

When analyzing the SPD state, we determine whether possible threats exist. In the case of
security, a threat is the potential for abuse of protected assets resulting from malicious human
activity [47], [48]. In the case of privacy, a threat is a malicious or non-malicious event that
affects protected assets related to personal identifiable information (PII) [49], [50]. In the case
of dependability, a threat is a non-malicious event in the fault chain (fault-error-failure) [51].
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Not all threats contribute equally because not all interactions are equally likely to cause harm
or cause the same damage. So, we identify the possible threat flows (TFs) that each involved
system resource introduces. Then, we assign a damage potential-effort (DP-E) ratio to each
TF. The DP-E ratio (which is based on the ASM) takes into account:

e The potential damage to the system in case of disclosure and
e The effort the attacker is willing to devote to attack the resource.

The higher the potential damage or the lower the effort, the higher the TF’s contribution to the
attack surface.

We estimate the damage potential and effort in tandem because these two factors are usually
related in real attack scenarios. For example, an attacker might be willing to spend effort in
gaining high privilege levels to gain more access rights and cause more damage.

As we mentioned before, our SPD surface considers privacy and dependability in addition to
security. Although the general notion that attackers would target a high-privilege method seems
correct in many cases, attackers could exploit a lower-privilege method that has access to
sensitive personal data. Nevertheless, according to surface metrics that focus just on security,
the latter method would be less likely to be attacked, with a lower contribution to the attack
surface. Similarly, for dependability, a mission-critical method or a component with high
dependency in the overall system architecture might be more valuable to an attacker than a
method with administrator access rights.

Individually analyzing the three SPD properties could also produce inaccurate conclusions
regarding attackability because an attacker could formulate an attack involving all three
properties. So, the SPD surface evaluates the aggregated effect of the three properties, resulting
in more accurate system analysis and better design.

The DP-E ratio for each TF integrates three underlying ratios for security, privacy, and
dependability. For security-related interaction, the damage potential is determined by
evaluating the method’s privilege and the attacker’s effort is defined by the method’s access
rights. For privacy, the damage potential is based on the PII type and the effort is based on the
actuator type that processes that data. For dependability, the potential damage is derived from
the component’s criticality and the effort is derived from the component’s dependency on other
components. Table 2 summarizes the DP-E ratio parameters and the values that are used in this
study.

Table 2 DP-E (damage potential-effort) ratio parameters and values for the SPD multi-metric.

SPD property Damage potential Effort
Security Privilege [47] Access rights [47]
-Root: 5 -Administrator: 4
-Debugger: 4 -Authenticated user: 3
-Authenticated user: 3 -Anonymous user: 1
-Unauthenticated user: 1

37



Privacy PII (personal identifiable | PII actuator [49]

information ) type [49] -P1II principal: 4
-Sensitive personal data: 5 -Contracted PII processor: 3
-Personal data: 4 -Third party: 2

-Statistical data: 1

Dependability Criticality [51] Dependency level [52]
-Mission critical: 4 -Coupling: 4
-Business critical: 3 -Outgoing dependency: 3
-Business operational: 2 -Incoming dependency: 2
-Business supporting: 1 -Independent operation: 1

The DP-E ratio for a TF is the summation of the relevant DP values divided by E:

TF, :(SDP +Fp +DDP)/(SE +F; +DE)’

The system surface is the summation of the underlying DP-E ratios:

S MUC acesys = ZTF DP-E -

3.2.2 The SPD Value
Determining the SPD value involves analyzing the software’s porosity, controls, and
limitations.

Porosity

Porosity refers to the set of TFs for which interaction between assets and threats is possible.
We break down each TF into access, trust, and complexity pores representing the effect on
security, privacy, or dependability, respectively.

Controls

Controls are the means to influence a threat’s impact when interaction occurs. They constitute
the protection mechanisms that aim to prevent interactions of assets and threats, and enhance
their separation.

There are two types of controls. Interactive controls directly affect operations when interaction
occurs. Process controls indirectly affect operations by protecting assets after interaction and
creating defensive strategies.

The SPD multi-metric approach considers 12 interactive-control types (five for security, four
for privacy, and three for dependability) and 14 process control types (four for security, six for
privacy, and four for dependability), as described in the relevant standards. Table 3 and Table
4 define these controls.
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Table 3 SPD Interactive controls.

SPD property Aspect Control Description

Security Confidentiality Authentication Challenges credentials on the basis of identification and
authorization.

Resilience Retains protection in the case of corruption or failure.
Integrity Subjugation Ensures that interactions occur according to a defined
process, removing freedom of choice and liability in the case
of disclosure.
Availability Continuity Retains interactivity in the case of corruption or failure.
Indemnification Involves a contract between the asset owner and an
interacting entity. It might include warnings as a precursor of
legal action and public legislative protection.

Privacy Collection Consent Involves the PII (personal identifiable information)
principal’s freely given, specific, and informed agreement to
the PII's processing. The PII should not be disclosed or
shared with third parties without the PII principal’s consent.

Opt-in Involves a process or policy in which the PII principal agrees
explicitly to the PII’s processing, before relevant consent.
Access Indentifiability Results in identifying, directly or indirectly, the PII principal
on the basis of a given set of PII. It might include complete
indentifiability, pseudonymization, or anonymity.
Notification Notifies PII principals that their data is being collected.
Dependability Reliability Survivability Provides degraded but useful operations that are acceptable
to users for a specified period during a failure.
Performability Ensures how well the system will perform over a specified
period in the presence of faults.
Maintainability Removal during use | Records and removes faults through the maintenance cycle,
after production.

Table 4 SPD Process controls.

SPD property Aspect Control Description
Security Confidentiality Confidentiality Ensures that a processed asset is not known outside
the interacting entities.

Integrity Integrity Ensures that the interacting entities know when an
asset has been altered.

Nonrepudiation Prevents the interacting entities for denying their role
in an interaction.

Availability Alarm Notifies that an interaction is occurring or has
occurred.

Privacy Collection Fairness Ensures that the PII is collected, used, or disclosed
for only the appropriate purposes.

Access Challenge compliance | Ensures that PII principals can hold PII processors

(accountability) accountable for adhering to all privacy controls.

Usage Retention Ensures that PII that is no longer required is not
retained, to minimize unauthorized collection, use,
and disclosure.

Disposal Provides mechanisms for disposing of or destroying
PIL
Report Reports that an interaction regarding PII is occurring
or has occurred.
Break or incident response Manages a PII breach.
Dependability Reliability Tolerance Ensures the required functionality’s delivery in the
presence of faults.

Maintainability Forecasting Predicts likely faults so that they can be removed or
their effects can be circumvented.

Safety Prevention Prevents faults from being incorporated into a
system. This is accomplished through good
development methodologies and implementation
techniques.

Removal during development | Verifies a system so that faults are detected and
removed before the system goes into production.
Limitations

Limitations restrict a control from working properly or prevent the separation of an asset and a
threat. There are six types of limitations. The first three directly affect porosity. Vulnerabilities
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increase access pores. They are flaws or errors that prevent access of authorized entities, allow
privileged access to unauthorized entities, or allow unauthorized entities to hide assets or
themselves. Disclosure increases trust pores and represents intentional or unintentional
revelation of PII. Exposure increases complexity pores. It refers to unjustifiable actions, flaws,
or errors that enable direct or indirect visibility of assets.

Two limitation types affect the two control types and their overall effect, influencing all three
SPD properties. Weaknesses constitute flaws or errors that disrupt, reduce, or nullify interactive
controls’ positive contribution. Similarly, concerns affect the process controls’ flow or
execution.

The last limitation type is anomalies, which include unidentifiable or unknown elements that
cannot be observed during normal operation. Because such conditions cannot be controlled, a
proper audit should notify developers of any anomalies. An anomaly might obstruct all SPD
properties, so we evaluate its effect on each property.

Determining the SPD value

A system’s SPD value is a triple vector representing the degree of asset protection in accordance
with the controls or the reduction of the threats’ impact. Each vector’s value ranges from 0 to
100. However, an SPD value of (100, 100, 100) does not guarantee perfect protection. It just
denotes that all the required protection mechanisms are properly placed for all potential
interaction flows and are safe, on the basis of the current set of known limitations — for example,
from Common Vulnerabilities and Exposures (CVE) bulletins or US Computer Emergency
Readiness Team (US-CERT) advisories. Higher values could denote wasted or redundant
protection mechanisms and higher development or operational costs.

Applying many similar controls to protect the same operation type does not provide in-depth
protection because defeating one of them usually leads to defeating them all. Increasing an
asset’s SPD value requires applying different and safe controls. Clear dataflows and business
processes are prerequisites for high SPD values.

3.3 SPD METRIC EVALUATION
The ASM details the methodology for identifying direct or indirect interaction between assets
and threats and calculating a pore’s DP-E ratio. The porosity value is based on the summation
of the TFs, called Porosityg,g,.

3.3.1 Controls

Controls are placed to restrict porosity. Although they are mapped to a specific SPD property,
they influence all three of them. So, the final calculation considers the aggregated contribution
of each property’s controls. For every pore, the applied controls are identified. To achieve
perfect coverage of a pore, at least one instance of each control must be mounted. All controls
contribute equally to a pore’s coverage. The perfect coverage of interactive and process controls
is denoted as:
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PerfectCoveragelnteractive = Porosityggse X 12,

PerfectCoveragePassive = Porosityggs. X 14.

3.3.2 Limitations

The justification of a limitation is a risk decision. You can either control the limitation
somewhat or accept the damage it can cause (For example, the cost to fix the problem might
not be justified by the potential damage).

Vulnerabilities, disclosure, or exposure

To measure the contribution of vulnerabilities, disclosure, or exposure, a calculation is
performed based on the attack potential [47]. This function combines the attacker’s expertise,
motivation, and preference to exploit particular limitations and attack specific assets, and the
resources he or she is willing to devote. This function is further extended to include not only
malicious attacks but also the general concept of a threat, as it was described earlier.

To analyze a potential threat, five factors are considered:

1. Elapsed time: The time required to identify and exploit the limitation, measured in
days, weeks, or months.

2. Specialist expertise: The technical expertise required (e.g. layperson, proficient, or
expert).

3. Knowledge of the target: Knowledge of the target’s design and operation (e.g. public,
restricted, sensitive, or critical information about the target).

4. Window of opportunity: A factor related to the elapsed time. An attacker might
require considerable access to the target to successfully exploit the threat without
detection.

5. Resources: The IT hardware or software or other equipment required (e.g. standard,
specialized, or bespoke equipment).

On the basis of these factors, a potential threat is characterized as basic, enhanced basic,
moderate, high, or beyond high. This approach does not consider every possible circumstance
but gives a good indication regarding the protection level in accordance with standard ratings.

The factors’ individual ratings could indicate high protection. However, one limitation could
lead to another that is easier to exploit, resulting in a lower overall rating. So, for the SPD
calculation, the value assigned to each of these three limitations is computed as a weighted
summation of the relevant individual ratings: Vy, Vp, and Vg, respectively. These values are

divided by the pore type’s attackability:

L, =V, / ZAccess XTFp 5,

L,=V,/> TrustxTF,, ,

L.=V, / ZComplexily XTF,p ;.
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Weaknesses and concerns

The summation of the missing interactive and process controls divided by
PerfectCoveragelnteractive and PerfectCoverageProcess determines the impacts of the
weaknesses and concerns, called L,, and L., respectively. As with controls, these two limitation
types influence all three SPD properties.

Anomalies

Anomalies alone do not impact SPD. Their influence is evaluated only in the presence of other
limitations, as their summation divided by the summation of PerfectCoveragelnteractive and
PerfectCoverageProcess, called Ly.

3.3.3 Vector Calculation
The final SPD vector calculation is the perfect separation (/00) minus the weighted summation
of the limitations:

S = 100 - [WV X LV + (WW X LW + WC X LC + WA X LA)],
P = 100 - [WD X Lp + (WW X Ly + We X Le + Wy X LA)],
D = 100 - [WE X LE + (WW X LW + WC X LC + WA X LA)],

where Wi is each limitation type’s threat bias (similar to RASQ).

3.4 APPLICATION OF THE SPD MULTI-METRIC APPROACH

To assist SPD evaluation, we implemented a user-driven scanning tool. It uses two Eclipse
plug-ins: CallGraph? for parsing C/C++ programs and TACLE (Type Analysis and Call Graph
Construction for Eclipse) [53] for parsing Java programs. The plugins create call-graphs of
programs presenting the function or method calls, timing, or usage.

We automated most evaluation steps, leaving a limited set of decisions for the user. The tool
identifies the high-level entry and exit points and resources (that is, it exploits the Java aspect
modifiers — public, protected, default, or private — of an object’s methods and parameters),
constructing the surface. The user clarifies which of these elements contribute to porosity and
indicates the relevant controls. The tool precomputes and then maintains the potential-threat
analysis of the limitations and the calculation of the relevant values. Finally, the user maps the
limitations to pores and controls, and the tool calculates the SPD value. Designers can easily
adjust the system configurations and estimate the best SPD for different settings.

The tool evaluates the protection level of prototype configurable embedded software in the five
scenarios of this thesis (subsection 1.4). The final case is given as an example for the

2 CallGraph: https://marketplace.eclipse.org/content/callgraph-viewer
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demonstration of the SPD evaluation because this setting incorporates all the protection
mechanisms that are implemented in this study. The same results are used in the rest
applications.

3.4.1 SPD Evaluation of the Social Mobility Setting

The social mobility scenario with smart cars of the EU project nSHIELD [151] includes a
wireless-sensor-network-equipped smart-city infrastructure that gathers ambient and
cybersecurity information, two smart vehicles, and a back-end command and control (C&C)
center that aggregates collected information and communicates with all entities. See Section 7
— Section 12 for more details.

nSHIELD is constructing a real-time critical-incident-response system in which the C&C center
manages the system automatically to deal with emergencies (e.g. cyberattacks or car crashes).
The center employs Al with contextual information regarding the configuration states. The Al
calculates the current setting’s SPD level and manages the system entities on the basis of
scenario events.

Ideal SPD settings might not always be possible. For example, in applications requiring low
latency (such as vehicle-to-vehicle communication), smart vehicles might use simpler
cryptographic mechanisms, inducing lower security. Also, smart vehicles might denote a larger
(inexact) relevant location to obstruct movement tracking and enhance driver privacy. In the
case of a crash, a vehicle’s dependability will decrease according to the damage (if components
critical for dependability break).

The prototype software frameworks are configured at runtime to comply with the specified SPD
goals. The functionality includes policy-based access control; trust-based routing; secure
communication and storage; GSM (Global System for Mobile Communications)
communication and location-based services; and monitoring, alerting, and management
services. There are four software frameworks and 14 configurations.

Table 5 details the prototypes, surface sizes, and SPD values. Surface analysis alone was
inadequate to determine the protection level. All the framework configurations that provided
low protection produced a smaller surface than the safer settings. For example, the secure-
storage framework presented the smallest surface when no encryption was deployed. Although
the configurations that applied cryptography produced a larger surface owing to the additional
functionality, they were not the most unsafe settings. Our SPD methodology effectively derived
the protection level and the state of the security, privacy, and dependability.

Table 5 The evaluated software frameworks of the SPD multi-metric under the SPD-Safe framework.

Prototype Description Configuration Attack surface size SPD value
Secure storage | Storage that locally (at the | No encryption 2,745.67 <20, 17, 8>
embedded-device level) | Lightweight 3,177.87 <40, 35, 15>
maintains protected | cryptography
information regarding user | Mainstream 3,194.88 <80, 70, 30>
data and log files. cryptography
Trust-based ad | A secure routing protocol | Simple routing 3,808.64 <30, 20, 20>
hoc routing and an intrusion detection | Direct trust 4,546.56 <45, 30, 25>
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relevant security  and
privacy protections

accurate, and
secure
communication

system for wireless sensor | Direct and | 4,867.23 <90, 60, 50>
networks  that  monitor | indirect trust
ambient information of the
smart city
Policy-based A management framework | Unencrypted 3,201.54 <10, 30, 10>
access control | for access control in | communication
heterogeneous embedded- | Authentication 4,137.83 <50, 50, 50>
system networks, based on | Authenticated 4,467.22 <80, 70, 80>
policies encryption
Web  Services | 4,803.36 <90, 80, 90>
Security
Location- A framework for providing | Anonymous 3,367.55 <20, 80, 20>
based services | location-based services | services
through GSM  (Global | Pseudonymity 3,541.13 <30, 70, 30>
System for Mobile | k-anonymity 3,972.46 <40, 85, 45>
Communications) with | Authenticated, 4,493.31 <80, 60, 80>

The proposed solution will be offered as a service for secure system management and
embedded-system development. Besides smart vehicles, the application of the overall
methodology in other domains, such as e-health and the smart grid, can leverage the protection

level of existing settings. Moreover, cloud-computing and IoT architectures enable new ways

of interaction and impose challenges for software measurement. The SPD methodology could
be extended to measure interconnected embedded devices that communicate information to the

cloud.
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4. SPD METRICS COMPOSITION

This section presents the main methodologies for composing metrics and calculating the overall
protection level of a system-of-systems.

4.1 MEDIEVAL CASTLE APPROACH

To quantify the security of a composed system, one has to quantify the security of its sub-
components and then measure the overall security. The main method to quantify the security
level is the medieval castle approach [36]. The system is modelled as a medieval castle with
security doors, which are the target of the attacker. An attack is successful if it breaks through
the doors and reaches a treasure room inside the castle — the resources that are protected by the
security mechanisms. The difficulty in passing through the security doors and reaching a
castle’s inner treasure room indicates the castle/system security level. Each door is a security
mechanism of the system and its resistance in attacks is measured by relevant metrics.

Figure 4, illustrates the four basic composition settings of the medieval castle approach. The
black center of a circle represents the protected assets. The circle denotes a protection
mechanism and the dashes act as the relevant doors (attack points).

@ dmin
Od dmin@ dmax dmin dmax

dmax

A) B) Q) D)

Figure 4 The basic composition settings of the medieval castle approach

Consider d as the overall defence level of the castle. Castle Figure 4.A) is the simplest castle
setting, with one door protecting the assets. The defence of the castle is equal with the protection
level of this single door. The rest of the castles have two doors (dmin and dmax). Assume that dmin
is weaker than dm.x. The castle in Figure 4.B has two doors at the same layer, enabling
simultaneous attacks on both of them. The castle’s protection level is equal to or weaker than
the protection level of the weaker door (we assume that attacking dmax may further weaken the
defence at dmin). The castle in Figure 4.C has two doors at sequential layers. The attacker must
break through both doors to reach the assets. The defence here is stronger than Figure 4.B and
is at least as good the security of dmax. In the setting Figure 4.D, there are two castles that an
attacker may target. An attack is successful if the attacker reaches at least one asset. However,
the distance of the two castles is considered too long to allow simultaneous attacks. The overall
protection is the interval of dmin and dmax.

Therefore, three main composition operations are defined:
o AND-operation: 0 < d < d,ip,
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e OR-operation: d,;;, <d <1
o MEAN-operation: d,,;;;, < d < d;4x

The aforementioned analysis is applied to more complex settings, resembling complex castles
of any number of doors. Attack trees are constructing based on the main composition
operations, representing the effort to attack the system from the outer layers of defence. More
details regarding the medieval approach and the underling formal analysis can be found in the
original paper [36].

4.2 THE COMPOSED SPD MULTI-METRIC

In this subsection we sketch the composed SPD multi-metric evaluation that it is proposed in
this study. The SPD methodology is utilized as the core metric to evaluate the protection level
of the individual system components. Then, the basic security notion of the medieval castle
approach is extended with the SPD feature. The SPD multi-metrics are embodied to the
medieval castle methodology. They act as a formal and systematic way to calculate the defence
of the castle’s SPD doors. The outcome is the total SPD of the currently composed system.

The composed metric advances the medieval castle composition approach and captures the
requirements of two main real-time SPD modelling principles. The medieval castle models only
static instances of a system. The proposed methodology evaluates dynamic systems with
decomposition/composition events altering the system’s structure and SPD properties at run-
time. For example, two sub-systems may be secure (in some sense), but their composition need
not be secure (in the same sense). The composed SPD multi-metric applies pre- and post-
composition validation. At first, it determines if the composition can be succeeded. Then, it
derives the composition’s outcome and its side-effects. Similarly, for decomposition.

The protection mechanisms at the different layers of a real system may interact with each other.
This notion is not properly handled by the castle evaluation. In the proposed methodology,
missing controls of the SPD multi-metric can be covered by relevant controls that are placed in
the adjacent outer layers, forming the added protection of the interacting sequential defence
layers. For example, an insecure data exchange application can be safeguarded by a secure
communication service that is imposed at the network layer providing confidentiality, integrity,
and authentication. The final SPD represents the overall control coverage that is achieved by
the current setting.

The methodology is applied in the ambient intelligence domain of a smart home. In the usual
setting, indoor embedded devices monitor ambient parameters and exchange information. The
user can have access to the system through a computer or even a smart phone. We model a
smart home with embedded devices that assist living conditions. The home deploys a laptop
and some smart devices (i.e. TV, surveillance cameras, air-condition, fridge, printer). A
wireless router connects the laptop and the devices in a LAN and enables external
communications through Internet. Figure 5 illustrates the system composition of the smart
home.

At first the SPD multi-metric of each individual system component (laptop, embedded devices
and router) is calculated. Then, the components are integrated under the medieval castle
composition operations (the composed SPD calculation is presented in the following section).
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The devices are composed to a LAN under MEAN-operations, the LAN is composed with the
router under an OR-operation and the router is composed to Internet under an OR-operation.
This main setting is represented in Figure 5.A). An attacker can attack the home router through
Internet and then hit the devices in the LAN. In Figure 5.B) a user connects the LAN with his
smart phone (MEAN-operation). The SPD is evaluated similarly with Figure 5.A). In Figure
5.C) the user connects the LAN, as in Figure 5.B) (MEAN-operation), but now the phone has
its own mobile Internet connection (AND-operation with Internet). The attacker has now a
second option to attack the system through this mobile Internet connection.

Internet Internet Internet

A) B) q)

Figure 5 Demonstration of the basic composition operations of the medieval castle approach for a smart
home
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5. SPD EVALUATION AND COMPOSITION — SMART HOME USE
CASE

This section describes the implementation of the proposed composed SPD multi-metric by the
framework component CompoSecReasoner. The application in the main smart home
installation is also presented.

5.1 MAIN COMPONENTS

CompoSecReasoner is a practical framework which models the dynamic nature of a system
where new sub-systems (for which some SPD attributes are known) are integrated into the core
pre-existing one. In this work, the secure composition process of systems-of-systems is
examined with heterogeneous embedded systems that are composed to form a new system. A
formal methodology is applied to prove that the utilized technologies are really composable
under a metric-driven composition policy and the composed system fulfils the claimed SPD
properties.

CompoSecReasoner is applied for secure system design and provides formal verification of the
examined systems. The metric-driven approach is utilized to compare different ongoing designs
and figure out the most optimum ones based on security, privacy and dependability analysis.

5.1.1 Attributes

Attributes are the technologies/functionalities that a component provides (e.g. run a specific
cryptographic protocol) and are determined when the component is instantiated. The protection
level is formally proved by the SPD multi-metric methodology. Attributes are mainly
instantiated at the device layer. Each device type (e.g. nano, micro/personal and power node)
can feature a constrained set of attributes, depending on its computational capabilities.

5.1.2 Sources

Sources are data or other critical assets that are processed by a component and are the core
subject of the SPD evaluation (acting as the treasure room of the medieval castle and the
attackers’ target). They are created/deleted, sent/received, and processed by components. Each
component possesses a set of sources that can manipulate. The component executes operations
on sources and changes their SPD level. A source’s SPD is determined by the SPD of the last
operation that processes it (see the subsection below). When a component sends a source to
another component (e.g. send an encrypted file over a network), it actually sends a new instance
of the source. The sender retains the original source and the receiver a copy of it — which is now
considered a different source (with an indirect association).

5.1.3 Operations
Process Operations
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ALGORITHM 1: OperationEvaluation
Input: The operation identifier op.
Output: The operation’s < SPD >.
for each timepoint t; in op do
SequentialAttrs. Add(AttrWithMinSPDAtTi(op)) ;
end
for each attribute attr; in SequentialAttrs do
attri. CoverMissing ControlsFromAttr(attrii.;) ;

end
operationSPD = SequentialAttrs.getFinalAttr(). EvaluateSPD( ),
Return(operationSPD);

Operations are a fundamental feature of our methodology. They are series of actions that a
component performs to create or process sources. An operation consists of a set of attributes
along with their execution order. The attributes can be executed sequentially or in parallel. At
each time point, the minimum SPD of the attributes that are executed (in parallel) is found, as
it is considered the weakest security link. The operation’s SPD is determined by these set of
attributes. Missing controls of the SPD multi-metric can be covered by relevant controls that
are placed in the adjacent previous time point, forming the added protection of the sequential
execution. The final operation’s SPD represents the overall pore coverage that is achieved at
the last time point. Algorithm 1 describes this evaluation procedure. The outcome of the
execution can decrease/increase the SPD level of the source.

Consider an attribute modelling a simple network transmission service. The security feature of
the SPD is low, as the relevant controls are missing (authenticity, confidentiality, integrity).
Then, a secure encryption service is modelled. The service processes data with an
authenticated-encryption primitive, providing authenticity, confidentiality, and integrity. We
increase security by executing the two services in sequential order — the data are encrypted by
the encryption service and then transmitted by the network transmission service. The security
controls are cascaded from the encryption service and cover the missing controls of the network
transmission service. The final SPD is the SPD of the network transmission service enhanced
in security by the encryption service controls.

Composition Operations

Operations can denote the composition steps that must be met to compose components.
Components of the same layer are composed to form a component of the adjacent higher layer,
for example a group of nodes that are connected to form a network. A set of operations describe
the functionality that a node must be able to perform in order to join the network (e.g. steps of
the communication protocol or storage of encrypted data).

A component can perform a composition operation as long as it satisfies the functional and non-
functional pre-conditions. The functional pre-conditions are derived from the operation’s
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ALGORITHM 2: OperationApplicabilityCheck
Input: The component C, the set of operations setop.
Output: TRUE/FALSE: checks if the operation can be performed or not.
for each operation op; in op do

opiAttrs = GetOperationAttrs(op;);

if (/ContainsAllAttrs(C, opiAttrs)) then

Return(FALSE);

end
end
Return(TRUE);

attribute set. The component must be able to execute all the attributes as denoted by the
operation. Algorithm 2 describes this applicability check.

The non-functional pre-conditions are quality factors that must be granted. They are modelled
as minimum levels of the SPD multi-metric parameters (e.g. minimum level of confidentiality
control coverage). The component must also comply with these SPD constraints to perform the
composition operation.

In order to prove that a component can perform an operation, the framework uses Event
Calculus (EC) [14]. The context parameters and the validity checks for the functional and non-
functional pre-conditions are formally defined in rules, fluents, and events of EC. It can be
proved that if the pre-conditions are valid, then the functionality (theorems) and the resulting
SPD levels are valid.

In case of component composition, except from the underlying attributes, the definition of the
composition operation describes the composition type. There are three different composition
types in correspondence with the medieval castle composition operations (AND, OR, MEAN).
This parameter is utilized during the SPD calculation of the composed component (see the
subsection below).

5.1.4 System Components

Following the proposed methodology, a system is composed of SPD-sensitive components. The
components include nodes, networks, middleware, and security agents (the overlay). Each
component:

e Has a set of sources — data that are processed

e Has a set of attributes — technologies and protocols

e Performs some operation — series of attributes

e May contain one or more sub-components — components of lower layers

e Achieves specific levels of SPD — based on the evaluation metrics and its sub-
components

The SPD level of a component is strongly affected by its sub-components’ SPDs (as the weaker
inner SPD links) and the component of higher layer with the minimum SPD that contain the
investigated component (as it is the weaker outer link). For a single component at the lowest
layer, we consider its sources as the equivalent element of the sub-components.
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ALGORITHM 3: ComponentSPD

Input: The component C.

Output: The component’s < SPD >.

structuralSPD = MedievalCastleSPD(C);

constraintSPD = MinRelativeComponentSPD(C);

componentSPD = structuralSPD;

if (structuralSPD > constraintSPD) then
componentSPD = constraintSPD;

end

Return(componentSPD);

Algorithm 3 describes the SPD evaluation process for a component. The structural SPD of the
component is calculated by applying the medieval castle evaluation among its sub-components.
Each sub-component is considered as a castle door, with the relevant SPD representing the
difficulty of passing through that door. The composition operation type determines the
architectural significance of each sub-component/door.

A component’s SPD cannot exceed the minimum SPD of the relative component of higher
layer. For example, a node’s SPD is constraint by the networks that it is currently participating
in (e.g. the security level of a device is decreased when it is connected to the Internet).

5.1.5 Composition and Decomposition

Let us consider the composition of two nodes into a network (e.g. LAN of two embedded
devices) under a secure communication protocol (e.g. IPsec via WiFi). At first, the SPD of each
individual node component is evaluated. The communication protocol is modelled as a set of
sequential operations. This set represents the functional requirements of the composition. The
non-functional pre-conditions are defined by a set of metrics along with specific SPD levels
that all the underlying components must provide. A relevant network component is defined;
where each participating node must be able to comply with these pre-conditions in order to
connect the network (e.g. Figure 5.A). A composition event happens for each node, denoting
its attempt to enter the network. When a node does successfully enter the network, the network
component’s SPD is re-estimated (e.g. Figure 5.B). We also reason, if new properties hold for
this composed component (the network — two nodes under the secure communication protocol).
For example, if the placed controls for network confidentiality are covered, we reason that the
network now provides the confidentiality property as well. Algorithm 4, describes the
evaluation of a composition event to compose the sub-component subC to the main component
C.
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ALGORITHM 4: Composition
Input: The component C, a subcomponent subC.
Output: TRUE/FALSE: checks if the composition is performed or not.
currentSPD = C.SPD;
if (/C.ComplyWithFunctionalPre(subC) or !C.ComplyWithNonFunctionalPre(subC)) then
Return(FALSE); // Composition is blocked
end
C.compose(subC); [/ Composition is performed
if (ComponentSPD(C) = currentSPD) then
Return(FALSE); // Composition is blocked
for each subcomponent of C do
ComponentSPD(subcomponent),
end
end
ComponentSPD(subC);
Return(TRUE);

All the components that are directly or indirectly affected by the composition will re-estimate
their SPDs and composition relations. A composition event can cascade successive changes in
the components’ status at different layers and eventually influence the whole system (e.g.
Figure 5.C). The system balances after some time points (based on the number of the layers and
the components) and the final SPD is formed.

Decomposition events are processed similarly. When a sub-component is decomposed from a
component, their SPD features will be re-estimated as described above.

5.2 FORMAL DESCRIPTION OF COMPOSITION OF SPD METRICS

Formal methods and other validation techniques are used to confirm the provided properties of
a system. In computer security it is widely accepted that no computer system can be considered
100% secure. Thus, we use formal methods to prove that a system can meet some security
properties under a pre-defined set of threats, according to our specifications and best practices.
For example, if a system applies the security mechanisms for preventing Denial of Service
(DoS) attacks as they are derived by the NIST’s standards, we can reason that the system is
DoS resilient for the present set of DoS attacks.

This subsection frames a formal representation of the composition and the security features of
a system. The proposal is based on EC and the theoretical study of [40]. At first there are given
some definitions and then the theorems and proofs of the proposed methodology.

5.2.1 General Definitions

Definition 1 [Metrics]: A) Let M be the set of individual metrics. Let Q be the set of all metrics,
individual or composed. The composed metrics are combinations of individual metrics. B) Let
I'be the set of threats and attacks.

Definition 2 [Relations]: Let R: M™ — Q be the set of relations on M.

52



Definition 3 [Metrics to threats]: Let A: R = I be a function which corresponds a set of SPD
metrics to the set of feasible threats and attacks. This set of metrics, called r, corresponds in a
relation r € R.

Definition 4 [S, P, D values]: A) Let Fs: R — IR be a function which corresponds a security
level to a real number. This real number represents a security level. B) Let Fp: R — IR be a
function which corresponds a privacy level to a real number. This real number represents a
privacy level. C) Let Fp: R — IR be a function which corresponds a dependability level to a
real number. This real number represents a dependability level.

In our case, the functions Fs, Fp, Fp, are corresponding to the relevant functions of the SPD
multi-metric methodology [54] that calculate the three SPD values.

Definition 5 [Situations]: We define S as situation — a snapshot of the systems in a specific
time point.

Definition 6 [Events]: We define a set of events E which contains all events which could
change the current situation of the system. If we assume that e € E and S is the current situation
then after Happens(e, S,t) = HoldsAt(S',t + 1), S’ is the new situation.

Definition 7 [Security comparison]: Situation S, is more secure than situation S> when A(S,) S
A(Sl) and FS(SZ) < Fs(sl)

This definition shows that a situation S; is more secure than another S; if and only if the set of
possible threats of S; is subset of the set of the of possible threats of S> and the security level of
S; is higher than the security level of S.

Definition 8 [Acceptable situations]: A) Let AMs, AMp, AMp, be the security, privacy, and
dependability levels respectively that are acceptable for the examined system. Let AA be the
acceptable set of possible threats that can be performed according to the environment and the
attacker model [40], [55]. As no system is perfectly secure, AA represents the security risk that
we are willing to accept. B) A situation S of the system is acceptable if Fg(S) = AMg A
Fp(S) = AMp ANFp(S) = AMp, and A(S) € AA. C) Let AS be a set with all the acceptable
situations.

5.2.2 Composition Verification Definitions

Definition 9 [Components]: Let Comp be the set of individual components. Let QComp be the
set of all components, individual or composed. The composed components are selection of
components of the adjacent lower layers and Comp € QComp.

Definition 10 [Component elements]: For each comp € QComp : A) Let QCompS be a set of
gcomp's sources. B) Let QCompAttr be a set of gcomp’s attributes. C) Let QCompSub be a set
of gcomp's sub-components at the adjacent lower layers of gcomp. For qcomp € Comp there
holds that QCompSub = @. D) Let QCompM be a set of gcomp’s metrics.

Definition 11 [Component Composition]: For each composed component gcomp € QComp
and gcomp & Comp: A) Let QCompOp be a set of composition operations that all gcomp's
sub-components must be able to perform. B) Let QCompCons be a set of constraints along with
a minimum SPD levels that all gcomp’s sub-components must comply with. C) A component
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qcomp, € QComp at the adjacent lower layers of gcomp, can be composed to gcomp if it can
execute an operation gcomop € QCompOp and satisfy all the constraints in QCompCons. The
composition event is defined as Happens(Comp(qcomp,qcomp,,qcompop,S,t)) —
(HoldsAt(S',t + 1) A Happens(EvaluateCompSPD(qcomp),S',t +2)) . After a
successful composition at S’, it holds gcomp, € (QCompSubofqcomp). A component
gcomp; can be decomposed from gcomp at any time point. The decomposition event is defined
as Happens(DeComp(qcomp, qcomp,, qcompop, S,t)) = (HoldsAt(S',t +1) . After a
successful decomposition at S’, it holds gcomp, & (QCompSubofqcomp).

Definition 12 [System Composition]: Let Sys be an examined system. Sys is a set that contains
the system’s composed components along with their metrics, properties and composition
relations. The composition of a component gcomp € QComp to Sys by performing the
operation sysop € QCompOp of Sys is defined as
Happens(Comp(Sys, qcomp, sysop),S,t)) = (HoldsAt(Sys',t + 1), where it holds S’ =
Sys N gcomp . The composition of two different systems Sys; and Sys: is defined as
Happens(Comp(Sys;, Sys,,0p),S,t)) = (HoldsAt(Sys',t +1) , where it holds S' =
Sys; N Sys,.

Definition 13 [Operation execution]: To execute an operation, a component must be able to
execute all the operation’s attributes. Each operation has a set of attributes attrs,,. Each
component has a set of attributes QCompAftr. An operation op can be executed by a component
qcomp € QComp iff (if and only if) attrs,, is a subset of QCompAttr(Attrs,, <
QCompAttr).

5.2.3 Security Validation Definitions

Security validation is modeled by the metrics and properties. Metrics present measurable
parameters of a system. Definition 4 defines the functions that corresponds the measured
parameters for security, privacy, and dependability of each metric to real numbers. Section 3
describes the basic features and the evaluation process for metrics and the SPD formation. The
SPD multi-metric evaluation is formally described by [54]. The Medieval Castle composition
approach is formally defined by [36]. The composed SPD multi-metric evaluation of an
operation is based in these two approaches and their formal definition. The operation evaluation
process is described in subsection 5.1.3. The component’s evaluation process is based on
similar assumptions and described in the subsection 5.1.4.

Definition 10 determines the relation between metrics and components. Definition 11 defines
the prior-composition validation process for imposing the pre-conditions that must be granted
to enable composition. The definitions Definition 14 and Definition 15 below, define the post-
composition validation process.

Definition 14 [Constraint validation]: For a constraint cons of that is imposed by the
component gcomp € QComp(cons € QCompCons) : A) Let cons-comp-pre be the
constraint’s pre-conditions at gcomp’s layer. B) For sub-layer i, let cons-subcomp-pre; be the
constraint’s pre-conditions at sub-layer i. C) the constraint cons holds iff gcomp satisfies cons-
comp-pre and each sub-component gcomp; € (QCompSubofqcomp) of sub-layer i satisfies
the relevant cons-subcomp-pre;. D) if a sub-component gcomp; € (QCompSubofqcomp) of
sub-layer i violates the relevant cons-subcomp-pre; decompose the sub-component:
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HoldsAt(ViolateSubCompCons(qcomp;, cons), S, t)) —
Happens(DeComp(qcomp, gcomp;, decompop), S, t) A
Happens(EvaluateCompSPD(qcomp, cons),S,t + 1) A
Happens(EvaluateCompSPD(qcomp;, cons), S, t)).

Definition 15 [Metric SPD]: For a metric m € Q of the component gcomp € QComp(m €
QCompM): A) Let mParam be the system’s parameters that affect m. B) If the status of
mParam changes, m’s SPD value is re-evaluated: HoldsAt(CompMetric(qcomp,m),S,t)) A
Happens(ChangeParamStatus(mParam),S,t) —
Happens(EvaluateMetricsSPD(qcomp, m), S, t)).

Definition 16 [Component SPD]: For a sub-component gcompsub € QComp of the
component gcomp € QComp(qcompsub € QCompSub) : A) If the status of gcompsub
changes, gcomp’s SPD value is re-evaluated:
HoldsAt(CompSub(qcomp, gqcompsub), S, t)) A
Happens(ChangeCompStatus(qcompsub), S, t) —
Happens(EvaluateCompSPD(qcomp),S,t)) . B) If the status of gcomp changes,
gcompsub’s SPD value is re-evaluated: HoldsAt(CompSub(qcomp, qgcompsub),S,t)) A
Happens(ChangeCompStatus(qcomp), S, t) —
Happens(EvaluateCompSPD(qcompsub), S, t)).

5.2.4 Formal Example

The functions A and F are defined in dynamic situations. In the first example, the composition
verification process is demonstrated in a simple scenario, where two smart home devices (node
components) are composed to a LAN (network component). Each device can securely transmit
data with three variants of IPsec for 128-, 192-, and 256-bit cryptographic keys (node
component attributes). In order to communicate, they must agree on a common set of attributes
that will be used (length of the cryptographic key). First, the SPD metrics for each attribute and
individual nodes are calculated. If their composition is successful, the relevant metrics for the
composed network are calculated. The second example presents the SPD validation process and
how the different potential states of the system (for 128-, 192-, and 256-bit keys) can be
compared in terms of security.

Composition Verification Example

This example formally presents the composition verification process for composing two nodes
to a network. There are modelled the two nodes n,,n, € Comp and the network net €
QComp. There are also modelled the source s; and s, where s; € (QCompSofn,) and s, €
(QCompSofn,). Each node implements the attribute attrips. (with the three aforementioned
configurations) and attrpse. € ((QCompAttrofn,) A (QCompAttrofn,)).

In order to be composed to the net, all nodes must be able to perform the composition operation
op € QCompOp of net, which implies the functional requirement of using a specific
configuration of the IPsec attribute. Non-functional requirements can also be enforced (e.g. the
security property of a node component must be higher than 20). The composition type is an
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AND-operation. To enter net, each node must execute op, which is modelled by the rule ; in
EC.

T Happens(AttemptComp(net, n;, op), t) A HoldsAt(CompAttr(n;, IPsec;),t) =
Happens(Comp(net,n;, op),t) A Happens(ChangeCompStatus(net),t)

After a successful composition it holds that n; € QCompSub of net. The event
Happens(Comp(net,n;, op), t) triggers the evaluation of the SPD of net (Definition 11). The
event Happens(ChangeCompStatus(net),t) denotes that the status of ner has change and
can potentially trigger the evaluation of the SPD of net’s its sub-components (Definition 16).

Security Validation Example

Assume the following configuration 74,5, 7191, 725¢ R for the three instances of the system
that uses IPsec with 128-, 192-, and 256-bit cryptographic keys respectively. In each case, if
net has security level /., n; has security level /,;, and n; has security level /,», then the level of
security is equal with the minimum of the /.., [.;, and [,2. The security level of each component
depends on the composition operation op that is performed, which is the security level of the
IPsec configuration.

For i € {128,192,256}, it is formally defined ri(net,n;,n2). An attacker has to compromise at
least one the network nodes (AND-operation composition). Thus, the number of possible
attacks A(r;) is the union of the attacks targeting the components net, d; and d>— A(r;) = {ala €
A(net) Va € A(ny) vV a € A(n,)}. The potential attacks to an IPsec key size is a subset of the
relevant attacks of the smaller IPsec key sizes, so it holds that A(7y,5) € A(1192) S. A(156)-
The overall security level F(r;) is the minimum security level between net, n; and n — F(1;) =
min(F(net),F(nl),F(nz)) =min(n = l,z,l,1,l2) . Based on the SPD multi-metric
evaluation, for i=1728 the security level is F(r2s)=30, for i=192 the security level is F(r92)=45
and for i=256 the security level is F(r2s55)=60. Thus, according to Definition 7, r;9; is safer than
r128 and r2ss 1s safer than r;2s and r;9;.

5.3 SMART HOME COMPOSITION SCENARIO
CompoSecReasoner acts as the reasoning behavior of SPD-Safe agent that implements the
aforementioned SPD metrics and the composition validation process. As an environment
setting, we consider the smart-home for assisting living and as an attacker model, we deal with
individual attackers with moderate computer security knowledge and low attack and
computational capabilities (e.g. I to 5 PCs).

5.3.1 Technical Details

The agent reasoning engine that is presented in the following section is utilized for the
modelling of the CompoSecReasoner behavior. The smart home system is implemented that is
described in the subsections 4.2 and 5.3. We mainly model the cryptographic service with an
IPsec implementation and the PBAC framework [62], which consists of four entities:
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¢ Policy Enforcement Point (PEP): performs access control at the node layer

¢ Policy administration Point (PAP): creates the policies at the middleware layer

¢ Policy Decision Point (PDP): evaluates applicable policies and renders authorization
decisions at the middleware layer

e Policy Information Point (PIP): acts as a repository for the provided features that are
evaluated by the PBAC at the middleware layer

PEP communicates information with the PDP (between a node and the middleware) under four
settings for different levels of SPD: plaintext-only, authentication-only, encryption and
authentication, and WS-Security. PEP exchanges information with a device’s user under three
different setting: plaintext-only, authentication-only, encryption and authentication. For more
details refer to the original paper [62].

For the node layer, we model the nodes n; and n; as the two BeagleBone/BeagleBoard devices
and n; as the laptop. n; and n; are identical and provide the attributes ULCL, WiFi, IPsec, and
PEP (with the three aforementioned SPD levels). As sources, they maintain the data of the local
instances of PEP. n3 provides the attributes ULCL, WiFi, IPsec, PBAC (with the four
aforementioned SPD levels of PDP), and CompoSecReasoner. As sources, it stores the data of
PDP, PAP, and PIP respectively.

For the network layer, we model the network net. The network provides the attributes WiFi and
IPsec. In order to enter to the network net, a node must be able to perform a composition
operation (MEAN-operation), which requires the sequential execution of PEP, IPsec, and WiFi
(ops). The nodes n; and nz perform this operation to enter net.

For the middleware layer, we model midl. It provides the attribute PBAC and the platform
security mechanisms of OSGi middleware. There are two different composition operations for
connecting this middleware for components of the node and the network layer respectively.
Nodes must be able to perform the attributes PBAC and IPsec op:) while networks must
perform only IPsec (ops). The middleware runs on the laptop. Thus, a composition event must
be performed by n; to midl. The network net performs the second operation to connect midl.

For the demo system, we describe only one SPD agent, the SA. It provides the attributes SPD-
Safe and the platform security mechanisms of JADE-S add-on. It offers two different
composition operations for composing node and middleware components respectively. A node
must perform the attribute SPD-Safe (op;) and a middleware must perform the attribute PBAC
(ops3). SA runs on the laptop along with the PBAC middleware. Thus, a composition event must
be performed by 73 to SA. Then, midl is composed by performing the second operation.

Finally, for the overlay layer we model the overlay over which contains two identical SAs. An
agent must be able to run SPD-Safe in order to be composed (op.).

5.3.2 SPD Levels

We perform the SPD multi-metric to calculate the SPD level of each examined attribute. The
ULCL attribute provides a single SPD level of ULCL=<80,50,30> for secure storage of private
information and influences the node’s confidentiality property. Similarly, the WiFi attribute
offers WiFi=<20,20,50> for allowing devices to exchange data wirelessly and influences the
network property data integrity. The IPsec attribute provides three levels of SPD for the three
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cryptographic key sizes (IPsec;s = <68,20,70>, IPsecio; = <75,20,70>, IPsec:ss =
<85,20,70>). It provides authentication and encryption. When all the nodes of a network
perform IPsec to communicate, the SPD of the data confidentiality property is increased. The
node attribute PEP has three SPD levels for the three levels of security (PEPpiain = <10,30,10>,
PEPaun = <50,50,50>, and PEPgcaun = <80,70,80>). Similarly, the PBAC attribute has four
SPD levels for the communication between the entities PEP and PDP (PBA Cpain = <10,30,10>,
PBACuun = <50,50,50>, PBA Ckne-aun = <80,70,80>, and PBACys.sec = <90,80,90>). The SPD
of the SPD-Safe attribute is evaluated at <70,50,70>.

All metrics are evaluated dynamically at runtime. The security factor is enhanced by several
security mechanisms, like JADE-S add-on and IPsec. The overall privacy is mainly retained by
the PBAC framework policies. All mechanisms contribute to the provided dependability.

5.3.3 Composition and SPD Evaluation

At first the system components (n;, n2, ns, router, net, over) are instantiated for low power
consumption and moderate security. The instances of the PEP, PBAC, and IPsec attributes are
configured at the SPD level of PEPaus, PBACaum, and IPsecps respectively.
CompoSecReasoner evaluates the SPD of each individual component — no component contains
sub-components at this time point.

The n; performs three operations to encrypt the underlying sources (PDP, PAP, and PIP) with
the ULCL: Happens(Per formOp(ns, ULCL, Source;), SourceSPD(Source;, S,P,D),t)) —
HoldsAt(SourceSPD(Source;, S',P',D"),t + 1)

The SPD of each source is <80,50,30> (the SPD of ULCL). These changes trigger the SPD
evaluation for n; (<80,50,30> — Definition 16).

Similarly, n; and n, encrypt their own local instances of PEP. The SPD of the nodes and the
sources is evaluated to <80,50,30>.

A node must perform the network and middleware technologies in order to connect the LAN.
Operation op; imposes these composition requirements, denoting that a node must sequentially
perform the attributes WiFi, IPsec, and PEP. The composition type for the composed sub-
components is a MEAN-operation (as discussed in subsection 4.3).

The router provides local networking capabilities. The LAN is a sub-component of the router.
Operation op: defines the composition requirements of our network as the sequential execution
of the attributes WiFi and IPsec (OR-operation).

Except from local networking capabilities, the router provides Internet connection, defined by
ops. The composition type of the router and the Internet is an OR-operation.

Then, n; is composed to the net (op;): Happens(Comp(net, ns, op,), CompSub(net),t)) -
(HoldsAt(CompSub(net),n3, t + 1) A

Happens(EvaluateCompSPD (net), CompSPD(net,S,P,D),t + 2)). The SPD of net is re-
evaluated as a result of the composition (<70,50,70> — Definition 11) and then the SPD of n;
is revisited (<70,50,30> — Definition 16). n; and n, are also composed to the net (op;). The
SPD of net is <68,30,70>.
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net is composed to the router (opz). The router SPD constrains the SPDs of router’s sub-
components (net and consequently n;, n2, n3). Finally, the router connects to the Internet (op2).
After the composition of the system we can reason about the metrics that are eventually offered.
The total SPD of the system is <70,50,30> which is strongly affected by the SPD of n;.

The smart building can connect with other smart entities through Internet (op;). Figure 6
illustrates the final composed system of the demo with two identical smart buildings along their
main features.

—_— —_—

Internet —

e
7/

Smart

Smart

/ building 1 building 2
/
!
\
\

\

N
N
e
~ - -
~ T

— _—

Figure 6 The application of the composed SPD multi-metric for two cooperating smart buildings

The metric-driven runtime management capabilities of the tool can be utilized in order to
dynamically configure the 36 settings of the system (combination of 3 IPsec, 3 PEP, and 4 PDP
settings) according to our high-level SPD strategy and the Al reactive plan, which is triggered
by real-time monitoring events.

Consider the case where the SPD-Safe agent of a neighboring smart building detects a cyber-
attack in its region. The agent sends a relevant alarm-message to the overlay in order to inform
the other agents. The smart home SPD-Safe agent decides to change the configuration strategy
from low power and moderate security to high security. The reactive plan imposes the system
components to use the attributes PEPgnc-aum, PBACws.sec, and IPseczss. Several operations are
performed, triggered by the plan’s events to configure the system. The overall protection is now
increased (Definition 7) and the new SPD of the building is <90,80,90>. Figure 7 depicts the
final composition results and the SPD evaluation of CompoSecReasoner.
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6. CORE TECHNOLOGIES & ENTITIES

The need to manage embedded systems, brought forward by the wider adoption of pervasive
computing, is particularly vital in the context of secure and safety-critical applications.
Technology infiltrates in ordinary things, hitching intelligence and materializing smart systems.
Each of these individual entities monitors a specific set of parameters and deduces a constrained
local view of the surrounding environment. Many distributed devices exchange information in
order to infer the real system state and achieve a consistent global view.

Considering the aforementioned aspects of these applications, context-aware technologies are
required in order to specify the ambient environment conditions [14], [15], [16], [17]. Semantic
ontologies model the ambient domain, presenting it in machine-readable format. Then, logic
languages can process this knowledge to reason about and react to the current state of the
ambient environment. Software agents are a form of intelligent entity that incorporates these
features, providing reasoning and management capabilities on the underlying system (e.g. [7],
[16], [17], [18]).

6.1 REASONING ENGINE

This subsection describes the core reasoning process of each individual agent. The EC models
the knowledge base and the reasoning theory. Then, it is processed by a real-time model-
checking method. The overall approach enables several reasoning capabilities, like reasoning
with missing pieces of knowledge, real-time events, and rule priorities.

6.1.1 Knowledge Representation and Reasoning

Knowledge Representation and Reasoning (KR&R) is the research field of Artificial
Intelligence (Al) that deals with the representation of information about the world in a manner
that it is understandable by a machine and can be utilized in order to solve complex tasks.
KR&R is strongly related to the semantic technologies which encode knowledge to express
ontologies, and logic languages which include reasoning rules for processing that knowledge.

For real-time processing, event-driven model-based methods have been proposed to describe
the behavior of a dynamic system in a formal manner [16]. Moreover, such methods are applied
in ambient intelligence applications for reasoning about the ambient environment state as new
events occur.

An early version of the reasoning process is presented in [56]. SPD-Safe extents the reasoning
engine and adopts the latest advancements in the field. The whole operation is enriched with
the SPD metric feature, implementing metric-driven reasoning and management. Moreover, the
system is deployed on embedded devices and applied on a real use-case.

The following subsections describe the core calculus and the logic language that are utilized by
SPD-Safe for KR&R.
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6.1.2 Event Calculus

Event Calculus (EC) [14] is a logic language for representing and reasoning about actions and
their effects as time progresses. It is a formalism for reasoning about action and change. The
EC has: actions — which are called events and indicate changes in the environment; fluents —
which are time-varying properties (predicates/functions); and a timepoint sort — which
implements a linear time structure on which actual events occur. It is based on first-order
predicate calculus and is capable for simulating a variety of phenomena such as actions with
indirect effects, actions with non-deterministic effects, compound actions, concurrent actions,
and continuous change. The EC defines predicates for expressing, among others, which fluents
hold when (HoldsAt), what events happen (Happens) and which their effects are (Initiates,
Terminates). It adopts a straightforward solution to the frame problem which is robust and
works in the presence of each of these phenomena.

The EC supports context-sensitive effects of events, indirect effects, action preconditions, and
the commonsense law of inertia. Certain phenomena are addressed more naturally in the event
calculus, including concurrent events, continuous time, continuous change, events with
duration, nondeterministic effects, partially ordered events, and triggered events. Examples of
such phenomena could be:

e The commonsense law of inertia: when moving a glass does not cause a glass in
another room to move.

¢ Release from the commonsense law of inertia: if a person is holding a PDA, then the
location of the PDA is released from the commonsense law of inertia so that the
location of the PDA is permitted to vary.

¢ Event ramifications or indirect effects of events: the PDA moves along with the
person holding it (state constraint) or instantaneous propagation of interacting indirect
effects, as in idealized electrical circuits (casual constraints).

¢ Conditional effects of events: the results of turning on a television depend on whether
it is plugged in or not.

e Events with nondeterministic effects: when flipping a coin results in the coin landing
either heads or tails.

¢ Gradual change: the changing height of a falling object or volume of a balloon in the
process of inflation.

The EC contains a set of fluents, a set of events, and a partially ordered set of time points. In
the EC, the description of the worlds (possible scenarios) is based on the following axiom
(assume e is an event, fis a fluent, and ¢, #;, and ¢, are time points):

Initiates(e, f, £): f holds after event ¢ at time ¢
Terminates(e, f, £): f does not hold after event e at time ¢
InitiallyP(f): f holds from time 0

InitiallyN(f): f does not hold from time 0

Happens(e, t1, t;): event e start at time #; and ends at 7,
HoldsAt(f, #): fis holds at time ¢

Clipped(t, f, t2): fis terminated between ¢; and 7,
Declipped(¢;, f, t2): f1is initiated between ¢; and 1,

A Gl o S
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In EC specific values of the fluents describe a situation. An event which changes the value of
one or more fluents has as a consequence the change of the situation. An evolution of the world
is a sequence of actions and situations.

Events and fluents are formally defined. Events occur sequentially or in parallel on denoted
time points. Events can change the state of fluents and trigger new events. These transactions
are modelled by rules. The rules have preconditions. If the preconditions are satisfied (left-hand
statements), the rule is executed and may change the state of a fluent. At this point, statements
are accepted that have been proved by the predicate calculus. According to these statements,
rules are modelled that implement the management logic. A fire alarm can be modelled by an
event. The event triggers a set of rules which check if there are any actions that must be taken
(functional and non-functional properties of reaction strategy). When the counteractions are
completed, another set of rules can be triggered to determine which SPD and safety properties
are satisfied. The events and the changes they cause, produce a trace in time. The final state of
the trace determines the final outcome.

Definition A: FL is the set of fluents
Definition B: AC is the set of events

Definition C: Each event e € AC could take place if a logical proposal is true. This proposal
is the preconditions of the event e.

For example, assume the event e = SetKeyLength(node;,256), which tries to set the
cryptographic key length for the node node; at 256-bits. The execution of this action has as a
consequence the change of the length (f; = KeyLength(node,,256)). The action is possible
only if the key length is supported by node;. The precondition SupportKeyLength(node,length)
means that a node supports the specific cryptographic key length. If the precondition is false in
the time point ¢, the event SetKeyLength cannot be executed.

Rule r;:
[Happens(SetKeyLength(N,L),t) A HoldsAt(SupportKeyLength(N,L),t)]
- Initiates(SetKeyLength(N, L), UseKeyLength(N,L),t)

r; means that in each time point that the event SetKeyLength occurs and the relevant key length
is supported, the node will use this key length from now on.

Rule r:
Initiates(SetKeyLength(N, L), UseKeyLength(N, L), t)
— [Terminates(SetKeyLength(N, L), UseKeyLength(N,L"),t) A L' # L]

r> means that only one key length can be used at each time point. When a new key length is set,
the previous selection is terminated.

Definition D: We call situation a first order term which contains all members of set FL with a
specific value for each one.

For example, assume that at time point /, holds the situation
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S1 ={f1 = UseKeyLength(node;, 128), f, = SupportKeyLength(node;,128), f; =
SupportKeyLength(node,,256),+-- }. The node; currently uses 128-bit keys and also
supports 256-bit length. At time 3, the event Happens(ez, 3) takes place. This results in:

o 7. Initiates(e;, UseKeyLength(node;,256), 3) — The event e, sets the fluent
UseKeyLength(node;,256), at time point 3 (/" EC axiom).

e 1 Terminates(ezf1,3) — The event e, terminates the fluent f;, at time point 7 (2”" EC
axiom)

The consequence of the execution for event e; is the change of situation S; into S, = { f{ =
UseKeyLength (nodeq,256), f,, f3,++ }. The node; now increases the security level and uses
256-bit keys.

Figure 8 illustrates this process diagrammatically.

Time
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Figure 8 The correspondence among Time-Actions / Events-Situations in the Event Calculus

The subsection below describes the specific implementation of EC that is used in this study
along with the agent platform where the SPD-Safe agents are deployed.

6.1.3 Discrete Event Calculus Knowledge Theory

EC supports context-sensitive effects of events, indirect effects, action preconditions, and the
commonsense law of inertia. The Discrete Event Calculus Knowledge Theory (DECKT) [15]
is an extension of EC in Java and the rule engine Jess, which additionally supports automated
epistemic, temporal, and casual reasoning for dynamic, uncertain, and partially-known
domains.

In this work, DECKT is enriched with real-time events, preferences, and priorities. The whole
reasoning model is formed as an agent’s reasoning behavior and is deployed in JADE,
implementing a multi-agent reasoner. The agents utilize the Agent Communication Language
(ACL)% a FIPA* standard, to exchange information.

Common Alerting Protocol (CAP)3, an OASIS standardized XML-based data format for
exchanging public warnings and emergencies, models semantic information that is exchanged

3 FIPA, ACL: http://en.wikipedia.org/wiki/Agent\_Communication\_Language
4 FIPA: http://www.fipa.org/
> QASIS, CAP: http://docs.oasis-open.org/emergency/cap/v1.2/CAP-v1.2-0s.pdf
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between the entities. The standard increases warning effectiveness and simplifies the task of
activating a warning for responsible officials. Real use-cases of CAP include wireless sensor
networks for automatic tsunami warning, aggregation and correlation on real-time map of
current warning activity in a state’s operations center, repudiating of false alarms by responsible
officials, and integrated public alerting through multiple channels. In this work, CAP alerts are
transformed into Jess-DECKT events and trigger the rule-based reasoning of SPD-Safe.

The reasoning process of SPD-Safe is further enriched with the SPD metrics feature that were
described in the previous sections. The overall system is applied in ambient intelligence
applications for assisting living, implementing the metric-driven SPD and safety management.
The reasoning process configures the system at runtime in order to achieve specific SPD goals.

The next subsection summarizes the overall reasoning capabilities of the proposed deployment.

6.1.4 Reasoning Capabilities

SPD-Safe uses the Discrete Event Calculus Knowledge Theory (DECKT) — an EC reasoner
implemented in the rule engine Jess. DECKT extends the basic reasoning process with hidden
casual dependencies (HCD). It enables reasoning with missing pieces of knowledge which may
become known in a future time-point, like sensory measurements.

DECKT performs reasoning over virtual discrete time-points. This process is extended to
express real time events by integrating the Java Timer object. For every time-point where an
event with duration must occur, a timer is created that fires when the specific time elapses.
Then, the reasoning process is automatically activated, deducing the current state of the system.
A hash table of active Timer objects is maintained with the different time-points representing
the hash keys. Each slot contains the Timer and the list of rules that cause the objects’ creation.
A rule’s effect can be cancelled in a future time-point before the Timer fires. Thus, the rule is
erased from the Timer’s list. When all rules are removed from a list before the Timer expiration,
the object is deleted. We deploy several variations of these process, implementing different
functionality for the time duration events, like create, pause, stop, kill, start, replay, and reset.

Each rule in Jess assigns a value, called salience, which determines the execution order of rules
that fire simultaneously (the higher the salience, the most recent the rule is processed). The
mechanism is exploited by SPD-Safe in order to model rules’ priorities. Thus, high priority to
specific rules is expressed by defining high salience values. When the first rule among a group
of competitive ones fires, it assigns a relevant fact in the Jess engine internal memory to denote
that the rest rules are blocked. For example, consider the case where the system must
automatically inform the fire brigade in case of a safety-related incident, either via email or
SMS. A relevant event fires that can trigger two rules for the two aforementioned types of
transmission respectively. If both types are currently active, SPD-Safe can select the
communication form based on the user’s preferences.

The information exchange capabilities and the SPD-Safe MAS are detailed in the following
subsections. A deconfliction mechanism [56] is also included to retain coherency in cases where
conflicts occur.
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6.2 MULTI-AGENT CONFLICT RESOLUTION

This subsection presents the MAS and the multi-agent reasoning process. The agents form a
peer-to-peer network and exchange information. The agents aggregate these pieces of
knowledge and derive the global state of the system. When conflicts occur, a resolution
mechanism will retain coherency.

6.2.1 Multi-Agent System Architecture

In SPD-Safe, the agents are set as nodes in a peer-to-peer network, following the super-node
approach [57]. Each agent acts as an individual entity: it performs its own actions (e.g. sensing
and reasoning) and maintains a local knowledge base. The knowledge is formed by facts, rules,
and constraints. Agents communicate these pieces of knowledge over the network to perform
collaborative tasks or achieve commonsense knowledge and determine the global state of the
system.

Two main agent types are considered: Simple Agents (SAs) and Master Agents (MAs). The
high majority are SAs with constrained computational and storage capabilities. They sense local
events and distribute new pieces of knowledge to the agent system. To retain system security
and user privacy, SAs may maintain locally protected knowledge that is not disclosed to other
entities (e.g. internal security configurations or usage preferences). Each SA is directly
connected to a MA. In the smart building application, every smart device runs a SA which is
connected to the building’s MA.

MAs constitute the backbone of the system, adopting the super-node role. They carry out the
full communication among agents and are responsible for the proper knowledge distribution.
Each MA can communicate with its underlying SAs and the MAs that are directly connected
with. They receive the local knowledge from the attached SAs and publish it to the interested
entities. The MA can also perform the individual operation of a SA. Nonetheless, they possess
sufficient computational and storage resources.

Performance depends on the analogy among master and simple agents, and the average number
of SAs that are managed by the MAs (average MA effort). In an open environment, agents enter
and leave the network dynamically. SAs can be dynamically transformed into MAs, and vice-
versa, according to the system’s needs and the devices’ capabilities. Thus, the system becomes
more flexible and efficient as it enhances load-balancing.

All agents share common context representation and data definitions for the pieces of
knowledge that are distributed and jointly used. In the examined setting, all agents are
considered honest, perform absolute cooperation and no agent possesses secret goals and
aspirations, except from the aforementioned locally protected knowledge. Security and privacy
are retained as agents only reveal the required information. No game theory issues are
examined.

The subsection below details the exchange of knowledge between the agents and how the multi-
agent reasoning process works. The proposed conflict resolution mechanism retains the proper
operation of the system in case of affairs.
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6.2.2 Multi-Agent Reasoning Behavior

Sensing, reasoning, and knowledge distribution are the main actions that are performed by
agents. At start-up, the agent performs a reasoning task to determine its initial state. When a
message that contains new pieces of knowledge is received (e.g. periodic sensing of system
parameters or distributed information from other parties), it is stored in the local knowledge
base and a reasoning task is performed to calculate the current state. The sensed or exchanged
data are well-formed by the CAP scheme and are encapsulated in ACL messages before
transmission. The reasoning phase transforms the content of the CAP events into Jess-DECKT
events that trigger the rules of the reasoning theory.

Except from parameters that are monitored by a single agent, there are others that are observed
or processed by many agents. In this case, agents express their interest on these specific
variables to the supervising MA. The MA retrieves the missing information from its SAs or
other collaborative MAs and automatically propagates changes that occur. After processing
new knowledge, an agent informs its MA about possible changes in the local environment. The
MA updates its knowledge base and publishes the new state, informing the interested agents.
When the agent is no longer interested about these changes, it informs the MA to stop the
information updating process.

However, as agents distribute knowledge, local conflicting conclusions may occur. For
example, two agents in different rooms may report the presence of the same person in their
monitored region. As the person cannot be in two places at the same time, the agents must
communicate to resolve the affair. The agents have to pass through a proof of evidence
mechanism and justify their point of view. Each agent argues about its own view and tries to
convince the rest involving entities. The subset of the facts and the reasoning theory that
participate in the conflict are utilized. The proposed conflict resolution mechanism of SPD-
Safe is constituted from two main novel components: the share theory and the certainty
degree.

An agent will reason about the state of an examined variable, if it includes rules that contain
the variable and fire. These rules are considered for the share theory construction. A MA
undertakes the clarification of an arising conflict. At first, it collects the aforementioned
involving agent sub-theories and creates a share theory structure. The share theory integrates
these theory rules and duplicates are removed. Except from the rules, each agent sends a small
history of relevant events that influence the examined variables. The MA sorts the events
according to the real-time points that they were happened. Then, it performs a reasoning process
for the share theory and these events, determining the final model.

Additionally, the certainty degree can be utilized as a recommender’s grading mechanism. The
rules that support a specific value for an examined variable contribute positively in the certainty
degree calculation, while the opposing rules contribute negatively. The summation of these
degrees constitute the theory contribution (TC) of this agent to the variable’s state estimation.
Policies are also supported, where the combination of rules can produce different results. For
example, if only one of the rules r; or r; fires, add one (+1/), but if they fire simultaneously,
subtract one (-/). The TC value range is limited between 0-10. Values of 0-5 indicates normal
certainty degree, while a value of 6-10 represents strong evidence.

As mentioned in previous sections, an agent can maintain locally protected knowledge that is
not distributed. In case of conflict, a similar TC value is calculated for this subset of the agent’s
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theory, called locally protected knowledge contribution (LPKC). The LPKC takes values from
1-5 if the agent uses its protected knowledge within the conflicting reasoning process, otherwise
itis 0.

The final certainty degree is the weighted summation of TC and LPKC. The usage of private
information is considered more important, thus LPKC gains higher weight. Each agent
calculates its own certainty degree for the conflicting variables, which is sent to the responsible
MA that resolves the affair along with variables’ states. The MA determines the final state
according to the information that is contributed by the agent with the higher certainty degree.
In case of tie, the MA can take into consideration the agents’ role or hierarchy. The rest agents
adopt the outcome and adjust their local point of view.

If, nonetheless, every resolution phase fails, the set of the conflicting variables that cause the
uncertainty are excluded. The current global state is then computed for the remaining variables,
keeping no knowledge for the excluded ones.

The Section 10 describes the real deployment of SPD-Safe and the management of embedded
platforms. The MAS control the underlying devices while build-in security mechanisms protect
the overall operation.
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/. IMPLEMENTATION — THE SMART HOME USE CASE

SPD-Safe consists of two components: CompoSecReasoner and AmbISPDM. The
abovementioned technologies are integrated in order to implement the composed SPD multi-
metric approach of CompoSecReasoner and the management strategies of AmbISPDM.

7.1 THE SPD-SAFE PLATFORM

The underlying embedded devices and platforms constitute a main building block for a real
MAS. This subsection outlines the software implementation of a service-oriented architecture
for managing the devices and their services. This functionality is then integrated with the multi-
agent platform and enables the dynamic and real-time administration of the system by the
intelligent agents. Security is enhanced with build-in defence mechanisms.

7.1.1 Device Service-Oriented Architecture

As SoAs are widely used, there is now an effort to apply them in embedded systems as well
(e.g. [58], [599]). To enable these services in such systems, several standards and platforms have
been proposed. The Devices Profile for Web Services (DPWS)® OASIS standard targets
resource-constrained embedded devices and enables secure web service messaging, discovery,
description, and eventing.

The Open Service Gateway initiative (OSGi)’ is a standard module system and service platform
in Java and implements a complete and dynamic component model. Components are modelled
as bundles for deployment, which can be remotely installed, started, stopped, updated, and
uninstalled without requiring a reboot.

In the proposed framework, DPWS is integrated into OSGi by implementing operators which
are controlled by the relevant system components via an OSGi interface, as it will be detailed
in following subsections. Embedded devices specify their type and the provided services in
DPWS. Each system component implements a component operator bundle that handles its
underlying DPWS devices and their services.

The next subsection defines the system architecture layers and how they are deployed by the
proposed setting.

7.1.2 Embedded System Architecture

In order to effectively model embedded systems and their components, the architecture is
segregated into layers. The EU funded project nSHIELD examined novel multi-layer
architectures for heterogeneous embedded systems. It defined 4 layers for modelling such
settings.

From bottom-up, the node layer represents all the embedded devices themselves (e.g
BeagleBone, MemSic Iris). The network layer consists of nodes connected in networks. The

® QASIS, DPWS: http://docs.oasis-open.org/ws-dd/dpws/1.1/0s/wsdd-dpws-1.1-spec-os.pdf
7 OSGi Alliance: http://www.osgi.org/
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middleware layer is the management-software of the networks. OSGi operates as the
middleware. The overlay layer is formed by agents, who control distinct sub-systems and
exchange high-level SPD- and safety-related information. The agents and the overlay are
implemented in the JADE platform. Figure 9 illustrates the proposed system architecture.

Middleware

=Node Node NO(le m—

Figure 9 The layers of a typical embedded system architecture

The subsection below presents the integration of the multi-agent reasoning process, which was
presented in the Section 7, and the embedded system management platform.

7.1.3 Integration of MAS with the Embedded System Platform

The proposed framework is a MAS, implemented in the JADE platform, which, via the OSGi
middleware is able monitor and manage DPWS devices. The Al reasoning process is based on
EC. The context theory is aware of the pertinent SPD metrics of the underlying embedded
equipment and the safety rules of the system (ambient information, reactive plans and
strategies, safety goals).

The core of the reasoning process is an event-based model checker [15] which extends the EC.
This component is implemented in Java, using the Jess rule engine. Moreover, WSDL defines
the SPD and safety related ontologies, and CAP models the system messages. The whole
reasoning process is transformed into a JADE agent’s reasoning behavior and is implemented
as a multi-agent reasoner. Figure 10 illustrates the SPD-Safe JADE agent API.
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Figure 10 The SPD-Safe JADE agent GUI

The agents are then encapsulated into OSGi bundles and are deployed on Knopflerfish®, an
open-source implementation of OSGi. Each agent controls a distinct system via the OSGi
middleware. Figure 11 depicts the Knopflerfish OSGi middleware and the JADE-agent
bundles. The various agents communicate with each other via JADE using the standardized
ACL language, with messages containing CAP events.

8 Makewave, Knopflerfish: http://www.knopflerfish.org/
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Figure 11 Knopflerfish OSGi middleware and JADE-agent bundles GUI

The embedded devices specify their type and provided services using DPWS, which is also
used to facilitate the exchange of CAP messages between managed devices and agents. The
DPWS-related components are developed using the WS4D-JMEDS API° and are also
integrated into OSGi bundles. WS4D-JMEDS produces a WSDL file for each deployed DPWS
device.

Each underlying system component (node, network, middleware) that communicates directly
with the agent, creates a component-operator that controls the component’s services. The agent
and the component operators exchange well-formed information determined by the CAP
scheme.

The next subsection introduces the build-in security mechanisms that are deployed by this
setting and protect the system.

7.1.4 Platform Security Mechanisms

From a security perspective, the framework can protect the communication between the
managed embedded devices and their respective security agents through the use of the WS-
Security standard [60], typically used alongside DPWS. Said standard can provide end-to-end
security, non-repudiation, alternative transport bindings, and reverse proxy/common security
token in the application layer.

9 WS4D.org, WS4D-JMEDS DPWS Stack: http://sourceforge.net/projects/ws4d-javame/
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With regard to the protection of the communication between agents, the JADE-S add-on can
be used to safeguard the exchanged ACL messages, by providing user authentication, agent
actions authorization against agent permissions, as well as message signature and encryption.

The OSGi security features can additionally be used to provide inner-platform security for both
agents and component operator bundles (i.e. managed devices) by limiting bundle functionality
(e.g. which bundles can be started/stopped, when, by whom etc.) to pre-defined capabilities.

Figure 12, illustrates the software layers of the proposed framework, along with the respective
security mechanisms.

Component Operator Bundle Component Operator Bundle

‘DPWS (WS-Security): CAP /
Multi-Agent System l /

JADE-OSGi Bundle JADE-OSGi Bundle

Reasoning Behavior
Jess Rule Engine

SPD-Safe

- JADE (JADE-S): ACL: CAP

Figure 12 Software layers of SPD-Safe

7.1.5 Additional Security Mechanisms

The current solutions of smart home devices do not provide any secure access control
mechanism — the devices respond to every request they are made. This fact enables cyber-
attacks as such devices are either connected directly to the Internet or indirectly through the
users mobile phone [61]. To enhance security, we apply the secure policy-based access control
management framework (PBAC) for heterogeneous embedded system networks that is
proposed by [62]. At the device level, the framework imposes access control based on pre-
defined security policies for every interaction activity. The policies are securely managed by
the back-end framework that runs on a laptop.

Moreover, we utilize the lightweight cryptographic library ULCL [63] to implement a secure
storage service. The service encrypts data at device level to prevent information disclosure in
case of compromise. The data are encrypted with the cryptographic cipher AES. The
lightweight cryptographic solutions are described in more detail in Section 8.
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Trust-based schemes are adopted in wireless networking and accomplish secure routing
functionality. Reputation is formed by a node’s past behavior, revealing its cooperativeness. In
secure routing, reputation mainly evaluates the routing and forwarding, the use of encryption
and authentication mechanisms, and the proper transmission of acknowledgements per
transmitted packet. Trust is the aggregation of the reputation values that the node holds for
another entity. It reveals the level of confidence that the node holds about other participants.
Entities with high reputation values are considered trustworthy. Legitimate entities depend
mostly on trustworthy ones to perform communication activities. On the other hand, low
reputation is used for intrusion detection as it reveals selfish or malicious nodes. Legitimate
entities avoid disreputable nodes and do not serve their traffic. Motivated by the above, SPD-
Safe utilizes a novel trust-base secure routing and authorization system in WSNs. For the
network layer protection, the proposed system utilizes the abovementioned security
mechanisms are utilized and implements three main components:

e A cryptographic service that enforces authentication, message integrity, and
confidentiality

e An efficient trust-based routing scheme that protects the communication against ad-
hoc routing attacks

e A policy-based access control framework that provides authorization.

The trust-based routing is detailed in Section 9.

7.2 EMBEDDED HARDWARE DEVICES’ CLASSIFICATION

The node layer of the nSHIELD architecture includes the embedded devices where the SPD-
Safe components are meant to be deployed. In the IoT setting there are various types of devices
which exhibit their own intrinsic characteristics in terms of computational capabilities,
networking, power consumption, and size. Based on these limitations, the different SPD-Safe
technologies are deployed on specific type of hardware.

Four main categories are considered, ranging from powerful computers to lightweight motes:

o Power devices

e Mobile devices

e Micro/Embedded devices
e Nano/Sensor devices

The four categories cover main hardware demands of the market areas for several application
settings, like home solutions and assist living, smart city and transportation, public and critical
infrastructure, and outdoor precision agriculture. The categories are described in the following
subsections.

Power devices exhibit high to medium performance in terms of computational capabilities, with
no particular resource constraints. The mostly act as gateways to other networks. Nonetheless,
the can acquire their own sensory equipment and collect environmental data. Typical examples
of power devices include laptops or powerful embedded platforms like, BeagleBoard and
BeagleBoard-xM (Figure 13). In SPD-Safe, these devices deploy the overlay and middleware

74



technologies and software platforms, like the JADE multi-agent framework, the Knopflerfish
OSGi middleware, the DPWS peers, and the access policies repository.

Figure 13 BeagleBoard-xM embedded device

Personal and portable devices. This type includes power devices with energy or other
constraints, like a smart phone, a tablet, or a smart watch). In SPD-Safe, they mainly install
DPWS clients or servers and the access policy decision and enforcement units.

The embedded/micro devices are smaller and more compact equipment, typically with lower
computational and networking capabilities, that are integrated into other entities, like smart
vehicles and appliances. BeagleBone (Figure 14) is the ordinary selection in the proposed
framework. For SPD-Safe, embedded devices are responsible for DPWS functionality, policy
decisions and enforcement, and bridging between 802.15.4/6LoWPAN and IPv4/IPv6
networks.

Figure 14 BeagleBone embedded device

Nano devices include small battery-powered sensors and motes with ultra-lightweight
computational and networking resources, such as MemSic Iris and Zolertia Z1 (Figure 15).
SPD-Safe utilizes nano nodes for the main sensory operation.
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A. B.

Figure 15 A. MemSic Iris mote device, B. Zolertia Z1 mote device

Table 6 summarizes the technical features of each device type.

Table 6 Technical features of the equipped embedded devices

Device Laptop BeagleBoard- | BeagleBoard | Tablet Smart BeagleBone Zolertia | MemSic Iris
Model xM phone 71
Operating Linux / | Linux /| Linux / | Android Android Linux Contiki/ | Contiki / Tiny
system Windows | WinCE WinCE Tiny OS | OS
Processor Quad- DSP at 1 GHz | MPU at 720 | Quad-core Single- MPU at 720 | MSP430 | Atmel
core i5 at | (DM3730) MHz at 1.9 GHz core MHz 16 MHz ATMega 1281
2.6 GHz (OMAP) Cortex-AS (OMAP) at 16 MHz
at 600
MHz
Storage 512 GB, | SD/MMC /| SD/MMC/ | 32GB,SD | 16GBSD/ | SD/MMC / | 2 MB | 128 KB
SD / | SDIO card | SDIO card | / MMC / | MMC / | SDIO  card | flash program flash
MMC / | slot slot SDIO card | SDIO card | slot memory memory, 512
SDIO slot slot KB
card slot measurement
(serial) flash
Memory 8 GB | 512MBRAM | 256 MB | 2 GB | 512 MB | 256MBRAM | 8KB 8 KB RAM, 4
RAM RAM RAM RAM RAM, KB EEPROM
92 KB
flash
memory
Networking | Wired Wired Wired WiFi, WiFi, Wired 2.4 GHz | 2.4 GHz radio
Ethernet, Ethernet, No | Ethernet, No | Bluetooth Bluetooth Ethernet, No [ radio
WiFi, built-in built-in built-in
Bluetooth | wireless wireless wireless
module (but | module (but module (but
has interface) has interface) has interface)
Power Built-in USB/DC USB/DC Built-in Built-in USB /DC Batteries | Batteries
battery / battery / | battery / (2xAA) (2xAA)
DC DC DC

The main embedded system for SPD-Safe consists of BeagleBone and BeagleBoard devices'
(nodes with computational constrained capabilities) and a laptop (power node which controls
the system). The BeagleBone/BeagleBoard devices monitor environment parameters (e.g.
temperature and lightness) and control electrical devices (e.g. air-condition, room lights, fridge)
and WSNs of nano devices (i.e. Iris or Z1). The BeagleBones/BeagleBoard control their
underlying electrical devices based on polices that are imposed by PBAC. Alternative the user

10 BeagleBone.org, BeagleBone device manual:
http://beagleboard.org/static/beaglebone/a3/Docs/Hardware/BONE SRM.pdf
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can access this functionality through a personal mobile device. The laptop runs the management
framework for controlling the system, collects all pieces of information and presents them to
the user. The functionality that is provided by each device is deployed as a service. All devices
communicate wirelessly with WiFi and IPsec. The data are encrypted and different levels of
security are supported for low-energy consumption or high security.

SPD-Safe runs on the laptop along with the management framework of PBAC. AmbISPDM
acts as the main reasoning behavior of the system’s SPD-Safe agent and communicates with
other agents of other smart buildings in the overlay layer. The management framework is the
middleware layer that controls the local ambient environment. The devices are interconnected
and form networks. The BeagleBone/BeagleBoard, personal mobile device, nano sensory
devices, and the laptop are the nodes.

7.3 PERFORMANCE EVALUATION

An experimental test-bed was used to evaluate SPD-Safe. An Android application was
developed where the user could manage the SPD level of the whole setting. It was deployed on
a smart phone (Android 5.0 KNOX OS, 2.5GHz quad-core CPU, 16GB RAM, Wi-Fi, 4G)
connecting the smart home LAN via WiFi. PEP and the electric device control software was
deployed on BeagleBone devices (Ubuntu Linux OS, 720MHz ARM Cortex-A8 processor,
256MB RAM, USD-WiFi). Two Beagle are used which are connected to the LAN via USB-
WiFi. The Beaglebone is equipped with the weather cape for monitoring environmental
parameters (i.e. temperature, barometric pressure, humidity and ambient light) and is power-
supplied by a battery cape. The BeagleBoard controls a surveillance USB-camera and is
plugged to the smart home power supply. The PBAC framework and SPD-Safe was deployed
on a laptop (Windows 8.1 Pro OS, 2.1GHz Inter Core i-7 CPU, 8GB RAM, WiFi). Figure 16,
depicts the demo and test-bed settings.

A.

Figure 16 Set of embedded devices for the smart home use case

We utilize the smart phone application to trigger the benchmark where the user changes the
SPD state of the devices (e.g. IPsec and PBAC SPD levels). We evaluate the impact of these
changes on the computational complexity of SPD-Safe and the responsiveness of the system.

In terms of performance, JESS uses the RETE algorithm for optimized speed and is a very
efficient pattern matching tool. The reasoning theory of SPD-Safe on JESS consists of around
30 rules and 400 facts. It requires 45MB RAM and 1.87MB code size. A reasoning process
takes /.6 seconds on average.

77



The most significant performance parameter is the delay that is experienced by the user when
he attempts to retrieve information or SPD changes occur. Figure 17, illustrates the response
time for the concurrent requests that are performed by the management application. The spikes
represent the SPD changes (i.e. incoming SA requests, configure system and inform the SA
once the changes take place). These changes introduce significant delay, but they should be rare
during normal operation. The system exhibits an acceptable response time, even for real-time
operation.

RESPONSE TIME (MS)
»
C
C

b— N e e e - T |

REQUEST

Figure 17 Performance evaluation of SPD-Safe — Response time (in ms) per request on embedded devices

In terms of scalability, the computational complexity is determined by the average number of
patterns per rule left-hand-side (P), the number of rules (R) and the number of facts (F) on the
working memory. Complexity is linearly affected by the working memory size and is of the
order of O(PRF). The pattern matching ratio for SPD-Safe is low (in the order of one to three)
— each entity is assigned a unique identifier and the events affect specifically declared
parameters. The number of the theory rules is also kept low (around 30 rules). Only the number
of facts affects scalability. In the smart home scenario, every new system component requires
about 5-70 facts to be modelled, resulting in less than 40 extra bytes in RAM for the SPD agent
and low computational overhead (in the nanosecond range).

7.4 COMPARISON WITH EXISTING SYSTEMS
This subsection compares the SPD-Safe with relevant approaches in terms of the underlying
technologies and the reasoning capabilities.

7.4.1 Multi-Agent Systems

Agent technologies are the ordinary choice to model ambient intelligence entities that interact
with the user and the environment [64]. Agents monitor the environment and take action during
normal operation as events occur.
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Applications for inner spaces like smart home settings are common, especially in European and
Japanese research communities, with applications focusing in e-health, assisting living, and
independent elder living systems. Context-aware agents process data originated from embedded
devices which are deployed in the surrounding environment. The belief-desire-intention (BDI)
software model [65] is applied for the agent design, like in the systems AmlciTy [17],
Confidence [58], and Amllab [66]. The in-house activity is continuously monitored and
analyzed by the agents to recognize the user's health state (e.g. faint or fall injury) and raise
relevant alarms.

Systems for outer spaces are also proposed [59], [67], [68], [69]. Applications include precision
agriculture, airport or flight support, and space exploration. These systems are open and
dynamic, while mobility is also important. The agents controls cyber-physical systems (CPS)
that may include UAVs or telescopes. The use of network simulators is common for the
evaluation and the improvement of a candidate solution, like the systems AGENTFLY [69] and
the spraying pesticides aircraft [59].

In the industrial domain, only a few multi-agent systems (MAS) are devised, deployed and
adopted [70]. The case study of Italy reveals that several industries follow this approach [71].
Magenta monitors boats in marine reserves and helps shipping companies to improve oil
distribution shipping networks. Telecom Italia MAS guides technicians performing
maintenance operations in the telecommunication network. Living Systems Adaptive
Transportation Networks applies a logistics management system for heat and sequence
optimization in the supply chain of steel production. Skoda Auto control system management
deploys a MAS in mass-production planning of car engines. Similar results are reported for the
industries in USA [72]. Despite the strong industrial involvement, the full potential of the agent
technology is not fully utilized and not all the developed agent concepts and techniques are
completely utilized in practice.

The aforementioned systems utilize semantic representation and reasoning. The service-
oriented designs comply with specific application particularities. Nonetheless, in all these
deployments, each agent is uniquely responsible for specific tasks and activities. In most cases,
no conflicting patterns are considered among the communicating entities, restricting the
applicability of the relevant designs.

A review of intelligent techniques for resolving conflicts of knowledge in MAS is presented in
[19]. Data fusion and trust mappings are popular solutions for relational reasoning while
negotiation techniques are applied in epistemic reasoning.

Markov Logic Networks (MLN) are utilized for rule-based conflict resolution in data
integration [73]. For weak affairs, where the variation of the conflicting values is low, the
resolution is determined by voting. For high degree affairs, a MLN is trained to determine the
result. However, the training process is time consuming and not applicable in real-time
applications.

Amllab is a research smart home installation [66]. The reasoning is modelled in the rule
language Event Condition Action (ECA). The entities' types, properties, and relations are
reported in a BlackBoard structure. Open affairs are resolved based on trust, the natural
hierarchies of the system entities, and the user preferences.
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The Air Force Research Laboratory in New York deploys the AGENTFLY — an UAV
deconfliction MAS [69]. Each UAV implements a controlling agent that inspects the fight plan.
When another flying object is going to penetrate the flying route, the agent starts a negotiation
process to avoid any threat or accident, by safely re-routing the flights. Each agent proposes
alternative routes based on its preferences and flying capabilities (e.g. fuel level). The system
is built on top of the AGLOBE agent platform. The simulation analysis is based on a trace of
real air-traffic from the Los Angeles International Airport for modelling non-cooperative flying
objects.

In all these cases, the conflict resolution mechanisms are based either on relational or on
epistemic reasoning. Relational solutions are more common, benefiting from the fast resolution
process and the ease to implement them. The epistemic solutions produce more robust results
and long term stability, and are preferred in mission-critical applications. SPD-Safe, combines
the two approaches in an attempt to optimize the conflict resolution process and enhance the
accuracy of the reasoning outcome.

7.4.2 Agent Technologies and Middleware Platforms

A comparative analysis for deductive rule engines is held in [74]. Jess and the engines ILOG,
OPSJ, Microsoft, Business Rule Engine, and Drools are tested over common benchmarks on
Windows XP. It is concluded that Jess is efficient and handles dynamic facts and dynamism in
rules and variables. The engine is suitable for the mission critical technologies of NASA [67]
and is applied in several research applications.

Communication protocols for IoT (DPWS, CoAP, MQTT) are examined in [75]. DPWS is the
benchmark in terms of the ease in designing. It is robust with flexible discovery, subscription,
and eventing. A minimal setup phase is required, and the entities then discover each other and
interact seamlessly.

JADE and 23 other agent platforms, like Jason and AGLOBE [69], are compared in [76]. JADE
is user-friendly with a useful GUI and is easy to learn. It fully complies with the FIPA and
Semantic Web standards, like asynchronous ACL. The platform is portable and compatible
with any JVM. The developer releases are open-source, stable, and robust, and support many
programming languages (e.g. Java, Jess, RuleML, and Prolog). Moreover, JADE is efficient
with high scalability. It enables very quick and fast agent communication.

In terms of security, the platform provides strong user authentication. It deploys the
aforementioned encryption and signature mechanisms along with HTTPS support.

JADE has been applied among others in general purpose distributed simulations, mobile
computing, reasoning in multiple domains, artificial life and behavioral observation, economics
and e-commerce.

The analysis concludes that JADE still remains the most popular platform since it is purely
designed in Java and supports different kinds of systems operating in the web. Moreover, the
platform is supervised by five reputable organizations: Motorola, France Telecom, TILAB,
Whitestein TEchnologies AG, and Profactor.
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7.4.3 Reasoning Capabilities and Conflict Resolution

According to our knowledge, no system for Aml offers the combination of the aforementioned
reasoning capabilities of SPD-Safe. The core process of each individual agent supports
automated epistemic, temporal, and casual reasoning with context-sensitive effects of events,
indirect effects, action preconditions, the common law of inertia, real-time events, and rule
priorities in dynamic, uncertain, or partially-known domains.

The share theories are introduced as the main mechanism of conflict resolution. Besides the
complexity of constructing a share theory in a dynamically evolving environment, errors can
occur. Each local theory is considered consistent. However, their integration does not always
outcomes a globally consistent theory.

For example, consider the scenario where two agents raise a conflict for the state of the variable
a. The agents SA; and SA; contribute with the following theories:

SA, SA, Share Theory
mn:b-a r:b > —a mn:b-a
HoldsAt: b HoldsAt: b b = —a

The resulting share theory is inconsistent. For SPD-Safe, it is assumed that the theory
developers are responsible for keeping both local and share theories consistent [77], but such
matters remain possible.

Moreover, when locally protected knowledge is interfered, the agents cannot argue about their
point of view. In these cases, grading mechanisms can resolve the conflict coherently. The
certainty degree is proposed in such cases or for fast resolution of affairs without creating the
relevant share theories. Other approaches that consider grading mechanisms [19], [78], [79]
apply genetic algorithms, fuzzy systems, the Bayesian law or the Kappa calculus. These
mechanisms try to predict how likely or unlikely a possible world state may be. However, as
with the certainty degree, errors can occur. The features that in each case give points to a
possible state are usually subjective. So if agent theories cannot be rated well, a share theory
approach must be used.

A distributed reasoning algorithm with conflicts for P2P systems is proposed in [80], where
such problems are resolved by using trust information for the involving nodes. Rules originated
by trusted nodes are taken into account, restoring the system's inconsistency. SPD-Safe could
support these trust-based policies in the agent domain by utilizing the abovementioned rules'
priorities reasoning mechanisms. In the AMI domain, agents' roles or hierarchy are also
common in different multi-agent settings. For the scenarios that are examined in this study, the
approach is applied with the agents' hierarchy feature. Thus, when the conflict cannot be
resolved by a share theory or the certainty degree, the agent's theory that is higher in the
hierarchy is considered. Although this mechanism can resolve inconsistency issues, false
conclusions can still be deduced. Nonetheless, the system will remain at least globally coherent
in all cases.

The proposed SPD-Safe uses the certainty degree when reasoning with locally protected
knowledge is needed and the share theories in all other cases. When the two mechanisms fail
two resolve the conflict, the agents' hierarchy can be taken into account to retain coherency.
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Table 7 summarizes the evaluation results of SPD-Safe and 5 MAS for Aml applications
(AmlciTy [17], Confidence [58], Spraying Pesticides [59], Amllab [66], AGENTFLY [69]).

Table 7 Ambient Intelligence systems’ features

Aspects SPD-Safe AmlciTy | Confidence | Spraying | Amllab AGENTFLY
Pesticides
Context- YES YES YES NO YES NO
aware
Self- YES YES NO NO YES YES
organizing
Agent JADE NO NO NO NO AGLOBE
platform
Cooperation | Message Message NO NO Black NO
exchange exchange Board
Embedded BeagleBone, | Embedded | Xsens UAYV, NO UAV
devices BeagleBoard, | devices sensors WSN
MemSic Iris,
Zolertia Z1,
Smart phone
Devices OSGi, NO NO NO NO NO
management | DPWS
platform
Semantic EC, CAP, | XML OWL NO ECA YES
technologies | XACML,
WSDL
Reasoning Jess Java Java (ANN) | C++ NO NO
engine
Conflict Epistemic NO NO NO Relational | Epistemic
resolution and relational
Build-in JADE-S, NO NO NO NO NO
security OSGi
security, WS-
Security,
PBAC
SPD YES NO NO NO NO NO

In all five cases no embedded devices management platform is utilized. This issue is restrictive
in the era of IoT, where many and heterogeneous devices must be deployed and cooperate.
Popular agent platforms that support standards and offer adequate and efficient agent-related
functionality are also ignored by most systems. The reasoning process is implemented by
general purpose programming languages neglecting the benefits of logic processing engines.
The conflict resolution, if any, is based either on epistemic or relational reasoning. No build-in
security features are used and the systems do not protect security, privacy, or dependability.

SPD-Safe is a novel system regarding SPD management in Aml applications. It is the first
attempt to safeguard these properties in a configurable and dynamic domain. The SPD
formation is based on well-structured metrics that evaluate the different system settings. The
Al process adjusts the system at runtime to counter related threats and attacks. As
aforementioned, SPD-Safe utilizes the best choices regarding platforms and technologies for
implementing reasoning, and agent and embedded system management. The conflict resolution
mechanism incorporates both epistemic and relational reasoning. Several semantic
technologies and standards are also supported.
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8. LIGHTWEIGHT CRYPTOGRAPHIC MODULES IMPLEMENTATION

This section details the additional cryptographic operations that are implemented for SPD-Safe.
The cryptographic solutions include a software crypto-library, a lightweight password-hashing
primitive for WSN, and an authenticated encryption primitive in hardware.

8.1 CRYPTO-LIBRARY

The evolution of embedded systems and their applications in every daily activity, derive the
development of lightweight cryptography. Widely used crypto-libraries are too large to fit on
constrained devices, like sensor nodes. Also, such libraries provide redundant functionality as
each lightweight and ultra-lightweight application utilizes a limited and specific set of crypto-
primitives and protocols. This subsection presents the ULCL crypto-library for embedded
systems. It is a compact software cryptographic library, optimized for space and performance.
The library is a collection of open source ciphers (27 overall primitives).

8.1.1 ULCL

The library provides ‘built-in’ cryptographic functionalities for embedded systems that make
use of a specific set of cryptographic primitives and protocols. It utilizes open source ciphers’
implementations, two lightweight APIs and a configurable compilation process.

Only block/stream ciphers and hash functions are included. The library provides basic
cryptographic functionality for constrained and ultra-constrained devices. It targets on
application environments where asymmetric cryptography cannot be applied. As asymmetric
cryptography is much more resource demanding than symmetric one, these applications depend
on dependable authentic key distribution mechanisms [81]. Such mechanisms are lightweight
key management solutions that utilize only symmetric cryptography.

ULCL utilizes open source implementations of known ciphers. It is a collection of lightweight
or compact implementations of standard block/stream ciphers and message authentication code
(MAC) primitives. In [82], all these primitives are evaluated and the best of them are proposed
for different types of embedded devices.

For every crypto-primitive type (block cipher, stream cipher, MAC), we implement a common
API for utilizing all the different primitives with their parameters. The API was designed with
developers in mind and is easy-to-use. There are common functions in each category for
initialization and processing. All size values are measured in bytes.

Moreover, we implement a second API for developers that are not familiar with cryptography.
The developers do not deal with selecting crypto-primitives and their parameters. When this
simple API is compiled, ULCL performs a test program to figure out the system’s capabilities
in memory and processing capabilities. According to this test, ULCL invokes internally the
most appropriate primitives for this device. The API is suitable for cryptographic applications
in homogeneous systems. Also, it is appropriate for educational purposes in computer security.
All the function arguments are strings and contain hexadecimal numbers in string form.
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The main novelty is the configurable compilation process. A user can define an exact set of
crypto-primitives that are compiled without compiling the whole library. Thus, the executable
code that runs on the embedded device is small. For example a user can compile only a compact
AES implementation and use it through the common API for block ciphers. As embedded
devices run a specific set of protocols and crypto-primitives, our configurable implementation
of lightweight primitives is a good candidate library.

The block ciphers API occupies 5.22-23.5 KB of ROM memory. The overhead is high as we
implement the modes of operation and the padding schemes except from the API for
encryption/decryption. The stream ciphers API occupies 1.74-7.4 KB and the hash functions
API occupies 1.75-7.4 KB. The total API overhead is about 1.74-38.3 KB and the library
occupies 4-516.7 KB.

Figure 18, illustrates the segmented compilation process. Each box represents a different
compilation option. For example, a user can compile the whole library, the block ciphers or
specific crypto-primitives.

ULCL Crypto Library

Stream Ciphers
Block Ciphers

Ciphers Ciphers
AES PRESENT LED Salsa20 HC128 SOSEMANUK Rabbit

Grain Trivium MICKEY v2

HMACs

Padding Schemes Ciphers

SHA-3
zeroPadding PKCST PKCS5 (Keccak) Groestl

I1SO-101262 | 1SO-7816-4 X9.23 Skein

Figure 18 Segmented compilation of the ULCL crypto library

ULCL is open source and well-documented. The library contains a series of examples and test
files. The examples demonstrate the compilation process capabilities and the utilization of the
APIs. A user can execute command line tests for each compiled primitive. Furthermore, a
benchmark suite is provided for measuring the library’s features in the application setting. The
APIs performs extensive error checking and reports relative error codes. The correct
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functionality of the whole library is validated. Each crypto-primitive is verified through the
manufacturer’s test vectors and common tests with well-known libraries, like OpenSSL.

8.1.2 Evaluation
The measurements that are reported in following subsections were performed on a PC with
Intel core 2 duo e8400 (3GHz), 2GB of RAM and Linux operating system.

AES and Camellia are designed for mainstream applications with high level of security and
throughput. Their space requirements are high for ultra-constrained devices and are included
only for more powerful embedded devices. DES, 3DES, and CLEFIA are designed for
lightweight cryptography on embedded systems and support high and moderate level of
security, lower throughput and consume less computational resources. They are appropriate for
constrained devices. PRESENT, XTEA, and XXTEA are designed for ultra-constrained
devices with even lower level of security and throughput and are efficient in power-energy-
memory. LED, KATAN, and KTANTAN are mainly implemented in ultra-constrained
hardware and their performance in software is low. We include them for higher compatibility
in heterogeneous systems where nodes may use hardware-accelerated cryptography.

All block ciphers operate in ECB, CBC, and CTR modes of operation [83]. Furthermore, the
library supports all known padding schemes: zeroPadding, PKCS5, PKCS7, ISO_10126-2,
ISO_7816-4, and X9.23.

Table 8, summarizes the block ciphers’ features. The ciphers are executed in ECB node of
operation with zero padding.

Table 8 Software implementations of block ciphers in ECM mode of operation with zero padding in ULCL

Cipher Key (bits) | Block (bits) | Code (KB) | RAM (KB) | Throughput (MBps)
AES 128 128 25 10.25 56.35
AES 192 128 25 10.33 63.03
AES 256 128 25 10.41 69.82
3DES 64 64 12 10.02 20.15
3DES 128 64 12 10.07 20.25
3DES 192 64 12 10.11 20.21

Camellia 128 128 33 10.08 68.31
Camellia 192 128 33 10.13 55.57
Camellia 256 128 33 10.18 55.17
CLEFIA 128 128 6.9 10.08 4.65
CLEFIA 192 128 6.9 10.13 3.83
CLEFIA 256 128 6.9 10.17 3.29

XTEA 128 64 2.7 10.06 26.07

PRESENT 80 64 2.6 14.46 0.44
PRESENT 128 64 2.6 14.50 0.44

RC4 is the most widely used stream cipher. It achieves high throughput but it is considered
insecure for new applications. The finalists Salsa20, Rabbit, HC128, and SOSEMANUK are
designed for software. They achieve higher throughput and are considered secure against all
attacks faster than the exhaustive search. Salsa20 and Rabbit are the most attractive for
constrained devices. HC128 utilizes two large tables to perform encryption/decryption. Due to
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its table-driven approach it is very fast but requires much memory. The finalists Grain, Trivium,
and MICKEY v2 are designed for hardware but perform reasonable in software. They were also
cryptanalyzed and found secure. Table 9 summarizes the stream ciphers’ features.

Table 9 Software implementations of stream ciphers in ULCL

Cipher Key / IV (bits) | Code (KB) | RAM (KB) | Throughput (MBps)
HC128 128/ 128 7.9 16.58 517.60
Rabbit 128 / 64 3.1 8.41 264.29
Salsa20 128 / 64 3.1 8.27 155.10
Salsa20 256 / 64 3.1 8.35 154.97
SOSEMANUK 128 /128 15 9.07 300.50
SOSEMANUK 256 /128 15 9.14 299.03
Grain 80/ 64 2.7 16.26 64.24
Grain-128 128 /96 3 24.4 91.39

MICKEY v2 80/ 80 3.2 8.22 2.85

Trivium 80 /80 6.9 8.25 180.43
ARC4 40/0 1.22 8.55 165.69
ARC4 2048 /0 1.22 9.78 164.50

MD5 and SHA-2 are the most known MACs for mainstream applications. MDS5 is not collision
resistant, thus less secure, but is very fast. SHA-2 is still secure and the SHA-3 contest targeted
to establish an alternative standard. The SHA-3 functions are newer progressive MACs that
adopt different design features than SHA-2. Table 10 summarizes the MACs’ features.

Table 10 Software implementations of MACs in ULCL

Hash Digest (bits) | Code (KB) | RAM (KB) | Throughput (MBps)
Blake 224 17 2.47 94.86
Blake 256 17 2.48 95.66
Blake 384 17 2.53 36.63
Blake 512 17 2.57 36.91
Groestl 224 29 2.46 29.62
Groestl 256 29 2.47 29.82
Groestl 384 29 2.83 20.08
Groestl 512 29 2.87 20.13
JH 224 7.7 2.32 17.26
JH 256 7.7 2.33 17.26
JH 384 7.7 2.38 17.27
JH 512 7.7 2.42 17.25
Keccak 224 68.1 2.54 62.12
Keccak 256 68.1 2.55 62.71
Keccak 384 68.1 2.6 52.57
Keccak 512 68.1 2.65 36.80
Skein 256 52.4 2.39 61.51
Skein 512 52.4 2.48 61.35
Skein 1024 52.4 2.67 46.37
MD5 128 33 2.15 308.64
SHA-1 160 6 2.17 167.85
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SHA256 256 3.7 222 95.44
SHAS12 512 17 241 42.82

ULCL is appropriate for lightweight and ultra-lightweight applications where specific
cryptographic primitives are required. It provides basic cryptographic functionality and
supports progressive ciphers. The APIs achieve low overhead and comparable overall
performance while remain easy-to-use even by developers that are not familiar with
cryptography. The size of the executable code is the smallest possible as the compilation is
adjusted to the application scenario. The library is open source.

8.2 LIGHTWEIGHT PASSWORD-HASHING

Passwords constitute the main mean for authentication in computer systems. In order to
maintain the user-related information at the service provider end, password-hashing schemes
(PHS) are utilized. The limited and old-fashioned solutions led the international cryptographic
community to conduct the Password-Hashing Competition (PHC). The competition proposed
a small portfolio of schemes suitable for widespread usage in 2015 [84]. Embedded systems
form a special application domain, utilizing devices with inherent computational limitations.

Regarding passwords, embedded systems maintain a small amount of authentication-related
data. Device-to-device and short-term communication forms the most common interaction (e.g.
in wireless sensor networks) [85], making session key deviation from passwords a desirable
goal to enhance security. The garbage-collector attacks [86] can be countered by build-in
memory safety techniques, specifically designed for embedded applications [87].

Lightweight cryptography focuses in designing schemes for such devices and targets moderate
levels of security. In this subsection, a lightweight poly PHS suitable for lightweight
cryptography is presented. At first, two lightweight versions are designed for the PHC schemes
Catena and PolyPassHash. Then, they are integrated and implement the proposed scheme —
called LightPolyPHS. The schemes are applied on a MANET with BeagleBone embedded
devices and a fair comparison with similar proposals on mainstream computer is presented.

8.2.1 Poly Password-Hashing

Strong PHS can protect the password data that are maintained at the service-end. However,
attackers have proven themselves adept at cracking large amounts of passwords once the stored
data is compromised.

To further fortify security and harden attackers' cracking capabilities, poly (many) password-
hashing (PPH) schemes have been recently proposed. They leverage cryptographic hashing and
threshold cryptography by combining strong PHS with shares.

Cryptographic hashing and PHSs are described in the previous subsection. A cryptographic
(k,n)-threshold scheme protects secret information, by deriving n different shares from this
information. The threshold determines how any k shares out of total n can recover the secret
information. If fewer than k shares are known, no secret information is disclosed.
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The Shamir Secret Sharing (SSS) [88] is a fundamental threshold scheme in this domain. It
computes k-/ random coefficients for a k-/ degree polynomial f{x) in a finite field (e.g. GF-256
or GF-65536). The k" term comprises the secret (usually the constant term of the polynomial).
The share is identified by a share value x, taking values between 1 and the order of the field.
The share x is the polynomial value of f{x). The secret can be reconstructed by interpolating the
values of k shares to find the constant term of the polynomial (i.e., the secret). Interpolation is
computationally optimized and only the constant term is revealed.

In the PPH domain, there is one share for each account. The share is XORed with the relevant
PHS result and is maintained by the server (instead of the pure PHS result). The shares are
derived from a master key. This key is only known to the service provider and is not stored on
disk in order to prevent attacks that would disclose the key along with the stolen password data.
When the server starts, k clients must login and be correctly verified in order to reconstruct the
shares. Implementations of SSS provide integrity check mechanisms to detect if incorrect
shares are parsed. After this startup phase, the server operates in the ordinary manner. Figure
19, illustrates the generic PPH scheme and the account verification of a login request after
initialization.
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User Login Request |
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Figure 19 Poly password-hashing scheme

The attacker has to crack a threshold of password hashes before being able to recover
passwords. At a small additional cost by the server, security increases by many orders of
magnitude.

Poly password-hashing is easily implemented and deployed on a server without any changes to
clients and can be integrated to current forms of authentication (e.g. two factor authentication,
hardware tokens and fingerprint authentication). It is also efficient in terms of storage, memory
and computational demands.
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8.2.2 Lightweight PHS/PPH and Security Analysis

LightPolyPHS is a lightweight PHS and PPH, designed for embedded systems and constrained
devices. The overall system complies with the principles of LWC. First, we replace the inner
cryptographic primitives that are utilized by the PHS Catena and the PPH PolyPassHash and
implement two relevant lightweight schemes. Then, we integrate them by using the lightweight
Catena as the PHS for the lightweight PolyPassHash and implement the proposed
LightPolyPHS.

Lightweight Catena

Catena utilizes a cryptographic hash function to instantiate the graph-based structure. The
reference implementation propose the functions SHA512 and BLAKE2b. Both hashes result in
a 512-bit output and offer high level of security. SHAS512 is selected as a widely-used and
implemented standard while BLAKE2b is proposed due to its high efficiency and security
against massively parallel attacks.

The lightweight Catena utilizes PHOTON-256 as the cryptographic hash function, which
outputs a 256-bit digest. This results in a smaller datapath and implementation size than the
original scheme as well as lower computational and memory requirements. The output size
complies with the relevant primitive in PolyPassHash and provides moderate level of security.

The security level of the Catena is determined by the underlying hash function. Consider that
Catena-sha512, Catena-blake2b and Catena-photon256 offer 22, 2*¥! and 2°* bits security
respectively.

Lightweight PolyPassHash

PolyPassHash processes the passwords with SHA256. The hash function outputs 256-bits and
AES with 128-bit key encrypts the SSS shares.

The lightweight PolyPassHash replaces SHA256 with the lightweight PHOTON256. AES is
substituted by CLEFIA with the same key size. The two schemes exhibit the same datapath size
and the resource saving is low. The security level of the lightweight version is similar to the
original one.

In both schemes, the disk space requires 1 additional byte for each account to store the share
value, in contrast to PHS-only solutions. The server must also store the polynomial coefficients
for the SSS in memory. The total size is small: the XORed share and hash (256 bits long)
multiplied by the threshold value (usually 2-5). In real systems, this value would result in a few
hundred bytes.

PolyPHS

In PolyPassHash, passwords are simply parsed by SHA256. To further increase security, we
replace the hash function with the Catena PHS. The PHS enhances resistance against attacks
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but is more resource demanding than SHA256. Also, Catena exhibits larger output size (512-
bits) and the integrated implementation size is higher.

LightPolyPHS

The original Catena offers high level of security but it cannot be applied on constrained devices.
The lightweight Catena offers moderate level of security and is appropriate for the targeted
systems. To fill the gap, the lightweight PolyPassHash is applied to increase security. The
simple hash function is replaced by the PHS. Lightweight Catena uses the same datapath size
as the SHA256 of PolyPassHash and provides higher password protection. With 3 shares as the
threshold, an attacker must guess 3 lightweight-Catena passwords simultaneously to recover
the password file. The security level is increased by 23 magnitudes on GPUs, resulting in
2244 % 1023 ~ 2320 bits security.

8.2.3 Evaluation

The examined PHSs, PPHs, and the core cryptographic primitives are evaluated under an Intel
Core 17 at 2.10GHz CPU with 8GB RAM, running 64-bit operating systems. Reference C or
C++ implementations are utilized in order to provide a fair comparison with the unoptimized
versions of PHC [89]. All implementations are installed on Windows 8.1 Pro and are executed
on cygwin. The different primitives are assessed under common assumptions. We measure the
code size, memory consumption, execution time and throughput of each scheme.

Cryptographic primitives

The software details of the block ciphers and hash functions are based on the ULCL benchmark.
All lightweight primitives consume lower resources than the mainstream ones but are slower.
For block ciphers, CLEFIA produces about 3.6 times smaller implementation than AES for
slightly lower memory consumption and 1/12 of the speed. PRESENT has even lower code
requirements but consumes more memory than AES and is slower than CLEFIA. For the hash
functions, PHOTON consumes the least memory and exhibits the largest code size. Compared
to SPONGENT it is about 8 times faster. Both CLEFIA and PHOTON can fit in constraint
devices. The implementation size of both primitives is 21.9KB and the maximum RAM
consumption cannot exceed the 11.28KB.

PHSs and PPHs

Table 11 summarizes the software evaluation of the examined PHSs and PPHs based on the
default sizes for output, password and salt, and the indicative ¢_cost and m_cost parameters as
reported by each scheme.
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Table 11 Software implementations of password-hashing and poly password-hashing designs on PC

PHS Password | Salt QOutput | t_cost | m_cost | ROM | RAM CPU
(bytes) (bytes) | (bytes) (KB) | (KB) (secs)
(PHSs)
PBKDF2 24 8 64 1000 | O 30 0 0.002024
24 8 64 2048 | 0 30 0 0.004150
24 8 64 4096 | 0 30 0 0.008141
24 8 64 10000 | O 30 0 0.019386
berypt 12 16 54 12 0 27 492 2.668653
scrypt 8 32 64 5 0 182 450656 | 2.837654
Catena-blake2b | 8 16 64 3 18 25 16384 | 0.353742
8 16 64 3 20 25 65596 | 2.619238
8 16 64 3 21 25 128484 | 5.461030
Catena-sha512 | 8 16 64 3 18 25 16496 | 0.783590
8 16 64 3 20 25 65720 | 5.389355
8 16 64 3 21 25 131240 | 11.66496
Catena- 8 16 64 3 18 26 8188 1.749200
photon256 8 16 64 3 20 26 32760 | 13.06562
8 16 64 3 21 26 65532 | 27.30194
(PPHs)
PolyPassHash 16 16 32 1 0 78 3412 0.000054
16 16 32 2 0 78 3412 0.000055
16 16 32 4 0 78 3412 0.000055
Light- 16 16 32 1 0 66 3410 0.000060
PolyPassHash 16 16 32 2 0 66 3410 0.000068
16 16 32 4 0 66 3410 0.000080
PolyPHS 16 16 64 1 0 89 19794 | 0.353695
16 16 64 2 0 89 19794 | 0.707538
16 16 64 4 0 89 19794 | 1.415020
LightPolyPHS 16 16 32 1 0 77 11579 | 1.749253
16 16 32 2 0 77 11579 | 3.498454
16 16 32 4 0 77 11579 | 6.996854

The standardized PBKDF?2 is not memory-hard and consumes neglected memory. bcrypt has
low memory requirements and achieves similar performance as scrypt. scrypt is the first widely-
used memory-hard PHS and exhibits the higher memory consumption and larger
implementation size.

Catena is a novel PHS that applies memory hardness to enhance security. Three versions are
evaluated based on the underlying hash function. Catena-blake2d is the fastest and consumes
similar memory as Catena-sha512. Catena-photon256 reduces memory demandings around
50% in exchange of lower performance. All three versions produce similar code size.

PolyPassHash is a novel PPH that utilizes the hash function SHA256 and the block cipher AES.
It is quite efficient and has low and constant memory requirements. The Light-PolyPassHash
version uses the hash function PHOTON and the block cipher CLEFIA. It decreases the code
size and accomplishes slightly lower memory consumption and worsen speed.

The security of the initial scheme is fortified by replacing the hash function with a PHS. The
PHS constitutes the most resource demanding component. The 7_cost parameter determines the
k shares of the SSS component and linearly affects the execution time. As 7_cost increases, the
number of password-hashing operations, which are performed by the PHS, also increases.
PolyPHS uses the Catena-blake2b (¢_cost=3, m_cost=18) as the PHS of PolyPassHash.
LightPolyPHS uses the Catena-photon256 (t_cost=3, m_cost=18) as the PHS of Light-
PolyPassHash.
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Figure 20, illustrates the evaluation results of the 10 PHS and PPH schemes. For k=2,
LightPolyPHS has slightly worsen performance than bcrypt and scrypt. The memory-hard
Catena-photon256 component enhanced with the SSS provide adequate security for around 39
times lower memory consumption and 2.3 smaller implementation size than scrypt.

ROM (KB) RAM (KB) CPU (sec) PBKDF2
® berypt
= scrypt
= Catena-blake2
m Catena-sha512

‘,‘ \\\‘ v

u LightPolyPHS

Figure 20 Software comparison of the examined password-hashing designs

MANET Application

As a proof of concept, we apply LightPolyPHS on BeagleBone embedded devices. BeagleBone
is a credit-card-sized Linux computer with Internet connection that runs Android and Ubuntu
OSs. The processor is an AM335x 720MHz ARM Cortex-A8 with 256MB DDR2 RAM and
4GB microSD.

We create a mobile ad hoc network (MANET) with 20 BeagleBone client devices and 1
BeagleBone acting as the server. The devices sense environmental parameters (e.g. temperature
and moisture) and periodically upload this information to the server. They communicate
wirelessly through USB-WiFi equipment in order to login the service and exchange data.

For 3 shares as the threshold, the server must authenticate three clients at initialization. Then,
the account verification requires a single lightweight-Catena operation. The BeagleBone server
takes on average 5 sec to startup and 1.8 sec to execute the PHS verification.

8.3 AUTHENTICATED ENCRYPTION IN HARDWARE

This subsection presents a lightweight authenticated encryption scheme based on the integrated
hardware implementation of the lightweight block cipher PRESENT and the lightweight hash
function SPONGENT. The presented combination of a cipher and a hash function is appropriate
for implementing authenticated encryption schemes which are commonly utilized in one-way
and mutual authentication protocols. Their inner structure is exploited to discover hardware
elements usable by both primitives, thus reducing the circuit's size. The integrated versions
demonstrate a 27% reduction in hardware area compared to the simple combination of the two
primitives. The resulting solution is ported on an FPGA and a complete security application
with input/output from a UART gate is created. In comparison with similar implementations in
hardware and software, the proposed scheme represents a better overall status.
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8.3.1 PRESENT-SPONGENT Authenticated Encryption

Symmetric cryptography performs well in ESs. It provides confidentiality and data integrity
and is utilized in authentication protocols. For LWC, block ciphers are the most common choice
for confidentiality. Hash functions are another type of cryptographic primitive, taking an input
message and producing a fixed-length tag. They form message authentication code (MAC)
mechanisms and provide data integrity and authenticity.

Except from the basic crypto-primitive types there are efforts to offer more advanced
functionality. Authenticated encryption (AE) integrates ciphers and integrity mechanisms to
provide simultaneously confidentiality and integrity with authentication. AE schemes are
becoming popular due to the ongoing Competition for Authenticated Encryption: Security,
Applicability, and Robustness (CAESAR) [90], organized by the international cryptographic
research community. CAESAR will select a portfolio of algorithms offering advantages over
AES-GCM (the current AE standard [91]) in 2017.

PRESENT is a block cipher with 64-bit blocks and 80/128-bit keys. It is one of the first ciphers
that achieve a compact hardware implementation of about 1000 GE. Its substitution-
permutation network requires 31 rounds for de/encryption. The cipher is extremely efficient in
hardware and uses a fully wired diffusion layer without any algebraic unit. Its main feature is
the replacement of the ordinary eight S-Boxes with a carefully selected one.

In this prototype, the encryption-only implementation of PRESENT with 80-bit key, available
in OpenCores [92], is extended (e.g. decryption functionality added). The presented work is
implemented using in Verilog (under an LGPL license). The cipher does not require an
initialization phase.

SPONGENT applies a sponge construction which is instantiated with a wide PRESENT-type
permutation, following the hermetic sponge strategy. The SPONGENT-88 variant is designed
for extremely restricted applications with low pre-image security requirements. In this paper
the pipelined version of SPONGENT-88 is implemented in Verilog. For 88-bit hashes, the
produced implementation requires 1127 GE.

When it is executed simultaneously with PRESENT over the same data, the I/O of the hash
function is slightly changed in order to keep the same interface for the different integrated
versions. The input data are processed in 64-bit blocks, to comply with the I/O interface of
PRESENT. For SPONGENT, we pad 24 bits in each block, in order to construct an 88-bit block
(the block size of SPONGENT) and also retain a small common datapath with PRESENT (the
main target of an integrated design).

8.3.2 Design

PRESENT and SPONGENT are the hardware-oriented standardized primitives for LWC. They
are extensively analyzed and are found secure against the current set of attacks. Moreover, the
two primitives exhibit several structural similarities that can be exploited by an integrated
implementation in hardware. SPONGENT has a sponge structure that is initiated by a
PRESENT-type permutation. Also, both primitives use 4-bit S-boxes. The authors’ goal is to
exploit these similarities and merge the two primitives in a concrete hardware implementation.
This implementation utilizes the same memory elements for storing the input and output data
of both primitives. Moreover, SPONGENT uses the key-update module of PRESENT, which
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requires 481 GE, in order to produce a MAC. The implementations of PRESENT and
SPONGENT are combined, achieving 27% hardware reduction.

Every primitive can also function independently. Each part of the circuit is being implemented
with its own pipeline, achieving the highest throughput for encrypted data and the
corresponding MAC computation. Three pipelines are used for the cipher production, the key
update and the digest generation.

PRESENT pipeline: An encryption of a 64-bit block is performed after 31 rounds through the
64-bit Substitution-Permutation Network (SPN) of PRESENT and the key-update module. The
pipeline consists of the register State Reg, which stores the data among the iterations, and the
64-bit SPN. The key-update procedure consists of the state register Key Reg which stores the
updated key and one 4-bit S-box which updates the key in every round. The data_i (data input)
serves as input for both the encryption key and the message data. This input is 80-bit wide to
fit the key. Only the 64 least significant bits are used to load the message data. In the first round
the key is loaded in the key register (Key Reg) and in the next round the message data is loaded
in the cipher state (State Reg).

SPONGENT pipeline: The hash of an 88-bit block is produced after 45 iterations through a
separate 88-bit SPN for SPONGENT. The pipeline consists of the state register Hash Reg,
which stores the current digest, and the 88-bit SPN.

Dependent & independent data: The two primitives are executed in parallel over dependent
or independent data and all three AE approaches are supported (Figure 21). It requires 4324
logic gates to implement.
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Figure 21 Parallel integration of PRESENT and SPONGENT in hardware

In parallel-independent mode (PIm), the cipher and the MAC process independent data
simultaneously. SPONGENT loads the first 80-bit block of data. As the hash function processes
the data, PRESENT loads its 64-bit block of plaintext data. After 45 rounds, one block of
ciphertext data and the hash are produced. This version processes 144-bits of data every 45
rounds and achieves a throughput of 320 Kbps (at 100 KHz frequency).

In Encrypt-and-MAC (E&M) the cipher and the MAC process the data simultaneously in 64-
bit blocks. While in parallel execution, the two primitives are synchronized; the plaintext block
is encrypted in 31 rounds and the hash is produced after 14 additional rounds. The cipher is in
standby mode and waits for the MAC during these extra rounds. After 45 rounds one block of
ciphertext data and the relevant hash are produced. This version processes 64-bits of data every
45 rounds and achieves a throughput of 142.22 Kbps.

In Encrypt-then-MAC (EtM) the cipher encrypts the plaintext in 64-bit blocks. Once a
ciphertext block is produced it can be processed by the MAC while the cipher proceeds to the
next plaintext block. Thus, it takes 31 initial rounds to encrypt the first block and 45 rounds
multiple the remaining blocks to encrypt the plaintext, with 45 additional rounds to produce the
final MAC. It takes 121 rounds to encrypt 1Kbit data, achieving 82.64 Kbps throughput.

In MAC-then-Encrypt (MtE) the data are processed as in E&M. The 88-bit MAC outcome is
then encrypted by the cipher as two 64-bit blocks, requiring 62 more rounds than E&M (the
second block is padded with zeros). Totally, it takes 152 rounds to encrypt 1Kbit of data with
65.78 Kbps throughput.
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8.3.3 Network Application

The complete network application was implemented and tested, with an FPGA platform
connected to a PC via UART. The FPGA communicates through the network with other
entities. The application supports the following basic operations:

¢ send plaintext (unencrypted communication)

¢ send plaintext with MAC (for integrity checks)

¢ send encrypted message (for confidentiality)

¢ send encrypted message with MAC (for confidentiality and integrity — the PIm)

e send a message where each transmitted packet is encrypted with a MAC for both data
and packet’s headers (for AE schemes — the three AE approaches)

e and send encrypted message with MAC for the encrypted message and the packet
headers, with encryption only for data and MAC both for encrypted data and packet’s
headers (for Authenticated Encryption with Associated Data (AEAD) schemes — the
three AE approaches).

The integrated implementation is not used for unencrypted messages. Processing a plaintext to
produce its MAC requires 45 rounds per 88-bits. Encrypting a message requires 31 rounds per
64-bits. The encryption of a message and the calculation of its MAC can be done
simultaneously and takes 45 rounds.

Ordinarily, in AE and AEAD modes each message must be processed twice. However, our
integrated implementations can encrypt and produce the MAC simultaneously, processing the
message once and thus reducing the overall processing time (as described in the previous
subsection). When decryption is supported, we can also apply this strategy to reduce the
execution time.

The encryption-only versions of the integrated implementations are appropriate for one-way
authentication protocols. When both encryption and decryption are supported, they can be
applied in mutual authentication protocols.

8.3.4 Security Analysis

The security analysis is based on the relevant work of the original papers for PRESENT and
SPONGENT. Moreover, the general security properties of the three AE approaches are detailed
in [93].

Differential and linear cryptanalysis constitute the most important techniques for the analyst.
PRESENT is resilient to these attacks and provides a lower bound to the number of active S-
boxes that affect the differential or linear characteristics. It is also resistant to structural attacks,
like integral and bottleneck, due to the exclusively bitwise design and the regular permutation
operation. Algebraic attacks resolve the cipher’s equations that imply diffusion. Analysis based
on simulations suggests that it is unlikely to perform these attacks on PRESENT. Related-key
and slide attacks identify relationships among different sets of sub-keys and impose the most
effective key scheduling attacks. PRESENT counters them by the appliance of a round-
dependent counter and a non-linear operation to mix the contents of the key register.
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After the cipher’s release in 2007 several independent cryptanalysis results have been
announced. Side-channel [94] and related-key attacks [95] have been reported on reduced
versions of PRESENT. The full round cipher is safe and no practical attacks have been reported.

The design and structural similarities of PRESENT and SPONGENT allow the reuse of the
aforementioned analysis results. Cryptanalysis on PRESENT was taken into consideration and
SPONGENT is more resistant to linear attacks. The hash function is resistant against
differential analysis. Collision attacks, like the rebound attack, are mitigated by the bit-oriented
permutation. Full preimage and second-preimage security can be provided. As most of the
embedded applications do not necessarily provide full second-preimage security, the most
compact variants provide lower protection to enhance performance in the most constrained
environments. Linear distinguisher attacks on reduced versions of SPONGENT are reported in
[96]. In this paper, we use the most constrained variant of SPONGENT-80-8-88. It provides 2%
bits preimage security and 2*° bits second-preimage and collision security.

The encryption part of the AE approaches intends to provide four main properties of
indistinguishability (IND) and non-malleability (NM) under chosen-plaintext (CPA) or chosen-
ciphertext attacks (CCA) — abbreviated as IND-CPA, IND-CCA, NM-CPA, NM-CCA. The
authentication tag implies two properties for integrity:

e of plaintexts (INT-PTXT) — it is computational infeasible to produce a ciphertext
decrypting to a message that the sender has never encrypted

e and integrity of ciphertexts (INT-CTXT) — it is computational infeasible to produce a
ciphertext that has not been previously produced by the sender.

The study in [93] analyses the provided security of the three AE approaches in terms of these
six properties under the assumptions that the encryption part is IND-CPA and the authentication
tag is either weakly or strongly unforgeable. Table 12 summarizes these results. NM-CCA is
omitted since it is equivalent to IND-CCA. The integrate solution that is proposed in this paper
provides strong unforgeability.

Table 12 The security properties of the authenticated encryption approaches

AE IND-CPA | IND-CCA | NM-CPA | INT-PTXT | INT-CTXT

Weakly unforgeable authentication

E&M Insecure Insecure Insecure Secure Insecure

EtM Secure Insecure Insecure Secure Insecure

MtE Secure Insecure Insecure Secure Insecure
Strongly unforgeable authentication

E&M Insecure Insecure Insecure Secure Insecure

EtM Secure Secure Secure Secure Secure

MtE Secure Insecure Insecure Secure Insecure

8.3.5 Evaluation

Hardware implementations
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The Xilinx Virtex-5 FPGA platform is utilized to implement and test the proposed integrated
solution, using the tools provided by the Xilinx ISE Design Suite 12.1. A UART is used to
check the bandwidth of each version due to its simple design and operation. UART is platform
independent and can be used to transmit data to other FPGAs and embedded systems. Table 13
summarizes the implementation details of PRESENT, SPONGENT and their integrated
versions in FPGA. As is evident from the table, the PIm version achieves a throughput of 370
Kbps and is the most efficient.

Table 13 Hardware implementations of authenticated encryption primitives in FPGA

Cipher Key/Tag | Rounds | FFs | Total | Throughput Efficiency
(bits) slices (Kbps) (Kbps / slices)

PRESENT 80/- 31 - 162 206.5 1.28
SPONGENT -/88 45 - 95 195.5 2.06
PIm 80/88 45 149 174 320 1.83
E&M 80/88 45 149 174 142.22 0.81
EtM 80/88 121 149 174 82.64 0.47
MtE 80/88 152 149 174 65.78 0.37

The relevant features are also estimated in ASIC, based on the implementation details of
PRESENT in [97] (Virtual Silicon, VST, standard cell library, 0.18um, 1P6M Logic process).
Table 14 presents the implementation details of PRESENT, SPONGENT and the four
integrated variants in ASIC. The reported metrics are referred to encryption-only
implementations. The integrated implementations are compared with the relevant
implementations of Hummingbird-2 [98], Grain-128a [99], ALE [100], FIDES [101], and AES-
CCM [101]. Hummingbird-2, Grain-128a, and ALE are vulnerable to attacks. They are
included in this comparison analysis as a proof of concept for the qualification of the proposed
solutions.

Table 14 Hardware implementations of authenticated encryption primitives in ASIC

Cipher Key/Tag | Throughput | GE | FOM | Tech | Power

(bits) (Kbps) (nm) | (pW)
PRESENT 80/- 206.5 1569 838 180 2.7
SPONGENT -/88 195.5 967 209 180 1.5
PIm 80/88 320 2508 508 180 3.9
E&M 80/88 142.22 2508 226 180 3.9
EtM 80/88 82.64 2508 131 180 3.9
ME 80/88 65.78 2508 104 180 3.9
FIDES-80-S 80/80 10.64 1153 80 130 1.9
FIDES-96-4S 96/96 26/09 1870 74 130 3.1
HB2-eedc 128/64 2222 3220 | 214 180 5.1
HB2-eel6c 128/64 83.3 2332 153 180 4.7
HB2-ee20c 128/64 68.9 2159 147 180 4.3
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Grain-128a 128/32 80 2867 97 - -
ALE 128/128 0.6 2579 0.9 65 94
AES-CCM 128 0.14 3472 0.1 65 128

In ASIC the individual implementation of PRESENT is more compact than Hummingbird-2,
but for encryption the latter is slightly faster. FOM reveals that PRESENT is the best choice,
as it achieves a better overall status. Moreover, all the integrated solutions that encrypt and
produce a MAC are compact enough to fit in embedded devices (less than 3000 GE) and
perform well. The PIm and the AE versions achieve better overall status than Hummingbird-2
and consume less power. The Hummingbird-2 protocol (encryption and MAC) performs worse
than the encryption-only version that is reported in Table 3, as the MAC production is almost
7 times slower than the encryption. Thus, the FOM gap is even higher when comparing
Hummingbird-2 with the integrated AE versions of PRESENT and SPONGENT.

Grain-128a produces the shortest authentication tag (32-bit). In contrast to the core lightweight
cipher, it deploys different non-linear functions to enhance security, adding processing
overhead and hardware space. The shift registers are regularly clocked and 1-bit output is
produced every second clock (Grain produces 1-bit per cycle). Grain-128a is slower and
requires more chip area than the EtM version of the integrated solution.

ALE uses 128-bit keys. Among the lightweight schemes, it provides the longest authentication
tag. Moreover, it implements AES and requires initialization due to the stream cipher
components. As a result, it exhibits the worst overall status, with high area demands and low
throughput. ALE also consumes the most power.

FIDES achieves the smallest chip area and power consumption. However, it presents low
throughput. FIDES has a short initialization phase, and the encryption and MAC components
process the data sequentially. The presented integrated solutions are larger but quite faster due
to the parallel operation by PRESENT and SPONGENT, resulting in a better overall status.

AES-CCM is designed for mainstream applications. It provides higher levels of security in
return of more area. AES-CCM operates as E&M and, in general, it is faster than AES-GCM
that works as EtM. In 100 KHz frequency the scheme is quite slow. We have to mention that
the referred implementation is not optimized. Both primitives require IV.

Hardware versus software implementations

PRESENT and SPONGENT were designed with lightweight hardware implementations in
mind. Still, PRESENT also produces a compact software implementation, suitable for
embedded devices. The authors’ comparative analysis of LWC [82], revealed that the most
efficient implementation of PRESENT-80 in embedded software requires 936 bytes of code for
23.8 Kbps throughput at 4MHz frequency. This is 8.6 times slower than the hardware
implementation. SPONGENT has not been studied in the context of embedded software but it
is estimated that it would perform worse than in hardware. Thus, the individual hardware
implementations that are reported in this paper are more efficient than the relevant
implementations in embedded software; their throughput ranges from 65.78 Kbps to 206.5
Kbps. The same conclusion stands for the integrated solutions in hardware and software.
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Hummingbird-2 performs well in embedded software. Its most efficient implementation
achieves 200 Kbps throughput for encryption [82]. However, it remains slower than the
hardware implementations of the same algorithm (222.2 Kbps) and PRESENT (206.5 Kbps).
Thus, the Hummingbird-2 protocol performs worse in embedded software than in hardware.

Grain-128a, ALE, and FIDES are hardware-oriented schemes. Their performance is worse in
embedded software. ALE, AES-GCM, or —-CCM utilize the AES-NI instruction set on Intel
CPUs for increased performance, but it is out of bounds for embedded devices.
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9. TRUST-BASED ROUTING — PRECISION AGRICULTURE USE CASE

Trust-based schemes are used in wireless networking to provide secure routing functionality.
Reputation [102] is formed by a node’s past behavior and reveals its cooperativeness. In secure
routing, reputation mainly evaluates the routing and forwarding, the use of encryption and
authentication mechanisms, and the proper transmission of acknowledgements per transmitted
packet. Trust [102] is the level of confidence that an entity holds about others. It is the
aggregation of all reputation values that the entity holds for another participant. A node with
high reputation values is considered trustworthy. Legitimate nodes depend mostly on
trustworthy entities to accomplish communication tasks. On the other hand, low reputation can
reveal selfish or malicious entities and is used for intrusion detection. Legitimate nodes try to
avoid disreputable entities and do not serve their traffic.

Many trust-based systems have been utilized to achieve secure routing [103]. Each one of them
is evaluated under specific ad hoc applications and tackles a constraint set of security threats.
Six of the most representative state-of-the-art systems are described below.

The Semi-Distributed Reputation-based Intrusion Detection System for mobile ad-hoc
networks (S-D RepIDS) [104] implements many novel reputation metrics for secure routing
and is tolerant to failures due to traffic congestion. AODV Reputation EXtension (AODV-
REX) [105] adopts a multi-layer model. The privacy of the recommender is protected by
aggregating the direct and indirect reputation values. The recommendations are encapsulated
in the underlying protocol’s routing messages to preserve performance. AODV-REX proposes
the virtual lengthen of a path to punish misbehavior. In contrast to the rest secure routing
schemes, the Reputation based Framework for Sensor Networks (RFSN) [106] evaluates both
the node’s routing cooperativeness and the reported sensed variables (e.g. temperature). In the
Trusted based Routing using Dominating Set Approach (TRDSA) [107] only a set of trusted
nodes with sufficient remaining energy need to operate in promiscuous mode and capture
malicious activity, reducing the overall energy consumption. Expected Forwarded Counter
(EFW) [108] combines cross network-layer observations. The network-layer module observes
the routing protocol’s functionality, as in most relevant schemes, and estimate the forwarding
or dropping probability of a node. Additionally, MAC-layer measurements about the wireless
link quality are considered to select reliable and high performance paths. The Secure Resilient
Reputation-based Routing (SR3) [109] combines a reinforced random walk algorithm with
reputation.

These systems target limited sets of security vulnerabilities and attacks [110]. While the basic
malfunctioning (e.g. packet drop or avoid routing participation) is efficiently detected by trust
systems, there still remain several network aspects that are not properly handled, like
overburden or isolate distant nodes [111], [112], [113], [114].

This work introduces the Self-Channel Observation Trust and REputation System (SCOTRES)
— a novel system for secure routing in wireless ad-hoc networks and CPS [115]. Instead of
adopting features from heavy reputation-based schemes, the proposed system exploits the
knowledge that each node already possesses about the network. The protocol aims to maximize
the knowledge that can be inferred about the network from the data that a node already
processes. For this purpose, SCOTRES utilizes efficient mechanisms that retain networks
security and performance. The authors suggest that each node should invest more resources in
achieving a robust individual reasoning process in order to minimize wrong decisions and the
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amount of data that has to be exchanged among the nodes, like the remaining node energy. This
work provides evidence that a core portion of the required knowledge can be efficiently mined
from the data that each node already possesses.

SCOTRES is a novel trust management scheme and counters the abovementioned routing
attacks. It includes three innovative metrics:

e An efficient energy metric that protects low-energy or overloaded nodes from power
dissemination, increasing the network’s lifetime

¢ A novel topology metric that protects topology-significant nodes and enhances load-
balancing

e A channel-health metric that estimates the channel state between the nodes and avoid
jamming areas

and two core reputation and trust metrics that integrate the state-of-the-art features in the secure
routing domain with a few new ideas:

e A core reputation metrics that evaluates specific network operations and acknowledges
reputable nodes

e A trust metrics that integrates the reputation values of all examined operations,
identifying the malicious nodes and preserves the legitimate nodes private ratings.

9.1 THREATS AND ATTACKS
Routing protocols fail to protect the network against selfish and malicious activity. Surveys of
routing attacks in ad-hoc networks are presented in [110], [111], [116], [117], [118].

For forwarding, a flooding attacker exhausts the resources of the network and its underlying
nodes (e.g. DoS, inject arbitrary packets). Blackhole and grayhole attacks discard all or
selective parts of the forwarding packets respectively. In sleep deprivation, the malicious node
interacts with other nodes in a manner that appears to be legitimate, while keeping them out of
the power-conserving sleep mode. Other threats on packets include modification, interruption
and replay.

For routing, link spoofing attackers advertise fake routing information (e.g. optimal paths) in
order to avoid or impose their participation and then perform the attacks on forwarding. In
wormhole attacks a pair of attackers, which communicate through a private high speed network,
collude to record packets at one location and replay them at another location of the network. In
colluding misrelay, a pair of neighboring attackers conspire to avoid participating in a route. In
routing table poisoning, the attacker advertises false routing information (i.e. nonexistent paths,
loops, false link break, and HELLO flooding) to harm the nodes’ routing capability.

Trust schemes are integrated with routing protocols as a defense mechanism. They prevent
attacks on forwarding and link spoofing as they detect and negatively rank the misuse and
discarding of a packet. Trust systems do not deal with wormhole attacks. However,
countermeasures (e.g. [119], [120]) could be integrated, providing a more robust intrusion
detection mechanism. Moreover, trust schemes do not deal with colluding misrelay attacks
directly. Still, as the two nodes do not participate in routes as intermediate nodes, they cannot
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gain positive ratings from traffic forwarding. Thus, they are not able to make requests either.
Routing poisoning is countered by evaluating the positive contribution on routing.

Nevertheless, these schemes can then become the new target of more sophisticated attacks.
Survey of attacks and defense techniques for trust systems are conducted in [121], [122]. They
are categorized in terms of identity-, ballot-, social- and topology-based threats and attacks.

To counter identity-based attacks (i.e. impersonation or Sybil attacks), in most relevant systems,
it is assumed that a secure underlying mechanism is applied (e.g. [12], [123]), which provides
authentication and confidentiality network-wide. Ballot-based attacks are countered by robust
ranking and recommendation mechanisms. In order to reduce the effect of social-based attacks,
a robust reasoning process and a ranking policy based mostly on direct knowledge and
restrictive use of indirect knowledge are imposed. Topology-based attacks have not been
extensively examined and the current systems provide no specific security treatment.

Moreover, due to the open medium, wireless communications are vulnerable to jamming
attacks, which significantly degrade the network’s performance. A survey of jamming attacks
and countermeasures is reported in [112]. The accurate detection of the jammer is challenging,
while precision is also significant [124]. Some of these techniques only detect some types of
jamming attacks while others produce high false positives. After detection, recovery
countermeasures are performed, like channel hopping and spatial retreat, based on the type of
the jamming attack. However, such techniques are not always applicable, especially in wireless
sensor networks (WSNs) where the nodes may have constrained communication capabilities.

9.2 SECURE ROUTING PROTOCOLS

In this study, we concentrate on six representative secure routing protocols: TRDSA, EFW,
SR3, S-D RepIDS, AODV-REX, and RFSN. TRDSA, EFW, and SR3 utilize basic reputation
mechanisms for their core deductive components. S-D RepIDS, AODV-REX, RFSN, and
SCOTRES apply more robust reasoning processes for evaluating direct knowledge and making
recommendations.

Information regarding the remaining energy and traffic congestion is also processed. TRDSA’s
routing operation takes into account the energy consumption. S-D RepIDS provides protection
in congested periods. SR3 reduces congestion traffic due to the random nature of the random
walk algorithm. The MAC-layer measurements of EFW assigns low communication reliability
to the overloaded links, routing the traffic through alternative paths. SCOTRES protects the
network in all these cases. Moreover, TRDSA, SR3 and SCOTRES perform load-balancing
mechanisms to enhance performance and increase the longevity of the nodes. EFW and
SCOTRES are the only systems that implement fault tolerance mechanisms to mitigate the
effect of jamming attacks.

SCOTRES is efficient in terms of energy consumption and performance, and protects the
network against most threats. It achieves sufficient load-balancing and retains the nodes’ energy
dissipation. The overall security of SCOTRES surpasses the protection that is provided by
current solutions.
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9.3 SCOTRES

Dynamic Source Routing (DSR) performs well in static and low-mobility environments with
the routing overhead being proportional to the path length. For secure routing functionality in
the network layer, the proposed SCOTRES scheme is integrated with the DSR.

Categorizing a node as trusted, legitimate, selfish or malicious is performed after evaluating a
new transaction for this specific node. The evaluation of a transaction’s result is the main
function of the protocol that assesses direct and indirect knowledge based on the SCOTRES’s
metrics. Indirect recommendations can then be sent to trusted and legitimate 1-hop neighbors,
whenever the status of an inspected node changes. The paths that contain malicious nodes are
excluded, thus, the malicious activity is addressed and several attacks are countered. Figure 22
depicts the evaluation process and the underlying parameters of the five metrics that are
described in the subsections below.
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Figure 22 Evaluation process scheme of SCOTRES

9.3.1 Network Assumptions

This thesis concentrates on wireless sensor networks and wireless ad-hoc networks with no or
low mobility. Consider an ad hoc network with nodes N = {1,2,---,i, -+, k}. We assume that
all links are bidirectional. If node i can receive packets that are directly transmitted by node j,
then node j can receive packets that are directly transmitted by node i. The wireless network is
modeled by a directed graph G = (N U{d},L), where d is the destination or sink, L C
{(kq,ky): ki, ky, € NU{d}, ky # k,} represents the set of communication links.

Attacks on routing and forwarding are mainly studied. We assume that there exists a secure
underlying mechanism that is performed by all nodes and accomplishes authentication and
confidentiality network-wide. Studies that apply broadcast authentication protocols [102],
[123] or lightweight authenticated encryption [9], [109] can be embodied. They provide
required security properties, like authentication, integrity check, and resistance to replay
attacks, thus, safeguarding forwarding packet misuse. These mechanisms also counter the
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identity-based attacks (i.e. impersonation, clone ID, Sybil or newcomer attacks, injecting
arbitrary packets, and HELLO flooding).

9.3.2 Cryptographic Service

As the network nodes start communicating, the need to authenticate the sender of an incoming
message becomes imperative. Broadcast authentication can overcome the computational (i.e.
asymmetric cryptography) and operational (e.g. key distribution) issues and the Timed Efficient
Stream Loss Tolerant Authentication (TESLA) broadcast authentication protocol [125] is a
common choice. It is based on loose time synchronization between the sender and the receiver.
TESLA achieves the security properties of asymmetric cryptography by using keyed Message
Authentication Code (MAC) functions. The sender attaches a MAC to each packet where the
key is known only to itself. The receiver stores the packet without being able to authenticate it
at that moment; shortly after, the sender discloses the key and the receiver can then authenticate
the packet. TESLA is efficient, with low communication and computation overhead, while it
scales to large networks with many nodes and tolerates packet loss, as demonstrated in the
original paper.

For the purposes of this work, the Ultra-Lightweight Cryptographic Library (ULCL) [63] was
used to implement TESLA, providing node authentication and message integrity. In the used
testbed (presented in following sections), packet data sizes vary between 28 to 364 bytes. SHA-
256 is applied for TELSA’s MAC computations, taking 0.29us to 3.8ps, respectively, to verify
a message on a BeagleBone embedded device (ARM Cortex-A8 500-700MHz CPU, 256MB
RAM, Linux OS). If a key distribution method is deployed, SCOTRES can also achieve
message confidentiality by encrypting the data segment of a packet; for this, AES-256 is used,
taking 0.4ps to 5.2pus to encrypt the data.

The authentication for RFSN and Ariadne is similar. CSRAN uses certificates. RSA is utilized
for the asymmetric encryption. On a Mobile Pentium III (Intel PIII 750/600 MHz CPU, 128MB
RAM, Linux OS), the additional overhead for the digital signature generation at the sender
required 8.5ms and the verification operation at the receiver took 0.5ms. A transmitted message
of SR3 contains the hash of a random nonce encrypted with the message. If we utilize the same
assumptions and primitives as for SCOTRES, the cryptographic processing of a message only
takes from 0.79us to 5.5us [126], depending on data size.

The broadcast authentication operation of RFSN, Ariadne and SCOTRES is efficient with low
added overhead. CSRAN and SR3 require a key distribution mechanism to provide the
cryptographic service that further increases the computational resources. All three approaches
provide security proofs.

9.3.3 Topology Metric

Topology-based attacks are critical in WSNs and ad-hoc networks. Moreover, they are more
effective in settings with trusted components. Malicious entities take into consideration the
network’s topology in order to manipulate, disclose or prevent access to legitimate components
of high importance and cause more damage.
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Nevertheless, relevant countermeasures are not well studied. SCOTRES analyzes the routing
table data to discover the topological features of the network. It specifies the topological
significance of each evaluating node based on the information that can be mined by the routing
information that each node already possesses. Thus, nodes that are significant for the network
topology are considered more important for the system’s durability. For these nodes, the rating
system becomes more tolerant in cases of failure and, thus, it is harder to classify them as
malicious, countering a high variety of topology-based attacks.

The topology metric is calculated by every node. It determines the importance of each related
node for the own routing operation. The first parameter of the topology metric is the ratio of
paths that a node participates in, called Path Participation (PP). Nodes with high participation
are important, as they serve the packets of many paths. The rating component becomes tolerant
in cases of failure and the path-selection component balances the communication effort through
alternative paths (contributing to the overall load-balancing). The parameter reveals the paths
that must be re-established in case that the evaluating node is falsely recognized as malicious
(which decreases performance).

However, a malicious node could also participate in many paths to gain high topological
significance. Still, the reputation component will force it to serve the high communication effort
from all these paths in order to avoid being expelled. Tolerance thresholds are estimated in
order to retain the reputation of legitimate nodes in cases of topology-based attacks (preventing
the attack), while punishing or forcing to cooperate nodes that try to exploit the metric.

The second parameter of the metric is the ratio of destinations that are uniquely reachable
through an examined node, called Unique Path Participation (UPP). Expelling a node as
malicious will also derive these destinations unreachable. The rating component is tolerant to
such nodes in order to prevent false accusations in case of attacks and punishes a malicious
node that exploits the metric after passing a relevant tolerance threshold.

Based on PP and UPP, the topological significance parameters are estimated and utilized in the
reasoning process of SCOTRES. The Node Topological Significance (NTS) is the weighted
summation of the node’s PP and UPP parameters.

In the routing operation, a path from a source to a destination needs to be selected. The Path
Topological Significance (PTS) is calculated as the average NTS value for all path’s nodes.
The topology metric is a lightweight feature with low computation overhead, as the four
parameters are only calculated whenever routing changes occur.

9.3.4 Energy Metric

Energy consumption is crucial for the examined applications, like green networks. The routing
operation should balance the communication effort among the nodes in order to retain their
longevity.

Many routing protocols base the selection of the more suitable route on the shortest path,
without considering the remaining energy of the selected nodes. Similarly, many trust and
reputation schemes select the short paths with well-reputed nodes (e.g. [105], [106]). However,
as legitimate nodes consume their resources to serve others, they will continue to be selected
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as the most appropriate forwarding nodes. If they try to avoid the additional effort and save
resources, their reputation is harmed.

To address the above issue, routing protocols are designed that integrate the energy
consumption data in the path selection process [107]. The nodes exchange their remaining
energy level. Such systems are considered efficient when applied on legitimate networks as
they achieve good load-balancing, but they are still vulnerable to attacks [113], [114]. Selfish
nodes report low levels of remaining energy to avoid selection, while malicious nodes report
high levels of energy to inforce their participation. Moreover, attackers identify nodes with low
energy (which may be more vulnerable to attacks) or exploit the energy information exchange
mechanism to attack the network.

In a typical wireless routing protocol, the nodes operate in promiscuous mode in order to
overhear the communication channel and update their routing data. For the energy metric, this
mechanism is also considered, in order to enrich the information that is mined by the overheard
communication and make decisions about the energy consumption of the evaluating nodes
based on self-observation and not on exchanging knowledge. Although the exact energy level
is not specified, the extracted information is adequate for achieving efficient energy and load-
balancing.

This backpressure algorithm chooses the least busy nodes to forward packets. Combined with
the rest metrics, it enhances both performance and security. Every node that overhears the
communication channel, records the participation of the rest nodes. Specifically, they register
the number of packets that have been forwarded in a time-window. A node that participates as
intermediate in many transactions in the current time-window, has consumed a corresponding
amount of energy. This is the first parameter of the energy metric, called the Forwarding Effort
(FE). The nodes that have consumed excessive energy (an amount beyond a threshold), are
given the excess-energy-consumption bonus.

The second and the third parameters of the metric act as a defense mechanism against selfish
and malicious attacks that aim to overload the network. Except from measuring the participation
of the intermediate nodes (FE parameter) the energy metric measures the transactions that are
initiated by the source and destination nodes. Particularly, the number of packets that the two
nodes exchange are noticed down in order to calculate the communication load that they add to
the network, forming the Cooperation Load (CL) parameter. If the added load prevents the
legitimate node from turning on sleep mode, the relevant CL contribution will be doubled (to
limit sleep deprivation). The Fair Cooperation (FC) parameter is the ratio of FE and CL, and
reveals the fair usage of the network or its exploitation. A value lower than 1 for the FC,
indicates that the node has overburdened the network. After this point, the node is charged
regressively. Every additional routing packet through nodes with the excess-energy-
consumption bonus counts as two CL ranks. When the FC exceeds a threshold, it discloses a
selfish behavior. If a node is categorized as selfish, it is punished and the rest nodes stop
forwarding its traffic. Thus, the selfish node is forced to cooperate in order to restore its
reputation and later transmit own traffic. When evaluating the energy metric for a path, the
average FC values from all path’s nodes are calculated by the Path Fair Cooperation (PFC)
parameter. This type of information is utilized by the routing operation.

SCOTRES exploits this information in order to implement an effective energy and load-
balancing mechanism, and retain the longevity of the legitimate nodes. For selecting a path
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from a source to a destination, the system calculates the average node energy consumption of
each candidate path. The paths with the lower participation are foregone for serving the new
transaction. Moreover, for the nodes that have earned the excess-energy-consumption bonus in
the current time-window, the rating component is tolerant to failures and beneficial to continued
successful cooperation.

The energy metric maximizes the performance and durability of the network. The legitimate
nodes are not excessively burdened and are better safeguarded against attacks that exploit
energy consumption. Moreover, the system performs well and is more robust against relevant
attacks in congested periods. The computational overhead of the metric is low and, in any case,
lower than in the cases of exchanging energy information.

9.3.5 Channel-Health Metric

The state of the wireless channel can be affected by several factors; e.g. bad weather conditions
and jamming attacks can disrupt the wireless communications. In the case of trust routing
schemes, bad channel state causes the failure of several transactions. The trust of legitimate
nodes is decreased until they are eventually expelled. The current systems deal indirectly with
this occasional malfunctioning by performing automatic reintegration strategies, like periodic
re-entrance and redemption [104]. However, malicious nodes are also rejoining to the network.

In [127], an efficient model is proposed to detect and classify jamming attacks in wireless
networks. In contract to relevant models [112], it utilizes features that are general and
independent from the communication protocol and can be easily implemented by a high variety
of WSNs. Specifically, the features of packet delivery ratio, signal strength, and pulse width
are deployed to detect constant, random, deceptive, reactive, and short noise-based intelligent
jammers. Moreover, the reported results and thresholds for detecting jamming are
experimentally validated under real use-cases and attacks.

SCOTRES’s channel-health metric integrates these features. We adopt the aforementioned
detection model and implement a jamming-aware routing functionality. In the examined
setting, it is only needed to discriminate the normal state of the communication channel from
the bad, thus, the whole model is not integrated. Still, it could be fully deployed to provide a
more robust intrusion detection mechanism.

For the channel-health metric, SCOTRES utilizes three parameters, which are detailed below.
The Packet Delivery Ratio (PDR) is the average successfully received packets and measures
the performance of the communication link between two nodes. The receiver measures the
packets that have been successfully received (e.g. by checking the Cyclic Redundancy Check,
CRC). According to the detection model, PDR is around 78% under normal network operation.

Similarly, at the transmitter side, the Packet Sent Ratio (PSR) measures the average volume of
acknowledgements that have been received to the total number of packets that was sent. We
consider that the parameter should behave like PDR in normal network operation.

The Signal Strength (SS) measures the power of the signal in dB that is observed at the receiver
end. The SS feature is the average signal strength in a time window. When the SS is high, the
PDR and PSR are also high, while the converse is not true. At initialization, each node
calculates the SS value for every 1-hop neighbor. This value reflects to the ordinary signal
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strength between two nodes at the normal state. The Signal Strength Variation (AS) is the
change of SS among the ordinary SS value and the SS that it is currently observed.

When the PDR and the PSR go below the thresholds for normal network state (78%), they are
collated to the AS. If the AS is in the boundaries of normal network state, then the glitch is
caused by the network. Otherwise, the malfunctioning is caused by the bad channel state
(detailed information about the detection of the jamming attack are available in [127]). The
Channel-Health (CH) parameter of the metric describes the channel state. ‘/’ is assigned for
normal state and ‘0’ for bad channel state after detecting an attack.

In contrast to the original study that only uses PDR, this work considers both PDR and PSR in
order to trigger the health metric either as receivers or transmitters respectively. Thus, selfish
or malicious nodes cannot exploit the metric by acting like they are under an attack while
successfully transmitting their own traffic at the same time.

When a node detects a bad channel state with one of its 1-hop neighbors in a time-window, it
starts becoming tolerant to failures. Moreover, it tries to forward the communication through
alternative paths. The path that contains such a 1-hop neighbor gains the bad-channel-health
bonus which is subtracted by the path’s overall score in the routing operation. This makes the
selection of the path for new forwarding transactions difficult. Thus, the reputation of the
legitimate nodes that are under an attack is protected and the performance of the network is
retained (both by forwarding the traffic though non-affected routes and by not falsely accusing
legitimate nodes as malicious). Thereafter, the system periodically checks the AS parameter in
order to detect when the attack is over and restore the affected node’s status.

After detecting a jamming attack, the current solutions, like spread spectrum and frequency
hopping aren’t always applicable. Our metric implements a build-in routing protection
mechanism that retains the reputation of the legitimate nodes and routes the communication
through non-affected paths. We choose this generic strategy instead of the well-known
solutions, as it is generic and technology independent, covering a high variety of WSN settings.

The metric requires more resources than an automatic re-entrance strategy. However, the
overall robust reasoning process of SCOTRES makes the false accusations of legitimate nodes
harder even in bad channel states, making such attack strategies inoperative. Moreover, re-
entrance can be more beneficial for attackers than for legitimate entities.

The channel-health metric requires a training session at the initialization phase to determine the
normal network state. It then performs simple and lightweight operations with low
computational overhead. PDR and PSR are already observed by the reputation schemes. The
overall performance of the metric can be considered efficient, as it is an additional security
mechanism for a series of problematic cases that are entirely countered by this component.

9.3.6 The Core Reputation and Trust Scheme

SCOTRES applies the state-of-the-art features for the core reputation and trust metrics. The
selection is based on a comparative analysis that was carried out in [13]. In that study, several
trust schemes for secure routing were compared under identical attack scenarios. The internal
components and the main reputation and trust features were further analyzed in terms of
security and performance.
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Reputation evaluates the performance of a node on a specific operation. A reputation structure
is implemented for every evaluated operation. This structure maintains all the available
information for implementing the reputation features of the specific operation. SCOTRES
evaluates the three main operations of routing, forwarding, and making suggestions about other
participants — referred to as Ri, Rz and Rs respectively. The three reputation structures are
identical and implement the reputation features that are described below.

When an operation is performed, a relevant evaluation process is executed to derive the
transaction’s result. The outcome is a numeric value that is aggregated in the operation’s
reputation estimation for the affected nodes. Initially, it is assigned +/ for success and -4 for
failure (based on the previous analysis in [13]). Then, the three proposed metrics of topology
and energy are utilized in order to refine this value and calculate the final outcome for the
transaction. The initial rating is multiplied with the NTS, FE and CH parameters. Each of the
three parameters is multiplied with a weight, indicating its effect in the final value. The resulting
value is aggregated to the relevant reputation structure (R;, R> and R3) for the examined
operation. For routing, SCOTRES evaluates the nodes participation in a route request (i.e.
accept or deny) and the validity of the routing information that it broadcasts (e.g. inactive links
or loops, and false route breaks) as all messages are authenticated by the underlying
cryptographic mechanisms. For forwarding, the system evaluates the forwarding effort that a
node serves or evokes and the packet misuse (based on the proper operation of the cryptographic
mechanisms). For recommendation, the node is ranked based on the suggestions that is makes
for the rest participants, as described in the following paragraphs.

Reputation fading is a core protection mechanism in reputation systems for countering several
types of attacks, where a malicious entity gains high reputation in order to be categorized as
legitimate and later perform more effective attacks (e.g. Sybil attacks). Fading based on beta or
Bayesian distributions is considered more suitable for reputation systems (e.g. [104], [106]).
SCOTRES implements a reputation fading mechanism based on the beta distribution. It
maintains a history-record of the latest transactions (1000 results, in specific). The operation’s
reputation is the weighted summation of these values, with the most recent ones having higher
weigh. Thus, a reputation fading mechanism is implemented where the latest outcomes are
considered more important in estimating the current behavior for a node.

Periodic malfunctioning is a common occurrence in WSNs. SCOTRES enhances the reputation
evaluation process by adopting a statistical normalization procedure prior to beta distribution
calculation. The historical values are normalized, based on the statistical normalization
approach proposed in [13], and then the reputation value is calculated based on beta
distribution. This normalized beta distribution system enhances the individual reasoning
process of a node that applies SCOTRES; a novel approach in secure routing.

Trust aggregates reputation values from all the evaluated operations and is calculated as their
weighted summation. A trust structure for a node contains its three reputation structures.
SCOTRES assigns a weight of 20% for the routing, 60% for the forwarding (as forwarding is
consider more important for the network durability e.g. [104], [107], [108]), and 20% for the
recommending operation (based on a previous security and performance analysis on trust
systems for secure routing, conducted by the authors [13]).

SCOTRES is mostly based on direct observation but can also utilize indirect knowledge. There
are two evaluation processes for evaluating direct transactions with other participants and for
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aggregating recommendations made by 1-hop neighbors respectively. Thus, there are two
relevant trust structures for each evaluated node. The Direct Trust (DT) structure contains the
reputation structures Ri, R, and Rj that are maintained from direct interaction with the evaluated
node.

The Indirect Trust (IT) structure contains the DT values that are received from other nodes
acting as recommenders. A node only receives indirect knowledge by its legitimate and trusted
1-hop neighbors. For evaluating indirect trust, the deviation test and the weighted summation
approaches are combined for ranking the recommenders and aggregating the recommending
trust values respectively, as described below.

A deviation test is performed prior aggregating a new recommendation. If the recommendation
deviates significantly (namely, more than 30%) from the direct opinion that it is possessed
about the evaluated node, the recommender is ranked negatively (as a failed transaction for its
direct R3) and its recommendation is discarded.

The IT value of a node is the average weighted summation of the recommending DTs. The
weight (Wy;) of each DT is determined by the trust value of the relevant recommender. Thus,
the recommendations that are made by trusted nodes gain higher weight.

As in most of the pertinent systems and a previous security analysis (e.g. [13], [104]) a node is
categorized as trusted, legitimate, selfish or malicious based mostly on direct observation. Thus,
direct knowledge gains higher weight (i.e. 80%) in the total calculation of trust. Based on the
three distinct reputations and this aggregated total trust value, thresholds are set for categorizing
anode in one of the four aforementioned types (trusted, legitimate, selfish and malicious). Then,
the node can make recommendations. As in AODV-REX, the recommender’s privacy is
protected by sending this aggregated direct and indirect knowledge.

9.3.7 Policy-Based Access Control

After securing the routing operation and enhancing the correct transmission of requests and
responses, there is the need to provide authorization functionality. As nodes receive requests
they must decide if the requested actions can be made.

A Policy-Based Access Control (PBAC) framework [62] manages direct access requests to the
resources of an embedded device, based on a predefined set of rules and policies. The solution
is based on the eXtensible Access control Markup Language (XACML) policies [128] and the
DPWS standard for device discovery and message exchange. The framework consists of the
following four components. The Policy Enforcement Point (PEP) performs access control by
making decision requests and enforcing authorization decisions. Typically, this component runs
on any node with accessible resources and services. The Policy Decision Point (PDP) evaluates
requests against applicable policies and renders an authorization decision. The component lays
on a trusted node with sufficient resources to parse applicable policies and make the decisions.
The Policy Information Point (PIP) and Policy Administrator Point (PAP) act as a source of
attribute values and are used for creating and managing policies or policy sets.

A node might include one or more of these functional components, depending on its
computational capabilities. The component interconnection is illustrated in Figure 23. By
combining the above technologies, PBAC enables the fine-grained, policy-based control of
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resources from remote locations (e.g. cameras, sensors, and control stations). Based on the
active policy, the framework allows for accessing the provided resources (e.g. video stream or
sensor data), updating settings or even receiving alerts (e.g. in case of emergency, like fire).

Legend:

PAP: Policy Administration Point

PDP: Policy Decision Point SOAP/WSDL/XML
PEP: Policy Enforcement Point

PIP: Policy Information Point

OH: Obligation Handling
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Micro
Nodes
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Figure 23 The policy-based access control architecture.

9.4 SECURITY ANALYSIS

In this subsection, we provide the theoretical analysis of our proposal and its effectiveness in
countering the attacker models that are detailed in the simulation study (based on the relevant
analyses in [118] and [123] respectively).

9.4.1 Theoretical Analysis

Theorem C1 is the main building block of the theoretical security analysis and describes the
bounded number of packet loss. At first, we give some definitions and then the theorem and the
proof.

Definition C1: Let pkt* be the total number of successfully transmitted packets.
Definition C2: Let pkt™ be the total number of lost packets.

Definition C3: Let Tpkt be the total number of transmitted packets, determined as the
summation of pkt* and pkt~.
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Definition C4: Let p be the transmission success rate of the totally transmitted packets Tpkt.

Theorem C1: The ideal network exhibits pkt~™ — p - pkt* < 0. For up to an additive constant,
ignoring a bounded number ¢ of packets lost, it holds that the number of lost packets is a p-
fraction of the number of transmitted packets. Specifically, there exists an upper bound ¢, as
described in Equation (C1).

pkt™ —p-pktt < ¢ (c1)

Proof: Assume that there are N nodes, m of which are malicious and m < N. Let ML be the set
of links that are controlled by the malicious nodes. The maximum value of ML is mN.

Consider a faulty link e, which is convicted c. times and rehabilitated r. times. The links weight
we 1s at most mlen, where mlen is the upper bound of the length of a non-faulty path in the
network. If the link’s weight reaches mlen it is considered less efficient that any possible non-
faulty path. Therefore, w. is given by Equation (C2).

w, = 26T (C2)

Let f be the number of lost packets that exposes a path as faulty. The number of convictions is
at least pkt~/f. Thus,

pkt™
e Z <0  (C3)
eeML
+
Similarly, the number of rehabilitation operations is at most %. Thus,
2 pkt* <0 c4
Ty ————
eeML Blp
Therefore,
pkt~ pkt*t Z
—_—— < (c, — 1) C5
B B/lp— & F €2

From Equation (C3), it holds that ¢, — f, < logw,. Thus,
D ce—r)= ) logw,  (C6)
eeML eeML
By combining Equation (C5) and Equation (C6), we derive:
pkt™ —p-pktt < pB Z logw, < B -mN -logmlen (C7)
eeML

Since B = blogmlen, where b is the number of lost packets per window, Equation (C5)
becomes:

pkt™ —p - pkt* < b-mN - log? mlen (C8)
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Therefore, the amount of disruption a dynamic attacker can cause to the network is bounded. If
there are no malicious nodes Equation (C8) describes the ideal case, where pkt™ — p - pkt* <
0. ]

In contrast with the simple grading that is applied by the most relevant trust schemes and rates
failure with -/, gradual grading that is proposed by SCOTRES rates failed transactions with -
4.

Lemma C1: The gradual grading of SCOTRES decreases the attack rate to at least %.

Proof: Based on Equation (C8), it is derived that 4 - by > bg, where bg and bg are the number
of lost packets per window with simple and gradual grading respectively. ]

Statistical normalization erase the effects of occasional malfunctioning. Then, reputation fading
assigns higher weight to more recent behavior. Thus, b is further decreased in the current time
window due to failures.

The overall load balancing mechanisms of the topology and energy metrics decrease failures in
congested periods (pkt ™) while enhancing the successful transactions (pkt™).

In case of a jamming attack, gradual grading and reputation fading, constrain the number of
packet loss (pkt ™) until the channel-health metric detects and re-routes traffic, enhancing pkt™*.

Selecting the shortest of the most reputable paths instead of selecting the shortest ones, may
increase mlen, bounding the attacker’s disruption.

When evaluating the forwarding operation, these mechanisms protect the network against
ballot-staffing attacks, like blackhole, grayhole, selective forwarding, sleep deprivation and
flood rushing. For the routing operation, SCOTRES can detect Hello flooding, routing table
poisoning, and false route error. The indirect trust evaluation restricts badmouthing and ballot-
stuffing attacks to at most 20%, preventing the establishment of wormholes and sinkholes.

As attacking nodes exceed the malicious threshold they are detected and excluded (pkt™ =
malyp, » (m =m —1)). The attack rate is further decreased as mN is decreased. If all
attackers are detected mN becomes 0, resulting the ideal case.

9.4.2 Attacker Model

We consider active attackers that perform any type of the aforementioned attacks on routing
protocols and trust systems. We define the attacker model (Definitions C5-C9) and the attack
effort (Lemmas C2 and C3), based on the formal analysis of the Ariadne secure routing scheme
[123].
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Definition C5: Attacker-m-N denotes an attacker who owns m malicious nodes out of the total
N nodes of the WSN.

Definition C6: Legitimate-n-N are the remaining n legitimate nodes out of N (where m+n=N).

As the volume of m increases, there may be malicious nodes that do not require to actively
participate in the attack.

Definition C7: Active-x-m reports that x malicious nodes out of m were active during the attack.

Definition C8: Counter-y-x refers that y active malicious nodes out of x where successfully
countered by the underlying system.

Definition C9: FalselyAccused-z-n reveals that z legitimate nodes out of n where falsely
countered as malicious nodes.

Lemma C2 and Lemma C3 describe the situation where an attack is considered successful and
the attacker’s effort to launch the attack respectively. No proofs are required.

Lemma C2: An attack is successful if either there is one or more active malicious node that
have not been countered ([Active-x-m — Counter-y-x] > 0) or there is at least one falsely accused
legitimate node (FalselyAccused-z-n > 0).

Lemma C3: The effort to accomplish the attack is the percentage of malicious nodes that are
required to exploit the system (/mx100]/N).

Definition C10 determines the attacker’s effectiveness that is utilized in the simulation analysis
to assess the SCOTRES’s resilience to different types of attacks.

Definition C10: The effectiveness of a successful attack is designated by the analogy of the
malicious nodes that are deployed to the non-countered and falsely accused nodes. Equation
(C9), defines the attack’s effectiveness (AE).

Active—x—m]—[Counter—y—x FalselyAccused—z—n
AE = ([ 1-[ y—x] y ) /2

Attacker—m—N Legitimate—n—N (C9)
We regard that a system counters an attack if AE is lower than 0.2 and partially counters it if
AE is from 0.2 to 0.3. We consider settings where the attacker owns up to 50% of the total

nodes. WSNs with higher malicious ratio should be discarded.
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9.5 SIMULATION ANALYSIS

NS2 implements the DSR protocol in C++. This implementation is extended to deploy the
integrated SCOTRES_DSR. The assignment of all constant coefficients is based on a previous
security and performance analysis, conducted by the authors [13] under the same platform. The
simulation study revealed the effectiveness of the core components for different reputation and
trust settings. Results from relevant studies regarding the thresholds for detecting active
attackers [129], [130] are also considered. All these results are adopted by SCOTRES (e.g. the
positive and negative reputation rating values). The systems S-D RepIDS, AODV-REX, RFSN,
TRDSA, EFW, and SR3 are also implemented on the same platform, in order to provide a fair
comparative analysis under the same attack scenarios.

In order to evaluate the various routing mechanisms, a WSN was modeled, consisted of 50
nodes. The two-ray ground reflection model is used for propagation and the IEEE 802.11
Distributed Coordination Function (DCF) is used for the MAC layer. Every node has a raw
bandwidth of 2Mbps and a physical radio range of 100m. The simulation area occupies 350m
x 350m. Each experiment includes two phases. At initialization, nodes start with the default
trust values as defined by each scheme. At evaluation, the normal operation is monitored, as
well as four attack scenarios, measuring performance and security. In both phases, 10 source
nodes on one end of the WSN send 1KB data with Constant Bit Rate (CBR) to 10 destination
nodes at the other end of the WSN. Each phase lasts 1 min.

The first scenario examined was the one of normal operation, i.e. with no attacks taking place.
Thus, we compared the normal behavior of the pure DSR and the seven secure routing schemes.
One experiment per system is performed, as the result is deterministic for each setup.

Then, malicious nodes are introduced in the WSN in order to perform four types of attacks,
determining the security level of the examined systems. For each attack, 5 experiments were
performed per system, using 10, 20, 30, 40, and 50 percent of malicious nodes respectively.
Each experiment was executed 10 times and the average metrics were calculated. In total, there
were 50 iterations for each system per attack. At each iteration, the malicious nodes were
assigned randomly. For the first evaluated system, the malicious nodes of each iteration were
recorded — a necessary step in order to use the exact same setting in all systems, ensuring they
are compared under identical situations.

9.5.1 Normal WSN State
The systems are initialized in the first phase and the following four metrics for load-balancing
and power consumption are evaluated.

M..1 is the percentage of inactive intermediate nodes that do not participate in the forwarding
operation. A high percentage of inactive intermediates reveals poor load-balancing as a few
intermediate nodes serve all the communication effort. My.; is the average amount of data (in
KB) that is forwarded by the active intermediate nodes. The lower the value, the better. M3
estimates the power consumption by calculating the operations that are performed by each node.
One operation unit is added for each reception or sending operation. Based on Mi.3, Mi.4
measures the variation of node consumed power (COV). Equation (C10), describes the COV
metric.
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COV = a(M;1-3)/1n(M;-3) (C10)

Where o is the standard deviation and u is the mean deviation. Energy-balancing is achieved
for low COV values. The metrics M, and M4 are utilized to identify the systems that achieve
good load- and energy-balancing. The lower the values of the two metrics, the better. Figure 24,
illustrates the evaluation results.
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Figure 24 Evaluation results of the secure routing schemes for the simulation metrics M1.1, M1-2, and M1.4

In four secure routing systems (S-D RepIDS, AODV-REX, RFSN, EFW), more than half of
the intermediate nodes remained inactive during the experiment and did not forward any
packets. This is the result of the typical reasoning process used in such systems. All nodes start
with the default reputation values. As the first nodes start forwarding traffic, their reputation is
increased and they are continually selected (as no malfunctioning occurs). Thus, a few nodes
serve all the traffic. Pure DSR achieve a slightly better load-balancing as it selects the shortest
path from a source to a destination. Thus, nodes that are located at the boundaries of the WSN
were also selected for some transactions, while in the former case the intermediate nodes at the
center of the WSN gain higher reputation and were preferred. TRDSA takes into account the
energy consumption. It achieves low inactive-node ratio and forwarding effort. SR3 produce
the best dispersion as it entails longer and random routes. This results in higher forwarding
effort, as the intermediate nodes participate in more routes than in the rest systems. SCOTRES
achieved the best load-balancing performance with the lower average forwarding activity and
only 10% of the intermediate nodes remaining inactive.

The load-balancing capability proportionately affects the power consumption and the longevity
of the nodes. Thus, SCOTRES consumed the least mean power among the evaluated systems.
For the rest of the systems, high values of the COV metric (Mi.4) reveal that a few active
intermediate nodes were overburdened.
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9.5.2 Attack Scenarios

Four attack scenarios are modelled to evaluate the security of each setting. The attacks target
both the trust schemes and the routing protocol vulnerabilities. In the first case, the malicious
nodes perform a social-based on-off attack at initialization and a blackhole attack at the
evaluation phase. In the second scenario, the attackers perform ballot-based attacks (ballot-
stuffing and badmouthing) at initialization, enabling link-spoofing attacks during the evaluation
phase. In the third attack, the malicious nodes take advantage of the congested periods and
network’s topology in order to make legitimate nodes unavailable through flooding attacks (in
forwarding or routing) at the evaluation phase. The goal is to overburden these legitimate nodes
and make them misbehave, harming their reputation. In the last attack, the malicious nodes
perform constant jamming attacks at the evaluation phase. The affected nodes start misbehaving
as they cannot properly send and receive data and their reputation is decreased.

Under a blackhole and jamming attacks, the performance of a system is measured as the
delivery ratio — the percentage of the packets that were successfully transmitted from the source
to the destination to the total packets that were sent, defined as M2 and Ms respectively. The
higher the value, the better. The link-spoofing effect, metric M3, is calculated as the percentage
of the total transactions that were routed through paths that contain at least one malicious node
due to the effect of the ballot-based attacks. The lower the value, the better. The metric My
calculates the number of legitimate nodes that were rendered unreachable by the energy- and
topology-based attacks. The lower the value, the better. Figure 25, illustrates the resulting
metrics.
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Figure 25 Evaluation results of the secure routing schemes for the simulation metrics M2, M3, M4, and Ms

The evaluation of DSR reveals the effectiveness of the attack on an unprotected system. The
systems’ performance worsens as the malicious nodes increase. In general, systems that can
quickly discover the malicious nodes achieve high detection ratio and retain network’s
performance by eliminating the negative effects. As the malicious nodes increase, the delivery
ratio is decreased, while the average affected transactions per source node are increased. The
detection ratio follows a conflicting behavior. As the volume of the malicious nodes increases,
many malicious nodes participate in the same path. Thus, the first malicious nodes perform the
attack until they are detected and punished, while the rest of the malicious nodes could remain
inactive during the evaluation phase.

TRDSA and EFW perform poorly under blackhole attacks due to their simple transaction
evaluation processes and slow adaptability. SR3 detects malfunctioning faster, but the lack of
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recommendations and the high dispersion lead each one of source nodes to come across almost
every malicious node. AODV-REX, RFSN, S-D RepIDS and SCOTRES discover the attackers
faster, due to the reputation fading feature. SCOTRES achieves the best results due to the more
robust reasoning process for evaluating direct knowledge and making recommendations.

Badmouthing attacks lower the trust level of legitimate nodes and harden their selection as
forwarding nodes. As a result, the malicious nodes with legitimate trust are preferred and their
trust is increased. Similarly, ballot-stuffing increases the trust values of malicious nodes. Then,
malicious nodes are preferred for forwarding while legitimate nodes participate in less
transactions and their trust level is decreased. In all cases, as the malicious nodes increase, their
average trust value is also increased, while the average trust value of the legitimate nodes is
decreased. Thus, the link-spoofing succeeds in both cases.

The ballot-based attacks that are performed are determined by the type of recommendations
that are imposed by the evaluated system. S-D RepIDS and TRDSA use negative
recommendations (badmouthing), RFSN and SCOTRES utilize both negative and positive
recommendations (both badmouthing and ballot-stuffing). SR3 are based on acknowledgement
messages to verify a successful transmission. In that cases, the colluding attackers drop the
acknowledgement in paths where the legitimate nodes are more than 50%. Thus, a high rate of
legitimate nodes can be falsely accused, while paths with many malicious nodes are seem
reliable. The pure DSR and EFW are not evaluated in this scenario, as no recommendations are
used.

SR3 is vulnerable to acknowledgement misuse and produces the highest false accusations and
link-spoofing effect. TRDSA also achieves high false accusation ratio due to badmouthing as
it does not properly handle negative recommendations; the system accepts these when they
originate from trusted nodes or from malicious leaders with higher trust respectively. Thus,
malicious nodes who cooperate in the initialization phase, exploit the recommendation
operation. S-D RepIDS is less vulnerable to badmouthing as it gives higher weight in direct
knowledge (a node is recognized as malicious only by direct interaction). AODV-REX, RFSN
and SCOTRES deal with both attacks as the recommendations are also collated with direct
knowledge.

With regard to link-spoofing, SR3 provides little protection. TRDSA wuses simple
recommendation operations that cannot effectively counter such an attack. AODV-REX
weights direct and indirect knowledge the same; making it vulnerable to high ratio of attackers.
S-D RepIDS uses more advanced mechanisms for mitigating these effects. RFSN is the best
among the examined systems of the related work. SCOTRES implements an even more robust
recommendation evaluation mechanism and rates the recommenders against direct interaction.
It is the only evaluated system that can detect the ballot-stuffing attacks and successfully
counter the link-spoofing effect. For M3, SCOTRES achieves the best result as it stops the link-
spoofing attack, once the bad recommenders are detected and punished.

The nodes that were found vulnerable due to congested periods were mostly located at the
center of the WSN, where the bulk of the data was forwarded to. The nodes that were vulnerable
to topology-based attacks were located at the boundaries of the network, connecting source or
destination nodes with the rest network. From the evaluated systems, DSR, AODV-REX, RFSN
and EFW provide no special treatment for congested periods or topology-based attacks. S-D
RepIDS provides protection in congested periods. SR3 reduces congestion traffic due to the
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random nature of the random walk algorithm. TRDSA makes energy-aware decisions about
routing and mitigates the energy-based attacks. SCOTRES protects the network in both cases.

The most flooding attacks were performed under DSR, AODV-REX, RFSN and EFW. For
DSR, there were some paths that were rendered unavailable and falsely considered as broken.
AODV-REX and RFSN perform the same and exhibit the most false accusations and
unreachable nodes. S-D RepIDS exploits its fault-tolerance mechanism in congested periods,
mitigating the false accusations. The MAC-layer measurements of EFW assigns low
communication reliability to the overloaded links. It routes the traffic through alternative links
mitigating the false accusations. In the cases of TRDSA, SR3 and SCOTRES, mostly topology-
based attacks were performed, as the load-balancing mechanisms mitigated the overloaded
nodes and the relevant flooding attacks. SCOTRES detects the flooding as malicious activity
when it is performed in congested periods through overload nodes or topological-significant
nodes. It demonstrated the best behavior in terms of countering the attack, as there was only
one false accusation in the scenario involving 50% of malicious nodes, and all source and
destination nodes remained reachable.

For a high volume of jamming attackers (50%) no communication could be accomplished, as
they disrupt all the paths from the source nodes to the destinations. DSR and the five secure
routing schemes (S-D RepIDS, AODV-REX, RFSN, TRDSA, SR3) perform poorly, even
under a small number of attackers. EFW and SCOTRES are the only system to implement a
fault tolerance mechanism to mitigate the effect of a jamming attack, achieving a good delivery
ratio, up to a certain amount of jammers (10% - 30%). SCOTRES is more advanced as the
health-metric is responsible for detecting jamming attacks. Moreover, the reputation of the
legitimate nodes is protected in any case, as there were no false accusations even with 50% of
malicious nodes.

9.5.3 SCOTRES’s Measured Resilience to Attacks

We model as an Attacker-m-50 the nodes that perform the aforementioned attacks in the four
scenarios. In the first two cases, SCOTRES successfully countered the attacks for all Active-x-
m that were evaluated without any false accusation (Active-x-m = Countered-x-x, and
FalselyAccused-0-n). The AE was 0 for all models. In the third case, the active malicious nodes
were always detected while there was a small number of false accusations for high ratio of
malicious nodes. The best attack achieved 1 false accusation (FalselyAccused-1-25) for
Attacker-25-50, with AE=0.02. SCOTRES successfully countered all three types of attacks. In
the fourth case, all malicious nodes were active (Active-m-m). FalselyAccused-0-n holds in all
cases. SCOTRES successfully countered the attack for low ratio of malicious nodes (Attacker-
5-50 achieved AE=0.1, Attacker-10-50 achieved AE=0.15). For medium volume of attackers,
it partially countered the attack (Attacker-15-50 achieved AE=0.23). Little to no protection was
provided for high number of attackers (Atfacker-20-50 achieved AE=0.35, Attacker-25-50
achieved AE=0.5).

9.6 PRECISION AGRICULTURE ISSUES
The evolution of the Internet of Things (IoT) motivates the deployment of intelligent cyber-
physical systems (CPS) that utilize wireless networking. The market value of industrial settings

121



was $157.05 million in 2016 and it is expected to grow at a compound annual growth rate
(CAGR) of 33.3% from 2016 to 2021!!. According to the United Nations Environment
Programme and the International Fund for Agricultural Development'? around 2.5 billion
people live from agricultural production systems. Research and governmental initiatives try to
increase productivity and consumer’s safety by applying IoT technologies to monitor weather
and crop growth [131] and CPS to manage production systems, like watering [132] and
spraying pesticides with UAVs [133].

In such wireless ad-hoc networks, each entity relies on its neighbors to carry its messages and
successfully communicate with all participants. Due to the open medium and the dynamic entry
of new nodes to these networks, routing protocols must establish trust relationships to avoid
malicious nodes. The trust-based schemes, like SCOTRES, are utilized in wireless networking
to provide secure routing functionality.

In addition to the NS2 simulations, SCOTRES is also deployed on real embedded platforms
and mote devices, implementing an agricultural application. The complete system consists of
three main components: (a) A cryptographic service that enforces authentication, message
integrity, and confidentiality; (b) An efficient trust-based routing scheme that protects the
communication against ad-hoc routing attacks, as mentioned above; (c) A policy-based access
control framework that provides authorization. SCOTRES adopts efficient and state-of-the-art
features for trust. It also enforces authentication and integrity checks as the rest schemes.
Nonetheless, after successfully authenticating a node and validating the fair use of the network,
authorization is required in order to perform the requested activity. The combination of the
three services is a novel approach to provide an effective overall protection.

9.6.1 Precision agricultural CPS Scenario

A precision agricultural CPS is considered, where the devices collect environmental parameters
(e.g. temperature and humidity) and transmit them to a processing center (laptop with WiFi
capability). The processing center publishes the measurements to a cloud management system
(e.g. [134]), where the user can gain access via Internet connection. Then, the farmers make
decisions regarding fertilizer appliance, watering, pruning, digging or other rural activities.

The user can access the aforementioned functionality through cloud. The application is
implemented on the Greek Research and Academic Community cloud service, named okeanos
[135].

The system is tested in a rural settlement of a small village of the Crete Island in Greece. The
WSN monitors two small forests and one olive grove, nearby the village. The devices transmit
the measured parameters every one hour, total 24 transmissions for each device per day. The
processing center is located at the community’s public building and the users have access
through the community’s free WiFi connection that covers the whole village. Figure 26
illustrates the application setting. The picture is captured by Google Maps at location
(35.277297, 25.028250). The laptop runs the web service for managing the system. Figure
26.A. BeagleBone with USB-WiFi, SD memory card, weather cape and power supply. Figure

! Markets And Markets: http://www.marketsandmarkets.com/Market-Reports/internet-of-things-
market-573.html
12 UNEP: http://unep.org/pdf/smallholderreport_web.pdf
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26.B. BeagleBone with USB-WiFi, SD memory card and the weather and battery capes. Figure
26.C. The composed equipment of Figure 26.B. applied in the olive grove. Figure 26.D. Z1
with 2xAA batteries and wire antenna. Figure 26.E. Two Z1 motes that communicate the sensed
temperature with IEEE 801.15.4 and 6LowPAN.

Software Application Setting Embedded Platforms

Figure 26 The precision agriculture use case architecture and demonstration setting

9.6.2 Demonstration on Embedded Platform

SCOTRES is implemented on real embedded devices and its overhead compared to the pure
DSR protocol was measured. The DSR-UU implementation of the routing protocol is extended
and deployed on BeagleBone devices (low-cost credit-card-sized embedded device that runs a
compact Linux OS). A network of ten BeagleBone devices is created and connected wirelessly
via a USB Wi-Fi module.

We measure the overhead that is added to the DSR-UU protocol by the SCOTRES scheme
during normal network conditions (i.e. without any attacks) in terms of executable code size
(KBs in ROM), and average memory requirements (RAM consumption in bytes) and
processing delay (ms of CPU time). Measurements were taken for a one day operation of each
system. The three proposed SCOTRES metrics for topology, energy and channel health
consume little resources. The reputation calculation is the most resource-consuming
component, due to the history of past values that is maintained for each evaluated operation.
This feature proportionally affects the resource consumption of the trust metric. The added
overhead for routing and forwarding is low. Thus, the average network latency (end-to-end
communication) is also low, around 0.5 sec. Figure 27.A depicts the latency of two randomly
selected nodes. The integrated SCOTRES_DSR-UU requires around 50% more memory and
70% more computational resources than pure DSR-UU. The proposed system consumes more
resources, however, the additional overhead can be considered acceptable for the combination
of good security and load-balancing behavior that it achieves. Figure 27.B, summarizes the
overall resource consumption.
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9.6.3 Demonstration on Mote Devices

As a proof of concept, SCOTRES is also applied on Zolertia Z1 motes. Z1 is a low-power WSN
module that runs the Contiki OS. It uses a single core 16-bit RISC CPU at 16 MHz
(MSP430F2617 microcontroller) with 8 KB RAM and 92 KB flash memory. Z1 is equipped
with build-in temperature (TMP102) and accelerometer (ADXL345) digital sensors. The
networking features include the CC2420 transceiver at 2.4GHz, enabling communication with
IEEE 802.15.4 and 6LowPAN. A wire antenna is utilized with radio range of around 25 meters.
It is powered by two AA batteries (3.3V) or through a u-USB port (5V).

SCOTRES is applied on Z1 motes that are powered by batteries and communicated wirelessly
the sensed temperature via IEEE 801.15.4 with 6LowPAN. In order to reduce the resource
consumption, the history elements of each reputation structure is reduced from 1000 to 100.
Moreover, all data structures and variables are becoming static with fix size to minimize the
RAM usage. The power consumption is measured in mW, the energy dissipation (the time
instance since the network deployment until the first node exhausts its energy below the
minimum energy required for transmission under any channel condition) and the network life
time in months of operation (the time duration from the instant of the sensor network
deployment to the instant that the signal field cannot be reconstructed with a given QoS
requirement from the current live sensors) under a lab setting and the aforementioned rural
application.

Under the lab setting, the motes continuously transmit data. On average a mote running
SCOTRES consumes 5.87 mW. It takes around /5 days until a mote runs out of energy. Under
the rural application setting, the motes run SCOTRES to transmit data and evaluate the result
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every one hour (not continuously). The energy dissipation is around 40 months and the network
life time is 50 months.
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10. Al REASONING AND MANAGEMENT — SMART CAMPUS
USE CASE

AmbISPDM is applied on a smart campus setting, providing protection against cyber-attacks
and supporting the evacuation plan in case of fire. A real installation is presented and the
performance during the two scenarios is evaluated.

10.1 SMART CAMPUS ISSUES
AmbISPDM focuses on two real-world problems that trouble smart building applications: the
protection of the system’s SPD properties and the safeguard of peoples’ safety.

As mentioned in the related work section, the security and privacy concepts of smart buildings
are not properly handled by current solutions. The early smart-home installations are vulnerable
to cyber-attacks and the management of the SPD properties remains in an unacceptable level.
AmbISPDM tends to counter these issues and provide an efficient and effective automatic
response to attacks by reconfiguring the system at runtime and protecting the SPD-sensitive
assets.

In USA, 3870 structures in campuses and dorms caught fire on an annual basis in 2009-2013".
In EU, Sweden exhibits the most fires in schools with an associated average annual cost of up
to 120 million dollars in 1998-2004'4. Except from the economic cost, serious injuries or even
several deaths occurred. In Greek housing or off-campus housing 89 fires killed 126 people
during the period 2000-2015.

Our system continuously monitors the campus’s indoor and outdoor regions in order to quickly
detect fire, inform people and assist the successful execution of the evacuation plan. The
beginning of fire is detected through smoke detectors. The reasoning activity of a fire warden
is modelled to assist the emergency management based on the emergency evacuation guidelines
of the USA National Fire Protection Association'>. The goal is to achieve the targeted
evacuation time of 2.5 minutes'® after the fire alarm indication.

A set of rules implements the reactive evacuation plan strategy once the fire gets started. In
brief, cyber-warden’s actions include:

1. As the first responder, the agent that detects the fire informs the fire brigade, the
incident controller (caretaking staff), and the rest campus agents.

2. On raising the alarm, each agent performs the fire warden plan in its region

3. Except from the main areas and rooms, the alarm must be propagated in every section
(e.g. inner offices and WCs).

4. People are directed to safe designated areas.

13 National Fire Protection Association (NFPA): http://www.nfpa.org/public-education/by-
topic/property-type-and-vehicles/campus-and-dorm-fires

14 Kaggle Datasets: https://www.kaggle.com/mikaelhuss/swedish-school-fires

15 http://www.nfpa.org/

16 htp://www.it-

tallaght.ie/contentfiles//Documents/Estates %200ffice/Full_Evacucation_Procedures_Nov%?2013.pdf
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5. Once reaching the safe area, people are continuously advised to stay there until the
“all-clear” is given.

6. The agents check that all persons have left the building.

7. Agents should be aware of any person with disability (e.g. wheelchair user, impaired
hearing) and assist them to a safe place.

8. In case of injury or entrainment the incident controller is informed.

9. Conventional electric equipment is closed (e.g. air-conditions, computer systems that
do not participate in the crisis management) and all lights are switched on.

10. Once an indoor space has been evacuated, electronically controlled doors and windows
are closed (in order to decrease the fire spreading time)

11. Data from the whole operation are recorded for later analysis and discussion.

The following subsection details the implementation of AmbISPDM on real embedded devices
and its demonstration on two emulated scenarios.

10.2 SMART CAMPUS SCENARIO

As a proof-of-concept example, AmbISPDM assesses and manages a system which involves
an ambient environment, deployed for protecting the residents of the smart buildings on a
university campus.

The hardware platforms consist of ARM-based devices (BeagleBones) that communicate
wirelessly, monitor environment parameters, and control “smart” equipment, like electronic
doors. Moreover, the PBAC mechanism [62] is implemented for managing the residents’ access
based on their access rights, defined by XACML policies; said mechanism exploits and extends
the DPWS functionality already present on the framework’s devices, to realize the necessary
mechanisms (i.e. Policy Enforcement Points on the embedded devices and Policy Decision and
Information Points on the control nodes). Each agent manages a smart building and runs on a
local PC.

The agents evaluate the current security level of their underlying sub-systems and the system
as a whole. They also monitor their respective domains, managing them based on the SPD and
safety artificial intelligence reasoning processes. The agents can change the configurations of
a system in order to increase the SPD level when an attack is detected (e.g. increase the size of
the encryption keys) and then return to the previous state when the attack is over (to conserve
resources). In a safety-related incident, the agents can control the electronic equipment to
inform or help the residents in the case of an emergency.

For the first scenario, the defense strategy against a cyber-attack is planned. An attacker
performs a Denial-of-Service (DoS) attack to one of the servers that are located in the
universities computer center. The responsible agent that detects the malicious activity,
configures the system in order to counter the attack and increases the SPD level. It also informs
the rest agents regarding the attack status. They also increase their SPD as a precautionary
measure. When the attack is successfully encountered, the whole system is returned to the state
of normal operation and SPD.

The second demonstration scenario involves modelling the response plan in case of fire alarm
where decisions about both SPD and safety are made. Normally, the residents can only open
the doors that they are allowed to by their access rights (based on access control rules). When
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the sensor nodes detect fire, they raise an alarm informing the monitoring agent. The following
piece of code presents the relevant CAP alert for the fire detection.

CAP Alert for Fire Detection
<soap:Envelope xmlns:soap=
"http://schemas.xmlsoap.org/soap/envelope/">
<soap:Body>
<ns3:Notify xmlns="http://docs.oasis-open.org/wsrf/bf-2"
xmlns:ns2="http://www.w3.0rg/2005/08/addressing"
xmlns:ns3="http://docs.oasis-open.org/wsn/b-2"
xmlns:ns4="http://protectrail.eu/model/events/resource"
xmlns:ns5="urn:oasis:names:tc:emergency:cap:1.2"
xmlns:ns6="http://docs.oasis-open.org/wsn/t-1">
<ns3:NotificationMessage>
<ns3:Topic Dialect="http://docs.oasis-open.org/wsn/
t-1/TopicExpression/Full">FireDetection</ns3:Topic>
<ns3:Message>
<ns5:alert>
<ns5:identifier>urn:rixf:com.tuc. AmbISPDM:id/
FireAlert_01</ns5:identifier>
<ns5:sender>WSN</ns5:sender>
<ns5:sent>2016-10-19T10:43:09.000+02:00
</ns5:sent>
<ns5:status>Actual</ns5:status>
<ns5:msgType>Alert</ns5:msgType>
<ns5:source>urn:rixf:com.tuc.fireprotection/
devices/WSN</ns5:source>
<ns5:scope>Public</ns5:scope>
<ns5:info>
<ns5:category>Fire</ns5:category>
<ns5:event>FireDetection</ns5:event>
<nsS5:responseType>Evacuate
</ns5:responseType>
<ns5:urgency>Immediate</ns5:urgency>
<nsS:severity>Extreme</ns5:severity>
<ns5:certainty>Observed</ns5:certainty>
<ns5:parameter>
<ns5:valueName>Area
</ns5:valueName>
<ns5:value> 35.317469,25.102844
0.01 </ns5:value>
</ns5:parameter>
</ns5:info>
</ns5:alert>
</ns3:Message>
</ns3:NotificationMessage>
</ns3:Notify>
</soap:Body>
</soap:Envelope>

Figure 28 illustrates the DPWS request operator interface of the device that detected the fire.
The requested latitude and altitude parameters are included in the CAP message.
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Figure 28 DPWS request operator for the device that detected the fire in the smart campus use case.

The piece of code below presents the rule in Jess of the relevant SA that handles the fire
detection alert. ReportAlert is a Java method that implements the aforementioned functionality
of informing the rest participants about the fire.

Handle FireDetection Alert in DECKT-]Jess
; Handle FireDetection Alert

(defrule MAIN::HandleFireDetectionAlert

(declare (salience 570))

(Time (tpoint ?t))

?event <- (event (name FireDetection) (arg ?n))

(EC (predicate Happens) (event ?event) (time ?t) )

luent <- (fluent (name CaughtFire) (arg 7n))

(EC (predicate HoldsAt) (posLtrs ?fluent) (time ?t) )

(not (EC (predicate Terminates) (event ?event)

(posLtrs ?fluent) (time 7t)))

=>

(assert (EC (predicate Terminates) (event ?event)
(posLtrs ?fluent) (time ?t)))

(ReportAlert "Fire Detection")

(printout t "Handle Fire Detection Alert" 7t crlf) )

The agent decides to lower the security level, unlocking all doors and permitting the unhindered
exit from the building. Privacy is also decreased in order to permit the continuous monitoring
of the residents through smart cameras and ensure that everyone has left the building. All lights
are switched on, based on the emergency management plan, and the conventional electronic
equipment is turned down once a room is evacuated. As fire damages the system’s equipment
and the communication is lost, dependability is lowered, revealing the subsystem’s inability of
working properly and provide the full functionality.

The fire brigade and the incident controller are automatically informed by email or SMS. The
agent also informs its peers (i.e. agents of nearby buildings) to support the evacuation plan. The
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plan includes the routes that the residents are meant to follow in order to reach some predefined
safe areas around the campus.

As the plan is executed, the fire is extended. Another agent detects the danger in its region that
threats the evacuating personnel and raises a conflict. The responsible MA collects the local
information from the two involving agents and perform the conflict resolution mechanism.
After considering the most recent evidence from the second agent, the MA terminates the
current plan, re-runs the reasoning theory with the new facts and announces the next evacuation
activities. As the fire is extinguished, the system is returning to the normal state. When the
damage equipment will be replaced, dependability will also be restored.

10.3 DEMONSTRATION

The scenario steps appear in more detail in Table 15 (red illustrates SPD values of 0-50, yellow
illustrates SPD values of 51-70, and green illustrates SPD values of 71-100).

Table 15 Scenario steps of the smart campus use case

Overall state
STEP Events Effect (s,P,D) . ..
Visualization
Value

%)

1 Power-on of all systems and discovery/registration Initial State 80,70,65

o 1

w

A DoS attack is detected at the server of SA;. MA is
informed that an attack occurs and it sends a Security level
command to the rest building agents to increase decreases

security.

60, 70, 65

O U

Security level is increased on all SAs. MA is Security level

. . 85,70,65
informed. increases

The server has counteracted the DoS attack and SA; Security level 3
4 reports the change to the MA. The MA asks the SAs to returns to 80, 70, 65
return to normal state (to conserve resources). initial state

o T

The central building catches fire. The fire is detected
by the buildings WSN and the relevant SA2 is
informed. SA2 transmits SMS to the fire brigade and
the incident controller. SA2 Dependability decreases.
SA: Privacy decreases (incident controller now has S, P, D levels
access to exact resident location). SA2 Security decrease
decreases (encryption is disabled to facilitate
emergency response and emergency services). The
MA is informed of the changes and sends email to
operators/administrators and other stakeholders.

w

50, 40, 50

w
O T W

O T
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Fire expands. SA; detects the fire in each region. SA;
performs similar actions as SAz. S, P, D levels

6 | decrease. SA; raises a conflict regarding the S, gégegels 45, 45,30 P
evacuation route. MA collects information from SA;
and SA: and resolves the conflict. o
S
7 Fire is extinguished. Security and privacy levels are S, P levels 30.70. 30
restored. SA; and SA2 report new state to MA. increase > P
D
3 The damaged equipment is replaced. Dependability ?:52{1 rdeigi‘llitsy 80.70. 65
level increases. SA; and SAz report new state to MA. N >
to initial state
D

Figure 29 illustrates the proof of concept AmbISPDM implementation including the test-bed
used for demonstration and performance evaluation. The yellow circles illustrate the building
agents. The red arrows show the alarm messages (i.e. cyber-attack or fire alarm) among the
campus agents in the local network and the orange arrow shows the email or SMS to the fire
brigade in case of a safety-related incident. The deployed embedded platforms consist of:
Figure 29.A BeagleBone with SD memory card, USB-WiFi, weather and battery capes, Figure
29.B BeagleBoard with SD memory card, USB-WiFi, USB-Camera, and power supply, and
Figure 29.C Smart phone device with Android OS and the smart building management

application.

Application Setting

Embedded Platforms

Figure 29 The application setting of AmbISPDM for the smart campus use case.
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The system is evaluated in the campus of Technological Educational Institute of Crete. A cyber-
attack and a fire alarm are emulated to trigger the two scenarios. Each agent runs on a laptop or
PC and controls a set of embedded devices. BeagleBones equipped with the weather cape sense
environmental parameters (e.g. temperature and humidity) or control electronic doors.
BeagleBoards equipped with a USB-Camera perform a surveillance service. The operator (e.g.
the incident controller) manages the system through a smart phone device.

10.4 COMPARISON WITH EXISTING SYSTEMS
This subsection compares the SPD-Safe with relevant approaches in terms of the effectiveness
in disaster mitigation planning.

10.4.1 Disaster Mitigation Planning with Multi-Agent Systems

Research efforts use information technology to help mitigating and preventing natural disasters
or accidents. MAS have been successfully used in disaster mitigation planning applications,
exploiting their ambient intelligence capabilities.

DrillSim [136] is an augmented reality simulator that plays out the activities of a crisis response
for testing related IT solutions. Agents model the involving human roles, like the first
responders and crisis managers. Events occur in a hybrid world that is composed of the
simulated world generated by the MAS and a real world captured by a smart space. The user
interacts with the virtual world via portable devices, like cellphones and PDAs. Interfaces are
implemented in Java and Java3D and the agents are deployed in the Java Agent Development
framework (JADE). The reasoning process is modelled as a stochastic neural network (SNN).
This fact results in scalability issues, making the reasoning engine the most computationally
intensive module.

Demonstrating Effective Flexible Agent Coordination of Teams through Omnipresence
(DEFACTO) [137] is a high fidelity system that incorporates 3D visualization omni-viewer and
human-interaction reasoning. The 3D rendering is implemented in the JME game engine, with
emergency scenarios being evaluated in the Robocup Rescue simulator!”. DEFACTO can be
used as a training tool for simulated disaster scenarios. The user interacts with the coordinating
agent team in a complex environment. Valuable lessons are drawn that are applicable in real
world cases. The system architecture is semi-distributed. Simple agents are connected to a
proxy coordinator. The inter-proxy communication is based on a blackboard design. The
coordinator chooses a variety of team-level interaction strategies, which are performed by the
connected agents. Epistemic reasoning resolves conflicts based on negotiation algorithms. The
coordinator can also communicate with other proxies if necessary.

The Applications, Decentralised System Architectures, Individual Agents, and Multiple Agents
(ALADDIN) project [138] models, designs, and builds decentralized MAS. The project
integrates information from various heterogeneous sources in order to take informed actions. It
can function in uncertain and dynamic environments. ALADDIN considers different aspects
such as data fusion, decision making, machine learning, and system architecture. Evaluating
scenarios are executed in the Robocup Rescue simulator. The individual agents integrate

17 ROBO science group: www.robocuprescue.org
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information from other sources based on trustworthiness. Gaussian processes and Bayesian
inference can detect erroneous sensed data during emergency.

The Distributed Online Multi-Agent Planning System (DOMAPS) [139] tackles the disaster
planning for the floods domain in Brazil. Flood events are common in the region, especially
during heavy-rain. They are often caused by intense hydro-meteorological hazards, leading to
severe economic losses and even deaths. The Centre for Disaster Management assigns plans to
a set of robots based on the ongoing emergency situation. The water paths are traversed by
naval units and the ground paths are traversed by ground units. Unmanned surface vehicles
(USV) and unmanned ground vehicles (UGV) move through water and ground paths
respectively, collecting water samples, taking pictures of flood events and transporting first-aid
kids to the first responders that are close to victims. The MAS is implemented in JaCaMo
(Jason, CArtAgO, and Moise). The underlying Jason platform offers moderate scalability and
security, with partial compatibility with the FIPA standards. The SHOP2 planner implements
the individual reasoning behavior of each agent. Each agent controls a relevant robot. No
embedded system platform is utilized. The formalism of decentralized domains and problems
is based on a Hierarchical Task Network (MA-HTN). DOMAPS utilizes relational reasoning
to avoid or resolve conflicts. Domain-dependent social laws (e.g. network hierarchy) are
supplied by the designer off-line.

In contrast to the general AmI MAS that operate continuously during normal operation, the
disaster mitigation ones start their operation only in emergency. The equipment remains
inactive during the normal period. Most of these systems focus on supporting response
operations, with small interest on improving effectiveness. Also, the response activities are
stopped when the system components' are damaged. No system deals with adaptation to
environment changes or tracking actors' actions.

10.4.2 Comparison of Disaster Mitigation Systems

Table 16 summarizes the evaluation results of SPD-Safe and the MAS for disaster mitigation
planning (DOMAPS [139], DrillSim [136], DEFACTO [137], and ALADDIN [138]).

Table 16 Disaster mitigation systems’ features

Aspects SPD-Safe | DOMAPS DrillSim DEFACTO | ALADDIN
Response YES YES NO YES
Effectiveness

Standards YES PARTIAL NO PARTIAL NO
Control YES YES NO YES YES
Communication | YES NO NO NO YES
Resources YES YES NO NO YES
Information YES YES YES YES YES
Actors Action YES YES NO NO NO
Adaptation YES NO NO NO NO
Planning YES YES NO NO YES
Integration YES YES YES NO NO
Learning NO NO YES YES NO
Security YES PARTIAL NO NO NO
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Privacy YES NO NO NO NO
Destroyed YES NO NO NO NO
Equipment

Substitution

Regarding crisis response operations, DrillSim, DEFACTO and ALADDIN constitute the main
MAS solutions. The evaluation study in [140] compares the 3 systems and indicates open
research issues in the domain. As is evidence the current solutions have failed in managing
either overloaded communication or dynamic resources over time. Also, most systems focus
on supporting response activities, with small interest on improving the effectiveness of response
operations. No system deals with adaptation of system components to environment changes or
tracking actors' actions. The response operations are stopped or their effectiveness is degraded
in case where the system components get damaged. In all cases, no standards were followed.

SPD-Safe covers the gaps of current solutions. The deployed platforms for the MAS and the
embedded devices management are efficient, robust, and scalable. The reasoning process
tackles dynamic resources over time by design. Both the individual entities and the system as a
whole, adapt to environment changes. Moreover, the residents' actions are monitored in order
to change the evacuation plan on the fly. As the system components are damaged, the
dependability factor is decreased. When the dependability of a device or an agent reaches
beyond a threshold, the component is considered unreliable and the rest components take
control. The overall implementation follows the relevant standards for the deployment and
management of embedded devices and their services, agent modelling and communication, and
alerting formation.

DOMAPS is a state-of-the-art proposal that also tackles many of these issues. In contrast to
DOMAPS, SPD-Safe considers the private information of each agent, which is also taken into
account during multi-agent reasoning. DOMAPS does not examine privacy issues due to the
inherited properties of the MA-HTN component. Moreover, SPD-Safe automatically resolves
affairs while DOMAPS annotates the MAS developer when conflicts occur. The SPD-Safe
agents are placed in the monitoring area and react to events instantly. In case of emergency,
they inform the responsible authorities. The DOMAPS agents bid to plans that are published
by a central Centre for Disaster Management.
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11. SMART TRANSPORTATION USE CASE

Railways constitute a main mean of mass transportation. Public, private, and military settings
traverse long distances everyday. The railway infrastructure is vulnerable to several types of
criminal activity, ranging from vandalism to terrorism. Physical security of the infrastructure
assets, like train, platform, public areas and surrounding spaces, tunnel, bridge, and the
command & control center (C&C), is imperative. Modern surveillance systems can protect the
railway region. The goal is to forecast physical threats, such as thefts, vandalism, sabotage, and
terrorism.

Railway controlling software must collect spatial information and effectively manage these
systems. Wireless sensor networks (WSNs) are the indicated solution to cover the area along-
side the railway routes. In-carriage WSNs are also studied in cases of dangerous cargo
transportation. The secure communication of all these devices becomes important as successful
attacks can harm the railway’s business operation or cause serious injuries and deaths.

Currently security issues include the cyber-attacks on the information system and the C&C.
Usually, the buildings along the line are located in isolated areas, where monitoring or physical
protection by the personnel is difficult. In particular some buildings, called shelters, are
vulnerable as they maintain some electronic/electrical equipment for the railway management,
like power supply, switches, and so on. This buildings are usually located far from the main
station and the monitoring of physical threats and cyber-attacks is significant.

The buildings are ordinarily monitored by cameras and sensors, measuring environmental
parameters (e.g. temperature and humidity), to avoid physical intrusions. The collection of
environmental parameters can prevent a fire or a possible overheating of equipment. However,
the communication among the devices is wireless and, thus, it is subjected to different types of
attacks.

Current railway systems deploy a limited set of countermeasures that protect against the most
common threats, lacking in cyber-attack detection. This kind of assets are vulnerable to several
attacks at the network level, like blank hole, bad mounting, and jamming attacks.

The evolution of the Internet of Things (IoT) motivates the deployment of intelligent cyber-
physical systems (CPS) that utilize wireless networking. Railway settings are such intelligent
systems that include urban, industrial and military railways. Wireless sensor networks (WSNs)
cover the large operational area, collecting and processing ambient information. A gateway is
the link to send the information to a control center.

Except from security, safety is also important as high volumes of passengers and cargo are
being transported everyday, traversing long distances. In the past years, several serious
accidents caused many deaths and high economic losses for the involving organizations.
Nowadays, the electronic control systems are decreasing the frequency of these situations.
However, accidents can still occur due to equipment malfunctioning (e.g. signal loss) or
uncovered areas across the long railway network (e.g. unprotected car crossing).
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11.1 SMART RAILWAY ISSUES

Intelligent and reliable management systems must be deployed for the protection of critical
infrastructure. Cyber-security is also important in the era of IoT as successful attacks lead to
potential damage or personal injury.

Communications-based train control (CBTC) is a railway signaling system that enables
communication between the train and the track equipment for traffic management and
infrastructure control. The international wireless communications standard for railway
communication and applications in the European Union includes the Global System for Mobile
Communications — Railway (GSM-R). GSM-R is further combined with the General Packet
Radio Service (GPRS) and form the basis for an intelligent transport system.

Wireless sensor networks (WSNs) cover the large operational area, collecting ambient
information. Embedded devices are used in order to provide enhanced intelligence services in
such critical infrastructures and other smart city settings. The heterogeneity of the devices used
and the variety of the application domains make the management of the deployed embedded
systems a very challenging task.

The SPD-Safe can act as a CBTC for railway CPS. A proof-of-concept example is detailed,
focusing on the railway scenario of managing in-carriage and on-route equipment. Two
scenarios are modelled, where the system is configured at runtime to counter cyber-attacks and
manage safety-related events respectively. The system is implemented and demonstrated under
the EU-funded project nSHIELD [143] with the contribution of industry partners, like Ansaldo
STS'® and HATI".

11.2 SMART RAILWAY SCENARIO

As a proof-of-concept example, the proposed framework is used to assess and manage a system
which involves an ambient environment deployed with the purpose of protecting a railway’s
routes and the train’s carriages. The hardware platforms consist of ARM-based devices
(BeagleBones) that communicate wirelessly, monitor environment parameters, and control
“smart” equipment, like electronic doors and cameras. Moreover, the PBAC mechanism [62]
is deployed for managing access of the personnel based on their access rights, defined by
XACML policies. The implementation exploits the DPWS functionality, already present on the
framework’s devices. Each agent manages a smart subsystem (e.g. train or WSN) and runs on
a local PC. Figure 30 illustrates the railway system architecture.

18 Ansaldo STS: http://www.ansaldo-sts.com
19 HAI: http://www.haicorp.com/en/
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Figure 30 The smart railway use case architecture

Two WSN with MemSic Iris devices are deployed. Both networks run a trust-based secure
routing scheme [12], [13] to detect and counter ad hoc routing attacks. A cryptographic service
implemented in ULCL [9], [10], [63] safeguards the communication and provides
authentication.

For in-carriage communication, a WSN of nine Iris devices is created and connected wirelessly
via USB Wi-Fi modules. Each device monitors temperature and light. The devices use batteries
for power supply. Moreover, the device at the carriage’s entrance is equipped with a smart
camera. A second WSN is also deployed for redundancy, consisting of Zolertia Z1 motes that
collect temperature data. All devices run the PBAC’s PEP component. Through two relevant
base stations, the devices transmit information to a gateway, which maintains the PBAC access
policies and runs the agent that controls the train network. Figure 31 illustrates the in-carriage
WSN [143].
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Figure 31 The carriage WSN setting

For outdoor on-route protection, a similar WSN setting of four nodes is deployed. All devices
are connected to power supply and are equipped with weather sensors and a smart camera. In
the emulated scenario, the devices are placed on the carriage departure, the line, the passenger’s
station and tunnels or bridges along the route. The devices transmit real-time data to a security
control center with the relevant monitoring agent. Figure 32 illustrates the on-route WSN [143].
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Figure 32 The route WSN setting

In both cases, the devices collect environmental parameters and transmit them to a processing
center or base station (laptop with WiFi capability). The processing center deploys an
application where the user can gain access and manage the system.

The agents evaluate the current SPD level of their underlying components and the system as a
whole. They also monitor their respective domains, managing them based on the SPD and
safety artificial intelligence reasoning processes. The system can also be configured at runtime
to adjust to performance and security goals that are described in the active policy. The agents
can change the configurations of a system in order to increase the SPD level when an attack is
detected and then return to the previous state when the attack is over (to conserve resources).
The cryptographic service for PBAC and routing supports three communication settings:
plaintext, authenticated, and authenticated encryption. The trust scheme additionally offers two
trust evaluation settings: direct trust only, and direct and indirect trust.

To retain resources at normal operation, the system uses authenticated communication and
direct trust. Then, the cyber-attacks, like blackhole or link-spoofing, are performed. When the
system detects an attack, it informs the network nodes to increase their security level. A security
policy orders a specific set of actions (applicable to this type of devices), like using
authenticated communication with both direct and indirect knowledge. The WSNs adopt the
new policy, become stricter with misbehaving nodes and isolate the malicious ones. Similarly,
when the emergency situation is over, the system returns back to the normal (initial)
configuration. Figure 33 illustrates the GUI of the in-carriage WSN, developed by HAI and
TUC.
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Figure 33 The in-carriage WSN GUI

In a safety-related incident, the agents can control the electronic equipment to inform the
personnel or help the passengers in the case of an emergency. The demonstration scenario
involves modelling the response plan in case of fire alarm where decisions about both security
and safety are made. Normally, the personnel and passengers can only open the doors that they
are allowed to by their access rights (based on security and safety rules). When the sensor nodes
detect fire, they raise an alarm to the monitoring agent. The agent decides to lower the security
level, unlocking all doors, thus permitting unhindered exit from the train. The agent also sends
automatically an SMS via GSM to the responsibly authorities regarding the event (e.g. location
through GPS, situation’s severity) and informs its peers (i.e. agents of nearby trains) to be
aware. When the fire is extinguished and the damaged equipment is restored, the system returns
to the normal state. Figure 34 depicts the demonstrator software of the on-route equipment,
developed by Ansaldo STS.
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Figure 34 The railway on-route WSN GUI

11.3 DEMONSTRATION
The demonstration scenario consists of a shelter monitoring application featuring the following
devices:

e  Smart surveillance cameras
e WSNs

These assets are vulnerable to network layer attacks (e.g. black hole and jamming attacks). The
network topology is depicted in Figure 31 in a shelter where the following devices are installed:

e A camera is installed at the entrance to detect a physical intrusion detection,

e Two WSNs are installed inside the shelter. WSN; (green color) measures temperature
and light, and WSN; (red color) measures temperature. WSN; and WSN; are different
in hardware in order to guarantee redundancy and diversity in some measurement
parameters.

e The gateway links the aforementioned equipment with the C&C.

The system starts from a moderate SPD configuration to save resources. The state and SPD of
each prototype is then changed in response to attacks, in order to accomplish an adequate
protection level during the system’s lifecycle. The main protection mechanism against cyber-
attacks is provided by the trust-based secure routing protocol, while physical protection is
enhanced through the smart camera. Figure 35 illustrates the WSNj, the gateway, and the feed
from the smart camera.
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Figure 35 The railway shelter demonstration setting

For WSN;, we emulate the cases where a node is malfunctioning due to low battery and a
malicious node that performs a bad-mouth attack. The first node is protected when the low
energy level is detected and avoided from routing. The administrator is informed respectively.
When the issue is resolved the node trust level is restored. The malicious node is detected once
the attack rate passes a threshold and the node is excluded from routing. For WSN,, we emulate
a blackhole and a jamming attack against congested or topology significant nodes. The secure
routing scheme successfully detects both attacks and counters the attackers. The scenario steps
are summarized in Table 17 (red illustrates SPD values of 0-50, yellow illustrates SPD values
of 51-70, and green illustrates SPD values of 7/-100).
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Table 17 Scenario steps of smart transportation use case

Overall Sr
STEP Events Effect (S,P,D) s
Visualization
Value
S
| | Power-on ofall systems and Initial State | 80,70,65 p
discovery/registration
D
S
Bad-mouthing attack to WSN;. MA is informed S ity level B
2 that an attack occurs and it sends a command to ec(],:el:lge);szze 60, 70, 65 P
the rest agents to increase security. D
)
3 Securlty level is increased on all SAs. MA is Se.curlty level 85.70.65 P
informed. increases
D
WSN, has counteracted the bad-mouthing attack Security level S
4 and SA; reports the change to the MA. The MA - rr}lls N 80.70. 65
asks the SAs to return to normal state (to e > P
initial state
conserve resources). D
Blackhole attack to WSN2. MA is informed that . S
. Security level
5 an attack occurs and it sends a command to the 50, 70, 65 P
. . decreases
rest agents to increase security. =
8
6 Securlty level is increased on all SAs. MA is Se.curlty level 85,7065 -
informed. increases
D
WSN: has counteracted the blackhole attack and Security level 8
SA: reports the change to the MA. The MA asks y
7 returns to 80, 70, 65 =]
the SAs to return to normal state (to conserve L
initial state
resources). D
S
Dependability )
8 A node is died in WSN;. MA is informed. level 80, 70, 30 P
decreases
D
. 8
The dead node is replaced. Dependability level Dependability
9 . level returns 80, 70, 65 P
increases. SA; reports new state to MA. s
to initial state
D
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10 Simulated jamming attack against the network S & D levels 40.70. 40
layer of WSN2. MA is informed. decrease >
S & D level 5
1 The trust-based routing component counters the cvels 80.70. 65
attack. SA2 reports new state to MA. return to > P
initial state
D

A safety-related incident is also emulated on the on-route WSN, where fire is detected via the
surveillance cameras. A fire-alarm is signed, similar with the smart campus case. Here, the train
agents that traverse the area are informed to take relevant actions (i.e. change route or stop to

the nearest station. Also, each smart camera transmits captured frames at low rate during normal
operation. As the alarm is signed, the configuration is changed at runtime, enabling continuous
monitoring of the examined area. When the fire is over, the system returns to the normal state
to reserve resources. Figure 36 illustrate the smart camera’s feed and the accessing controls
(ON/OFF, Rotate, etc.)

Figure 36 Smart camera’s feed and controlling GUI
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12. SECURE REAL-TIME VEHICLE MANAGEMENT WITH
CRITICAL INCIDENT RESPONSE

The intelligence being built into various vehicle types, will not only improve their safety and
comfort but also enable new modes of transportation and new types of services, creating the
corresponding markets. In all cases, it will be important to be able to monitor, preferably in
real-time, various parameters of the smart vehicles’ condition. By monitoring various
operational parameters, which are assessed using SPD metrics, SPD-Safe enables real-time
monitoring and interaction with a smart vehicle or a smart vehicle fleet. A proof-of-concept
implementation is developed and deployed on real vehicles, demonstrating the successful
integration of all the technological components into an actual working framework and its use
on a real-world use case. Moreover, its performance overhead is assessed, validating the
feasibility of the proposed approach.

12.1 SMART CARS

A typical car may currently utilize over 80 built-in microprocessors, providing advanced safety
systems, emission monitoring and in-car commodities [144], [145] which aim to enhance the
comfort and safety of their passengers, also protecting the vehicle’s sub-systems by providing
early warning of failures and/or adjusting their operation accordingly. Typically, electronic
control units (ECU) manage and interconnect the distinct systems [146], [147] and the
infotainment infrastructure provides various enhanced facilities, like entertainment and
navigation, to passengers [148].

The new generation of smart vehicles will be a mobile intelligent system within a larger smart
city infrastructure, supporting communication with other vehicles, the city infrastructure and
backend systems. Prototype deployments of cars and road infrastructure exchanging
information regarding lane state and traffic are already under construction by large
manufacturers in the European Union (EU) and the United States (USA). Public entities and
private transportation organizations and businesses will also take advantage of the individual
computational and communication capabilities of smart vehicles to achieve effective fleet
management through real-time monitoring of the vehicle’s state and the driver’s driving
behavior. These features will allow organizations to minimize the risks associated with vehicle
investment and promote strategies for increasing productivity and safety while reducing
transportation and staff costs.

Government regulations are decisive to the direction of pertinent research efforts. The United
Kingdom tries to minimize road deaths in business-owned vehicles; starting in 2008, road death
is treated as an unlawful killing, enabling seizing of the company’s records and bringing
prosecutions against directors who fail to enforce safe driving policies for the drivers they
employ. Therefore, fleet management is now imperative for the functional operation of an
organization which owns a significant amount of vehicles.

The European Commission also defines new regulations for vehicle safety. One such initiative
is the European Union-based eCall system, which is expected to become mandatory for every
vehicle moving in the European Union by 2018. This emergency service, described in
regulation EN 15722:2011 [149], dictates that, when an accident occurs, the vehicle should be
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able to automatically relay essential information (the vehicle’s location, its direction and speed
before the crash, number of passengers etc.) to appropriate Public Safety Answering Points
(PSAP), informing that an accident has occurred. By providing early notification and allowing
efficient coordination of the emergency services, this will enable faster response to such
incidents (expected to decrease 50% in the countryside and 60% in built-up areas), drastically
reducing the number of deaths and the severity of injuries for the thousands of people involved
in road accidents every year. Moreover, the EU and the USA are collaborating to define a
common subset of rules and standards related to smart vehicles and smart cities infrastructure.

However, security-related incidents have already been reported, where vulnerabilities in the
infotainment infrastructure are exploited by attackers to remotely operate vehicle components
[5]. An attacker can control the breaking system, turn off the lights or even lock the car while
on the move. As more and more vehicles provide seamless connection to Internet, security
becomes an important aspect that must be considered at the design phase of any relevant
proposal. To this end, systematic methodologies for developing secure and efficient vehicular
embedded systems are needed.

Researchers of the Ford motor company have presented a methodology for modeling
automotive systems in terms of security, privacy, usability and reliability (SPUR) [150]. Every
evaluated counterpart is analyzed based on the offered SPUR functionality and a qualitative
value is assigned to each parameter (low, medium or high). The method is applied on real
system attributes, such as the valet key and the anti-lock braking system.

The EU-funded project nSHIELD [151] proposed two quantitative methodologies for building
secure embedded systems in terms of security, privacy, and dependability (SPD), namely the
attack surface metric and the multi-metric methodologies. The multi-metric methodology,
which was demonstrated in social mobility applications, is a key SPD-Safe component, as it is
specifically aligned with its design goals and intended use cases, and was detailed in the
previous sections.

ScudWare is a semantic and adaptive middleware platform for smart vehicle spaces, presented
in [152], with similar design goals as SPD-Safe. It constitutes a multi-agent system that
synchronizes context-aware and adaptive components. The agent’s reasoning process is based
on first-order predicate logic and implemented in DL with OWL ontology rules. Nevertheless,
the authors do not provide clear implementation details nor a performance evaluation, focusing
on the theoretical background of ScudWare. SPD-Safe provides a more robust reasoning
process, and is based on modern standards, adopting a SOA approach. Moreover, it offers
higher degree of context representation and reasoning which are further combined with
quantifiable metrics for security, privacy and dependability.

In all cases, mechanisms should be included to allow the vehicle owner (e.g. a logistics
company or a father lending his car to his son) to specify driving rules for the drivers, setting,
for example, the maximum travel speed and/or the operating area (through geo-fencing).
Furthermore, sensors could be used to monitor the vehicles health, informing the owner about
engine malfunctions or other incidents in real-time.

Finally, all mechanisms should ideally be developed with backward compatibility in mind,
maintaining the ability to retrofit the necessary modules into existing vehicles. It is estimated
that there are over 500 million vehicles already roaming US and EU roads alone; a huge market
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for anyone involved in retrofitting such modules to make existing vehicles “smarter” and let
their drivers enjoy some of these new enhanced services.

SPD-Safe aims to act as an enabler for addressing the above issues. The most important concern
is the enhancement of passenger safety and the framework can help achieve this in various
ways: it can assist in keeping vehicle fleets in good condition (by constant monitoring of vehicle
health), it can monitor the drivers’ compliance to good-driving practices, and it can enable faster
response in cases of emergency. The adoption of SPD-Safe would, thus, allow a smart city or
any other public or private organization with vehicle fleets to reduce the risks to their personnel
and their vehicle investment, advancing productivity while reducing transportation and staff
costs. Moreover, it can help achieve compliance with upcoming regulations of EU and other
government organizations both for vehicle safety and green infrastructure management.

12.2 SMART CARS SCENARIO

Smart vehicles are expected to constitute an important segment of the upcoming IoT — enabled
world, where computing devices will not only permeate our lives but will also be easy to design
and create at home [153]. Modern vehicles already feature a number of embedded electronics
that monitor and control the various automotive sub-systems, aiming to enhance passenger
comfort and safety, achieve energy-efficient operation and maximize the vehicle’s lifetime.
Many types of accidents can be reduced through superior safety features, like early breaking
and road lane departure warnings; this is also the focus of various governmental initiatives
worldwide, which define stricter regulations for vehicle safety. Automotive legislation
initiatives also necessitate the production of more eco-friendly vehicles, a target partly achieved
by sub-systems which monitor the vehicles’ operation in real-time and trigger adjustments to
engine parameters. Based on the above stimuli, the electronics integrated into vehicles increase
with every vehicle generation and are expected to rise steeply with the introduction of smart
and, eventually, self-driving vehicles. This “intelligence” built-into vehicles will also enable
the introduction of a variety enhanced services that everyone will enjoy, from end-users (e.g.
parents lending their vehicle to their child), to private entities (e.g. logistics or car-rental) and
public entities (e.g. governments, smart cities, emergency services) operating vehicle fleets.

To facilitate the deployment and operation of these services in a secure and interoperable
manner, SPD-Safe is utilized for the implementation of a smart vehicle management framework
based on the integration of novel primitives with standardized communication technologies and
mechanisms. The proposed approach can provide real-time monitoring of a vehicle or a fleet of
vehicles, collecting various operating parameters (e.g. regarding engine health or passenger
safety), quantified using a set of security, privacy and dependability —related metrics, and also
allowing interaction with the vehicles (to adjust some parameters) in real-time. The owner and
other stakeholders can also set policies of fair use (maximum speed, allowed detours etc.),
tracking the driver’s behavior based on these features. Thus, it allows individual users,
companies relying on vehicle fleets for day-to-day operations and even public entities (e.g. a
smart city) to minimize the risks associated with passenger safety, protect vehicle investments,
enhance productivity, and reduce transportation and staff costs.

147



SPD-Safe consists of various core components, comprising a low-cost multi-agent system for
smart vehicles, also allowing the integration of smart infrastructures (e.g. smart road and/or
smart city sub-systems) into the monitoring and decision-making process.

The main technological building blocks of SPD-Safe were detailed in the previous sections,
while for underlying communications, a Service Oriented Architecture (SOA) is adopted, in
order to provide seamless interaction between the framework’s entities. Thus, all of the
framework’s entities specify semantic information regarding their type and provided services
using the DPWS OASIS standard, supporting device and service description, discovery,
messaging and eventing. This allows the deployment of devices aligned with the Web Services
technologies, thus facilitating interoperability among services provided by resource-
constrained device and providing seamless Machine-to-Machine (M2M) discovery and
interactions.

The ambient context is modelled in Jess-EC and develop reasoning services based on a formal
theory that reasons about the composability and integration of the underling devices and
technologies and verifies the current SPD level of the system, and a management theory of the
ambient environment, also responsible for administrating the system in real time. The OASIS
standard CAP is used to model the semantic information that is exchanged between the in-
vehicle equipment with its agent and the agent with other agents outside the vehicle. The
external communication is achieved via GSM.

At the smart vehicle end, an SPD-Safe agent monitors the system and takes simple decisions
regarding SPD and safety. The agent lies in the infotainment infrastructure communicating
internally with the ECU and externally with other agents. The agent acts as an intermediate
layer between the ECU and external systems, providing an abstract level of communication and
protecting the internal system from attacks.

The Command & Control (C&C) center is responsible for smart vehicle management. A master
SPD-Safe agent is deployed at the backend, collecting information from the smart vehicle and
infrastructure agents. The master agent has global knowledge of the whole system and carries
out the fleet management strategy. It can trivially be extended to use databases to store vehicle
and driver history records, maintaining extensive log files and execution reports. Moreover, it
can be used to display the positioning information of the smart vehicles into a geographic
information system (GIS) in order to provide location-based services (e.g. geo-fencing). To
implement this functionality at the backend, DPWS is integrated into the OSGi middleware, as
described in previous sections. The JADE-agents are also integrated into the same platform and
manage the vehicles’ devices in real-time through OSGi interfaces. ECU and supplementary
devices model the provided functionality in DPWS and exchange information with the vehicle’s
agent through OSGi. Figure 37 depicts the aforementioned car agents and the master agent of
the C&C.
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Figure 37 The car agents and the master agent of the backend GUIs

With regard to the dynamic SPD levels, the smart vehicle can transmit subsets of the monitored
information. Ideal security, privacy, and dependability settings may not always be possible, as
operation may be hampered by congestion, missing mobile network coverage or other variables.
So, for example, lack of mobile connectivity can be represented in the SPD levels reported on
the Backend System, as lower a lower Security level if security mechanisms are omitted
because of network issues or to preserve power.

Accordingly, in another case, the service user may decide not to report his exact location, but a
larger area (i.e. one including more service users), in order to obstruct the tracking of his exact
whereabouts and, thus, protect his privacy. This will have a direct effect on the Privacy level
visible at the backend monitoring system.

Variations in the Dependability level will be more common. The vehicle’s health is monitored
in real time (e.g. tire pressure, mileage, warning messages from the ECU etc.), and the
dependability value should be adjusted accordingly. For example, when the car exceeds the
planned travel mileage between services, the Dependability value reported will be lower.

12.3 DEMONSTRATION

As a proof of concept, SPD-Safe is retrofitted onto an existing vehicle, using off-the-shelf
components. This setup relies on the infotainment system - or the user’s smart phone, if a smart
infotainment system is not available, as was the case with the vehicle we used — for
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communication with the backend system. An Android-based application is deployed on the
smart device, which performs the SPD and safety related reasoning process, also
communicating and receiving commands from the command & control. The application
collects information regarding the car’s sensors (e.g. fuel consumption, engine status) from the
ECU via a Bluetooth-enabled OBD scan tool. These OBD tools are widely available nowadays
for a very reasonable cost; the one used in the setup cost ~/0 Euros. The application collects
additional data from sensors already integrated into infotainment or smart phone, like
acceleration and GPS position. The insert in Figure 38 depicts the above car setup.

A smart city’s infrastructure can also be integrated into SPD-Safe. As proof of this, a WSN is
included in the test setup. The sensors communicate via a trust-based secure routing protocol
(Appendix C), allowing them to detect several types of sensor malfunctions and malicious
attacks. The backend collects and processes this information from the WSN’s gateway and can,
in turn, inform other agents.
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Figure 38 Social mobility use case architecture

The use case scenario is designed to demonstrate the SPD variations of the involved systems in
the cases of: attacks on the smart city infrastructure, engine malfunction on one of the vehicles
and, finally, a car crash. The scenario steps appear in more detail in Table 18.

Table 18 Scenario steps of Social Mobility use case

Overall T
STEP Events Effect (s,P,D) . .
Visualization
Value
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S
1 Power-on of all systems and discovery/registration Initial State 80,70,65 P
D
A Black Hole attack is detected at the WSN. S
) MA is informed through WSN that an attack occurs Security level 60.70. 65
and it sends a command to the vehicles to increase decreases > P
security. D
S
3 Secqu?y level is increased on both Car; & Car». Segurlty level 85,70,65 P
MA is informed. increases
D
The WSN has counteracted the Black Hole attack, . s
. Security level
4 reporting the change to the MA. Teturns (o 80.70. 65
The MA asks Car; & Car to return to normal state s > P
initial state
(to conserve resources) D
S
ECU of Car; informs of increased temperature. Dependability
> MA is informed. decreases 80,70, 50 P
D
Car crashes. Transmits eCall SMS.
SA; Dependability decreases. SA; Privacy decreases
(operator at C&C now has access to exact vehicle g
location). SA; Security decreases (encryption is S&P&D )
6 disabled to facilitate emergency response and levels 50, 50, 40 B
emergency services). decrease
The MA is informed of the changes and sends email D
to C&C operators/administrators and other
stakeholders.
S
Cary is repaired. S&P&D
7 SA| reports new state to MA. levels increase 80,70,65 P
D

As a full scale deployment on an actual smart city was not feasible, an experimental test-bed
was used to evaluate SPD-Safe’s performance under this scenario. The Linux-based device was
deployed on a BeagleBone embedded device (720MHz ARM Cortex-A8 processor, 256MB
RAM, Linux OS), emulating the ECU. The Android-based version of the agent was deployed
on a tablet (1.9GHz quad-core processor, 2GB RAM, 16GB, Android OS), emulating the
vehicle’s infotainment. The backend system run on a laptop PC, while a separate laptop was
used as a gateway for the “smart city infrastructure” WSN which was based on IRIS motes
(Atmel ATmegal281 16MHz CPU, 8kB RAM, 128Kb program flash memory) running the
trust-based secure routing algorithm. Finally, a desktop PC was used as a client to the services
provided by the vehicle (e.g. to access its location) for benchmarking purposes. This setup,
which was able to successfully carry out all of the demonstration steps detailed above, appears
in Figure 39.
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Figure 39 The social mobility and smart car demonstration setting.

The performance of SPD-Safe was evaluated focusing mostly on the resource-constrained
devices, as documenting all performance aspects of all entities involved in a complex
framework like this would not be practical. To investigate the framework’s behavior, a
benchmark client was developed that issued consecutive requests to access the smart vehicle’s
location (from the infotainment device) and its engine temperature (from the ECU). Both these
operations were protected by the access control mechanism detailed above, thus before replying
the devices verified (by communicating with the backend) that the client was authorized to
access this data, based on the active policy set. Furthermore, at random intervals, the benchmark
client would communicate with the master agent to trigger changes in the SPD state of the
prototypes (e.g. to increase the key length used for encryption), thus also evaluating the impact
such changes can have on the responsiveness of the devices and the system as a whole.

The master agent is the most computationally demanding entity of SPD-Safe; its code size is
1.87MB, it occupies 45MB RAM and needs /.6 seconds, on average, to perform a reasoning
process. Moving to the rest of the entities, we focused on the infotainment device (i.e. the
android application) and the corresponding Linux-based application developed for the
embedded platform (emulating the ECU). Their CPU load during tests was not that significant,
with an average of 4.8% recorded on the Beaglebone and an average of 4./% on the Android
platform. Memory consumption was also acceptable, averaging 33.46MB on the Beaglebone
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and 26MB on the Android device. Perhaps the most interesting performance parameter is the
delay experienced by the user attempting to access the smart vehicle’s services and the latency
of the system when changing between SPD states. These results appear in Figure 40, which
shows the response time (recorded client-side) for each of the requests issued concurrently to
both the vehicle’s infotainment (tablet) and its ECU (Beaglebone). As is evident from the graph,
the Linux-based embedded device is more responsive, with an average response time of
93.16ms compared to 198,7ms for the infotainment. This is expected, as there are more
processes running at the background on the Android tablet and also features a GUI which
further impacts its responsiveness. Nevertheless, both devices demonstrated acceptable
response times. Also evident in the graph are the spikes recorded when the devices had to
change SPD states (and, thus, had to process the incoming master agent request, change their
operating parameters accordingly and inform the master agent once the changes were in place).
These changes in SPD states do introduce significant delays, but they are not a concern, as such
changes are expected to happen rarely during normal operation (when the framework needs to
react to some attack, when a vehicle crashes etc.).
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Figure 40 Performance evaluation of SPD-Safe — Response time (in ms) per request for embedded and mobile
devices
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13. CONCLUSIONS & FUTURE WORK

This thesis presented SPD-Safe — a management framework for embedded systems deployed
in ambient secure and safety-critical applications. The multi-agent system is implemented in
the JADE platform and deployed on OSGi middleware for controlling DPWS devices, also
exploiting the security mechanisms already specified in the abovementioned technologies. The
core of the reasoning process is an event-based model checker which extends the Event
Calculus. Security, privacy, and dependability (SPD) related theory is modelled and
implemented as a formal framework for system composition verification, security validation
and metric-driven management. Moreover, modelling of safety-related theory and the
implementation of Al ambient plans and strategies are supported. These two features are
combined to manage the underlying embedded systems, considering both the SPD and the
safety perspectives. The proposed solution is applied in five scenarios: smart home, the smart-
buildings of a university campus, smart vehicle fleet, railway infrastructure, and precision
agricultural. SPD-Safe, in this context, manages and configures the underlying systems at
runtime to perform Al reactive plans that retain the safety of the residents in cases of emergency
or counter cyber-security attacks.

The SPD evaluation is useful in reasoning if a system can meet some SPD requirements and
counter attacks under a specific threat model as well as comparing different system settings and
determining which is the safest.

However, from a business and engineering perspective, it is also desirable to determine which
of the systems that meet our requirements is the most profitable/cost-effective. Thus, SPD-Safe
could be extended to also evaluate the economic cost of implementing each system state. The
above-mentioned cost and SPD evaluations can be integrated in business frameworks for
assessing investments and performing cost-benefit analysis on embedded and information
systems in general.

Technology ageing is another important factor for long-term product usage. Smart devices in
the smart home domain, like fridge or surveillance cameras, are expecting to function for many
years. This long device lifetime affects the protection status and can derive several of the current
safe solutions, inadequate after some decades. For example, in the cryptography field, the
cipher AES substituted the outdated cipher DES and elliptic curve crypto-systems are
considered as a future replacement of RSA ones. The proper metrics and measurement
techniques should take into consideration system ageing issues. The composed SPD multi-
metric can resolve some of these problems. The analysis that estimates the protection level of
the applied defence mechanisms based on a known set of limitations can be periodically
updated to map the current status. Thus, a product vendor can keep up to date the SPD of his
products and the system designer can re-estimate the composed SPD of his deployment, when
changes occur.
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APPENDIX A — SURVEY AND EVALUATION OF LIGHTWEIGHT
CRYPTOGRAPHIC PRIMITIVES ON EMBEDDED SYSTEMS

Pervasive computing is a growing trend for where devices with embedded microprocessors are
used to enhance various aspects of our everyday lives (e.g. [12], [141], [142], [102]). Such
devices operate on limited resources and therefore, data processing, communication protocols
and underlying technologies must be carefully chosen to meet strict operating requirements.
Considering, however, that the information they handle is in many cases private or safety
critical and must be appropriately protected from malicious attackers, appliance of secure
cryptographic components becomes imperative. Lightweight cryptography (LWC) investigates
the integration of cryptographic primitives and algorithms into constrained devices [9], [10].

Between the two main categories of cryptographic algorithms, symmetric- and asymmetric-
key, the former exhibit good performance and are widely used for confidentiality, integrity
checks and authentication protocols. The tested robustness and known levels of security of well-
known block ciphers, like AES [154], make them good candidates as long as they can be
adjusted to meet the corresponding resource constraints. AES is the standard symmetric-key
cipher used in cryptographic applications. Newer block ciphers designed specifically for this
domain are gaining ground, introducing novelties and improving the overall efficiency.

In the following subsections, a survey of lightweight cryptography for embedded systems is
presented as well as their implementations (in hardware and software). Similar surveys on LWC
were first carried out in 2007. In [155] and [82], the authors evaluate hardware and software
implementations for lightweight symmetric and asymmetric cryptography. In [156], the authors
investigate the lightweight hardware and software solutions for Wireless Sensor Networks
(WSNs), i.e. groups of highly-constrained hardware platforms. In [157], the authors report new
trends for lightweight hardware block and stream ciphers. In [158], hardware implementations
of block ciphers are examined while in [159] and [160] the authors implement and evaluate
lightweight block ciphers on the same platform for fair comparison. Software implementations
of lightweight block ciphers on three different platforms are presented in [161]. The latest
survey on cryptanalytic attacks on lightweight block ciphers was carried out in [162].

This appendix is a comprehensive survey in LWC and includes recently proposed ciphers. We
further present the latest trends in hardware/software implementations of lightweight block
ciphers and summarize the state-of-the-art design directions. The latest cryptanalysis results are
mentioned and the vulnerable ciphers are reported. We analyze the features of block ciphers
and identify the more suitable ciphers for different types of embedded devices. Based on the
devices' capabilities, we categorize the implementations in three groups: ultra-lightweight, low-
cost and lightweight. Ultra-lightweight implementations fit in the most constrained devices (in
terms of computation capability, memory, power), like the standard 8051 microcontroller and
the ATtiny45. Low-cost devices are affordable and perform a little better than ultra-lightweight
ones, like the ATmegal28. Lightweight devices include the remaining devices that are reported
in LWC.

Hardware-based algorithm implementations are categorized based on chip area and complexity.
Ultra-lightweight implementations occupy up to 1000 logic gates, low-cost implementations
occupy up to 2000 logic gates and lightweight implementations occupy up to 3000 logic gates.
The software implementations are categorized based on the ROM and RAM requirements.

179



Ultra-lightweight implementations require up to 4KB ROM and 256 bytes RAM, low-cost
implementations require up to 4KB ROM and 8KB RAM and lightweight implementations
require up to 32KB ROM and 8KB RAM. Finally we record the implementation characteristics
of the latest proposals in hardware/software and create benchmarks based on metrics.

A.1 BRIEF OVERVIEW

Embedded devices have inherent limitations in terms of processing power, memory, storage,
connectivity and energy consumption [163], [164]. While ordinary cryptography focuses in
providing high levels of security, lightweight cryptography also needs to consider the
aforementioned restrictions, which can affect design and implementation choices.

Hardware LWC implementations try to achieve the required functionality with the minimum
amount of hardware real-estate. These designs are suitable for ultra-constrained devices that
perform specific tasks. The efficiency depends on a number of aspects analyzed below, like,
design complexity, CMOS technology, power and energy consumption, and throughput.

The implementation's complexity is one of the most dominant factors that affect the design
approach. It is determined by the logic gates that are required to implement a cipher. The
relevant metric is called Gate Equivalent (GE). GE is a unit of measurement that specifies the
manufacturing-technology-independent complexity of digital electronic circuits. In CMOS
technologies, the silicon area of a NAND?2 gate usually constitutes the technology-dependent
unit area commonly referred to as gate equivalent. Except for expressing complexity, the
number of the logic gates or the GE metric reflect to a portion of the chip area that is occupied
by the hardware implementation. Thus, they are usually utilized as an intuitive way to express
the chip area of a design. A specification in GE for a certain circuit represents a complexity
measure, for which the corresponding silicon area can be deduced for a dedicated
manufacturing technology. The authors in [165] and [166] suggest that approximately 250-
4000 logic gates, out of the total 1000-10000 logic gates commonly present on RFID tag spaces,
can be used for security related tasks. For lightweight devices, up to 3000GE can be acceptable
while for even smaller devices, like low-cost RFIDs and 4-bit microcontrollers, 2000GE and
1000GE are proposed respectively [427].

CMOS technology is another factor that affects the implementation characteristics. Different
technologies and standard cell libraries produce different results. For example, the same
implementation of PRESENT that is presented in [167] produces 1075GE on 0.18 pm, 1169GE
on 0.25pm and 1000GE on 0.35 pm CMOS technology.

Software implementations on the other hand target less constrained devices. One of the main
goals of software implementations is to keep memory and CPU needs as low as possible in
order to minimize power consumption and the compatible devices’ cost.

Software implementations are optimized for throughput and energy savings by requiring fewer
cycles, since voltage and clock frequency are usually fixed for microcontrollers. These
implementations are included in cryptographic libraries for embedded systems [63], [168].

Memory restrictions, however, are bound to negatively affect performance. As small memory
elements are utilized, more cycles are needed to execute an operation. While in hardware
implementations the 4-bit S-boxes are a popular option ([169], [97], [98], [170], [171], [172],
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[173], [174], [175], [176]) in software, the use of 8-bit S-boxes has also been proposed ([169],
[177], [178], [160], [179], [180]). The reduction in cycles count is considered significant despite
the use of more space.

For active devices, like wireless sensor nodes that have their own power supply, energy
consumption is a significant aspect. For passive devices, like contactless smart cards and RFID
tags that do not have their own power supply and must adapt to the host device's constraints,
power consumption is the main concern.

Power is an important as it is related to two main issues: the power consumption of a device
and attacks related to power analysis. When frequency is fixed at a low value, like 100 kHz that
is usually examined in LWC research [427], the power consumption is directly connected to
chip area [181]. A small area predisposes that the circuit will consume low power. Table 19
summarizes the GE and power characteristics of standard-cell libraries [182]. Power deviates
by a factor of two to three across different technologies. Table 20 summarizes the general
frequency, RAM, ROM, and power characteristics of different microcontroller platforms in the
sensor network market [156].

Table 19 Characteristics of different CMOS technology modes for commercial standard-cell libraries

CMOS Technology Node (um) | Gate Density (kGEs/mm? | Power (nW/MHz/GE)
0.35 6 18
0.18 125 15
0.13 206 10
0.09 403 7
0.065 800 5.68

Researchers aim to make the power usage profile of their implementations independent of the
secret key, in order to withstand simple and differential power analysis ([183], [184], [185]).
As a result, the power consumption is increased. In applications where Differential Power
Analysis (DPA) [186] is a threat, researchers attempt to counter DPA while trying to respect
the power constraints. In less critical applications, power consumption is considered a priority
while the countermeasures for DPA are less important.

Table 20 Characteristics of different microcontroller platforms

Microcontroller platform | Frequency (MHz) | RAM (KB) ROM (KB) | Power (mA)
8-bit 4-8 0.064-4 1.4-128 2.2-8
16-bit 4-8 2-10 48-60 1.5-2
32-bit 13-180 256-512 4000-32000 31-100

Timing requirements are also imperative for deploying several special domain applications
[176], [187] and ISO/IEC standard protocols [98]. The ideal lightweight cipher should occupy
a small circuit area, consume the least amount of resources and power, and perform as fast as
possible.

In order to fairly compare different ciphers several factors should uphold:
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e The compared implementations need to provide the same security level.

e For hardware, the benchmarking set-up, including the CMOS library, the synthesis
scripts, the synthesis tools need to be fixed and not to favor any of the competing
ciphers.

e Similarly, the same benchmarking machines need to be applied for software.

e There are plenty of implementation choices (e.g. serial and round-based) and the
designs are optimized for specific evaluation metrics. This may lead to different
architectures for different metrics.

e The reported results should ideally be reproducible by the wider community.

In order to fairly compare different ciphers, the aforementioned factors should all be
considered, as it is difficult to implement all the proposals on the same platform.

On the same issue, the authors in [188] studied the impact of technology and standard cell
libraries in the hardware implementation of hash functions. They conclude that accurate
comparisons between different hardware implementations can be achieved when the same
technology has been used, even if different standard cell libraries are used. On the other hand,
significant inaccuracy could be noticed when using different technologies. Similar observations
are mentioned for all other reported features, like performance and power consumption. The
authors of said work also note that only latency is independent of technology, while power and
area depend on technology. Throughput may depend on technology when the maximum
throughput is needed, as the maximum frequency depends on the technology being used.
Similar remarks can be deduced for software implementations.

A comparative study is conducted in the following subsections. The ciphers with low security
level are initially indicated to draw the reader’s attention. In order to provide a fair comparison,
the different implementations are initially grouped, based on the deployed technology in
hardware and software. Also, the implementations with the worst features (e.g. high energy
consumption or low throughput) are excluded. Among the efficient ciphers, the
implementations of the same technology with the same key and data-path size are retrieved and
compared.

Then, inter-technology evaluation is performed based on a subset of ciphers that are
implemented in more than one technologies. For example, in hardware TWINE is only
implemented in 0.09um and RECTANGLE only in 0.13um. PRESENT is implemented in both
platforms. Based on the aforementioned analysis, PRESENT is more efficient than TWINE in
0.09um and PRESENT is less efficient than RECTANGLE in 0.13um. Thus, we derive that in
general RECTANGLE is also more efficient than TWINE.

A.1.1 Evaluation Metrics

Several lightweight ciphers are compared based on a number of metrics presented in this
subsection. Specifically, security, cost, and performance features are investigated. The best
ciphers are those who provide the appropriate level of security and balance the tradeoffs
between cost and performance. Some metrics are generic while others are tied to the hardware
implementations (e.g. hardware technology and GE) and some to software implementations
(e.g. RAM/ROM size). The metrics used for the comparison presented in this paper are the
following:
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Security level: It is a logarithmic measure of the fastest known computational attack
on an algorithm and is measured in bits. In most cases the level is identified by the key
length in bits. The level of security cannot exceed the key length but it can be smaller.
Initially, a cipher’s developers estimate its security level, which can be updated
accordingly, based on reported attacks.

Hardware technology: It is the CMOS technology used to implement the cipher with
the corresponding occupied area being measured in pm. The technologies most
commonly used in LWC research papers are 0.13pm and 0.18um [427]. The
complexity and the area occupied by the hardware implementation are described by the
Gate Equivalent (GE) metric and depend on the technology used. The GE metric is
calculated by dividing the layout area of an implementation in pm? by the
corresponding area of a NAND?2 gate.

Throughput: It stands for the Kb/s the cipher’s encryption/decryption operation
achieves at a specific frequency. Most of the research papers in LWC utilize
frequencies of 100 KHz for hardware and 4 MHz for software. We record the
throughput of each evaluated implementation. In cases where an implementation uses
a different frequency, the reported throughput is projected at these two frequencies.
Latency: It defines the number of clock cycles required to compute a single block’s
plaintext/ciphertext.

Power and energy consumption: We evaluate the power of hardware
implementations in uW. The power can be roughly estimated based on the GE and the
hardware technology details referred to in Table 19. For software implementations, we
consider an average power of 0.004uW and 0.00135pW for 8- and 16-bit
microcontrollers in 4MHz frequency with 0.9V voltage respectively, based on Table
20. Energy consumption per bit for both hardware and software implementations is
calculated by the formula:

Latency [%l:ks]x}’ower [uW]

Energy [u]] = Block Size[bits] (AD

Where latency is the number of clock cycles that are required to encrypt a block, power
is the pW that are consumed by the hardware or software implementation and block
size is the size of data in bits that each cipher can process in one encryption/decryption
operation.

RAM/ROM memory: The amount of RAM and ROM (in bytes) the algorithm
requires. RAM bytes represent the resources required to store the intermediate state.
ROM bytes represent the code size which is actually the size of the implementation.
Efficiency: Indicates the trade-off between performance and implementation size. The
higher the value, the better. For hardware implementations, the metric is calculated by
the formula:

Hardware Ef ficiency = % (A2)
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Where throughput is the Kb/s the cipher's encryption operation achieves at 100 KHz
frequency and the complexity is the value of the chip area and complexity in KGE.
For software implementations, the metric is calculated by the formula:

Software Ef ficiency = Thoughputlkbps) ’;’i’z”et[[lfé’]ps] (A3)

Where throughput is the Kb/s the cipher's encryption operation achieves at 4 MHz
frequency and code size is the size of the executable code in KB.

A.1.2 Lightweight Cryptographic Mechanisms

Embedded devices often have inherent limitations in terms of processing power, memory,
storage, and energy. The cryptographic functionality that ESs utilize to provide tamper resistant
hardware and software security functions has direct impact on the system’s:

e Size: Memory elements constitute a significant part of the module’s surface.

e  Cost: Directly linked to the surface of the component.

e Speed: Optimized code provides results faster.

e Power Consumption: The quicker a set of instructions is executed, the quicker the
module can return to an idle state or be put in sleep mode where power consumption is
minimal.

Traditional cryptography solutions focus in providing high levels of security, ignoring the
requirements of constrained devices. Lightweight cryptography (LWC) is a research field that
has developed in recent years and focuses in designing schemes for devices with constrained
capabilities in power supply, connectivity, hardware, and software. Schemes proposed include
hardware designs, which are typically considered more suitable for ultra-constrained devices,
as well as software and hybrid implementations for lightweight devices.

e Hardware designs implement the exact functionality without redundant components.
The main design goal is the reduction of the logic gates that are required to materialize
the cipher. A small GE predisposes that the circuit is cheap and consumes little power.
For constrained devices an implementation including up to 3000 GE can be considered
acceptable while for even smaller devices, like 4-bit microcontrollers, implementations
of 1000 GE are being studied [165], [166]. Energy consumption and power constraints
are other significant factors. Energy consumption is important when a device is running
on batteries while power constraints affect passive devices, like passive RFID tags, that
must be connected to a host device to operate. Security attacks and relevant
countermeasures that are correlated to power analysis are also considered in hardware
designs.

o Software implementations typically only require a microprocessor to operate. The main
design goals are the reduction of memory and processing requirements of the cipher.
Implementations are optimized for throughput and power savings. Portability is their
main advantage over hardware implementations.
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e  Hybrid schemes combine the two approaches exploiting the best features from both.
Hardware implements the basic cipher functionality and software performs the data and
communication manipulation. A common practice is the design of cryptographic
coprocessors. The throughput is mostly affected by the communication bandwidth
between hardware and software components. Hybrid implementations target on
specific communication applications, like RFID tags, portable devices and Internet
Servers.

A.2 SYMMETRIC CRYPTOGRAPHY

Lightweight and ultra-lightweight ciphers usually offer 80 to 128 bit security [166]. 80 bit
security is considered adequate for constrained devices [170], like 4-bit microcontrollers and
RFID tags, while 128 bits is typical for mainstream applications [154]. For one way
authentication, 64 to 80 bit security would suffice [179].

Three main approaches are followed in implementing lightweight ciphers. In the first case,
researchers try to improve the performance of well-known and well-studied ciphers such as
AES and DES. A state of the art AES [154] hardware implementation uses 2400 GE and is used
as a benchmark for newer ciphers. In the second case, researchers design and implement new
ciphers, specific for this domain. PRESENT [155] is such an example implemented for
lightweight and ultra-lightweight cryptography and is one of the first ciphers that offer a 1000
GE implementation for ultra-constrained devices. In the third case, researchers mix features of
several ciphers that are well studied and their individual properties are known.

The absence of decryption is another factor that can reduce the requirements of such ciphers,
especially for ultra-lightweight cryptography. Hummingbird-2 [184] is a combination of cipher
and protocol and adopts this strategy. This approach is suitable for devices that need only one
way authentication. Furthermore, some ciphers like KTANTAN [185] propose that the key
should be hardwired on the device to further reduce the GE due to the absence of key generation
operations.

A.3 BLOCK CIPHERS

A.3.1 General Information

There are five basic types of block ciphers based on their inner structure: Substitution
Permutation Networks (SPNs), Feistel networks, Add-Rotate-XOR (ARX), NLFSR-based
and hybrid. AES is the best known cipher that adopts the SPN structure, DES is the best known
Feistel type cipher, while IDEA the best known ARX cipher, KeeLoq the best known NLFSR-
based cipher and the best known hybrid ciphers are those of the Hummingbird family.

SPNs process plaintext through a series of sequential substitution and permutation boxes that
transform the data and prepare them for the next round. SPN ciphers include AES [154],
NOEKEON [189], ICEBERG [190], mCrypton [191], PRESENT [97], PUFFIN-2 [192],
PRINTcipher [187], Klein [170], LED [171], EPCBC [176], PICARO [193], PRINCE [194],
Zorro [183], RECTANGLE [195], I-PRESENT™ [196] and PRIDE [197].
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Feistel networks perform a diffusion function on half of the data of each block, resulting in a
smaller round function. Additional logic is needed to apply the diffusion function to the
untransformed state, such as a bitwise XOR operation, which requires 2.5-3 GE per bit. SPNs
do not have this extra overhead and, as a result, serialized SPN ciphers are likely to achieve
smaller datapaths. Feistel ciphers include DES [281] and its variants [198], GOST [172], TEA
[199] and its variants [200], [201], Camellia [202], SEA [203], CLEFIA [204], KASUMI [205],
MIBS [206], TWIS [180], TWINE [174], LBlock [175], Piccolo [173], SIMON [207], ITUbee
[208], FeW [209], Robin [210], Fantomas [210] and HISEC [211].

SPN and Feistel are the most widely-used types [427]. As will be made clear in the following
subsections, many of the proposed lightweight Feistel-type ciphers suffer from security
problems, in contrast to SPN-type ones. Still, Feistel networks offer both encryption and
decryption with little cost, but in many tag-based applications decryption functionality is rarely
required. An encryption-only SPN cipher still remains a strong competitor, if not the choice of
preference, for the LWC field.

ARXs use addition, rotation and XORs with no S-boxes. The produce compact and fast
implementations but their security properties are not well-studied, especially when compared
to SPN and Feistel ciphers. ARX designs are IDEA [212], HIGHT [272], SPECK [207], LEA
[213] and BEST-1 [214].

NLFSR-based ciphers utilize the building blocks of stream ciphers. They are mostly used for
hardware implementations. The security of their inner components is based on stream cipher
analysis. KeeLoq [215], KATAN and KTANTAN family [216] and Halka [217] have a stream
cipher structure.

Hybrid ciphers combine the three aforementioned types to improve specific parameters, like
throughput. Their analysis is determined by the selected cipher types. The Hummingbird family
[218], [98] is a special case with hybrid structure of stream and block cipher. PRESENT-GRP
[219] is another hybrid design that combines the PRESENT SPN with the bit permutation of a
grouping permutation (GRP) structure.

A.3.2 Chronicles

We categorize the lightweight block cipher proposals in three time periods based on the general
LWC features and design goals. The ciphers of each period are grouped based on their type and
are referred to in chronological order.

Period 1: early lightweight applications

In 80s and 90s cryptography on mainstream computers was investigated and the first
cryptographic standards were established. Embedded systems usage was limited. Lightweight
security was provided by compact implementations of mainstream ciphers and some early
lightweight proposals. These solutions target specific applications, like GSM security and
remote keyless systems. The first attacks exposed the vulnerabilities of the lower security
settings and established the cryptanalysis principles in this domain.
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SPN ciphers

AES is considered a landmark in traditional cryptography and, thus, cannot be ignored in the
context of LWC. It uses 128-bit blocks with 128-, 192-, and 256-bit keys through 10, 12, and
14 rounds respectively. Latest achievements in AES hardware implementations based on a
serialized AES S-box [179] use 2400GE and 226 cycles per block. The S-box is based on
Canright’s research [220], who thoroughly investigated the hardware requirements for the AES
S-box. Canright proposes a very compact S-box that is composed of smaller fields. The S-box
that is used in the lightweight version is further minimized in area by the replacement of D flip-
flops and MUX with scan flip-flops. The scan flip-flops are mainly utilized in the construction
of the State and the Key array. Also the area requirements of the control logic are reduced by
the replacement of the FSM with a LFSR. The authors also show that row-wise processing is
more hardware-friendly than column-wise. The cipher remains safe with biclique cryptanalysis
achieving slightly better results than exhaustive search [221].

In [160], a compact software implementation of AES is proposed. Registers are used to store
the internal state and the mix column step while the key is stored in RAM. The S-box and the
round constants are implemented as look-up tables. Also shift and XOR operations are used for
the multiplications performed for mix column. The implementation requires 1659 bytes of
ROM and needs 4557 cycles to encrypt a 128-bit block.

NOEKEON [222] uses 128-bit keys and blocks through 16 identical rounds. A related-key
cryptanalysis was presented in [282] and as a result the cipher was rejected by the NESSIE
project. Later, the designers of NOEKEON argued that the presented attacks were not practical
and that the cipher remains safe [223]. The first hardware implementation [224] occupies
2880GE and is suitable for lightweight devices. In software [160], it requires 364 bytes of code
for 21.7 Kbps throughput and is suitable for 32-bit processors. It is an early involutive cipher
(uses the same datapath for encryption and decryption, allowing the same circuity to be reused
for the inverse operation) whose design is explored by newer proposals.

ICEBERG [190] is a fast involutive cipher. It uses 128-bit keys with 64-bit blocks through 16
rounds. ICEBERG is optimized for reconfigurable hardware implementations as it allows
changing the key at every clock cycle without any loss in performance and the deriving of the
round keys on-the-fly. It produces very efficient combinations of encryption/decryption and
requires 5800 gates for 400 Kbps of throughput [178]. Differential cryptanalysis on the 8-round
version is the best known attack [225]. The overall design is investigated by newer involutive
ciphers to provide low-cost encryption/decryption functionality.

Feistel ciphers

DES is one of the first ciphers to be investigated for LWC. It uses 56-bit keys with 64-bit blocks
through 16 rounds. The disadvantage of DES compared to AES is the smaller key size (i.e. 56-
bits), yielding a lower security level (also broken under linear cryptanalysis [226]). On the other
hand, smaller key sizes allow for smaller inner structures and low area footprint. The DESX
variant [198] uses key whitening to increase the security level and render brute force attacks
impossible; it uses 184-bit keys for the same block size and rounds. Hardware implementations
of DES and DESX are presented in [198] and their cost is 2309GE and 1848GE respectively.
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Older software implementations are presented in [155]. Newer, more compact software
implementations, are presented in [160] and [227].

TEA (Tiny Encryption Algorithm) [199], [228] (2355GE) uses 128-bit keys with 64-bit blocks
and 64 rounds. It is notable for its efficiency in power-energy-memory, its simplicity and ease
of implementation. TEA needs 648 bytes of code [160], requires 7408 cycles of encryption and
does not use S-boxes. The weak points of TEA, identified in [229] and [230], are the equivalent-
keys attack and its bad performance as a hash function. XTEA (eXtended TEA or Block TEA)
[231], [200] was proposed to overcome these weaknesses. Among others, XTEA operates on
arbitrary size blocks and utilizes a more complex key scheduling procedure. A related-key
rectangle attack on 36 rounds of XTEA is presented in [232]. At a later stage, XXTEA
(Corrected Block TEA) [201] was proposed, but a chosen-plaintext attack based on differential
analysis against the full-round cipher was later presented [233]. Even though these ciphers are
designed for software implementations, hardware implementations are reported in [231] for
XTEA with 3490GE, which well exceed the 3000GE limit.

Camellia [202] is developed by Nippon Telegraph and Telephone Corporation and Mitsubishi
Electric Corporation and is approved by ISO/IEC, IETF, the projects NESSIE and
CRYPTREC, and is adopted in Japan's new e-Government Recommended Ciphers List. It
became popular as it achieves similar security level and processing capabilities with AES. It
uses the same block and key sizes as AES through 18 or 24 rounds. In LWC, it is mainly studied
for the fast software implementations as the hardware implementation [234] exceeds the
3000GE bound (at 6511GE). In software [177], Camellia requires 1262 bytes of code and 64
cycles for encryption. Cache timing attacks in software implementations were presented in
[235].

ARX ciphers

IDEA (International Data Encryption Algorithm) [212] uses 128-bit keys with 64-bit blocks
through 8.5 rounds and all data operations are performed in 16-bit unsigned integers. To reduce
the memory overhead, IDEA does not contain S- and P-boxes. It is based on XOR, addition
and modular multiplication operations. It has been implemented in hardware for encryption in
high-speed networks [236]. However, these designs are not suitable for embedded devices. Yet,
IDEA performs well in embedded software and is used in PGP v2.0. Its most compact
implementation occupies 596 bytes of code for 94.8 Kbps throughput [237]. Similarly to AES,
biclique attacks are slightly faster than exhaustive search [238].

NLFESR ciphers

KeeLoq [215] is widely used in remote keyless entry systems. It was created by Gideon Kuhn
in the 80's. The cipher is dedicated to hardware and utilizes a non-linear feedback shift register
(NLFSR). It uses 64-bit keys with 32-bit blocks, a 32-bit initialization vector (IV) and process
the data for 528 rounds. Practical key recovery based on a slide attack and a novel meet-in-the-
middle attack are presented in [215].
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Period 2: 1" LWC generation

The first LWC generation covers the years 2005-2012. In this era, embedded systems are
gaining ground and adequate general purpose security becomes imperative. The foundations of
LWC are set and a high variety of ciphers are designed specifically for this domain. An arm
race is held where the area reduction is one of the most targeted design goals. Mostly
encryption-only implementations are evaluated, with speed and power optimizations also
taking place. PRESENT is the new milestone as the first lightweight cipher that reached the
bound of around 1000GE area. Speed and power optimized ciphers are also proposed.
Cryptanalysis is evolved as new attacks are efficiently applied in lightweight primitives. The
period ends by the formal representation of LWC and the establishment of the ISO/IEC standard
for LWC that includes the block ciphers PRESENT and CLEFIA.

SPN ciphers

mCrypton (miniature of Crypton) [191] is a compact edition of Crypton [239]. It uses smaller
block size (64-bit) through 13 rounds and variable key sizes (64-, 96- and 128-bit) to comply
with the new constraints in ubiquitous computing devices. It is designed for low-cost RFID tags
and sensors and exhibits low-power and compact implementations in both hardware and
software. A related key rectangle attack was reported in [240] for the 8-round mCrypton.

PRESENT [97] meets lightweight and ultra-lightweight requirements. It is one of the first
ciphers implemented on ultra-constrained devices with almost 1000GE (encryption-only)
[167]. PRESENT is a milestone in the evolution of lightweight block ciphers and is used along
with AES as a benchmark for newer proposals. As with CLEFIA, PRESENT is also
standardized in ISO/IEC 29192. It uses 80- and 128-bit keys with 64-bit blocks through 31
rounds. It has an SPN structure and needs 1030GE for 80-bit keys of both encryption. The main
feature is the replacement of the ordinary eight S-boxes with a carefully selected single S-box.
PRESENT is the first cipher that applied this serialized architecture and its design is extremely
hardware efficient, since it uses a fully wired diffusion layer without any algebraic unit.

PRESENT software implementations on different platforms have also been studied [181]. The
newest software proposal [160] decreases the code size, retains the throughput and performs
both encryption and decryption. The code size is 1000 bytes and the algorithm requires
11342/13599 cycles for encryption/decryption on an 8-bit microcontroller. The implementation
stores the round key and the state in registers. Two 256-byte tables are used for the encryption
and decryption S-boxes to permit parallel lookups, while the code for permutation is utilized in
both operations.

On the downside, side-channel attacks [241], [242] and a related-key attack [243] have been
reported on the 17 round of PRESENT. Improved differential fault analysis was presented in
[244], which recovered the key by inducing two or three 2-byte random faults. Biclique
cryptanalysis on the full round cipher are slightly better than exhaustive search [245]. A
truncated differential attack on the reduced 26-round cipher was presented in [246].

PUFFIN-2 [192] is based on its predecessor cipher PUFFIN (2303GE) [247] (the latter is
broken under statistical saturation attacks [248]). It is designed to be implemented exclusively
with a serialized architecture and supports the same key and block size as PRESENT through
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34 rounds. PUFFIN-2 is faster and has smaller footprint (1083GE), while providing both
encryption and decryption functionality; it is an involutive cipher using the same datapath for
encryption and decryption. The cipher is resistant to related-key attacks, since at key scheduling
the relevant permutation layers are not regularly distributed among rounds. Differential
cryptanalysis on the full cipher is slightly better than exhaustive search [249].

Klein [170] uses 64-bit blocks with 64-, 80- and 96-bit keys through 12, 16, and 20 rounds
respectively. It targets legacy sensor platforms. The main goal was to achieve high software-
based performance while keeping a compact hardware footprint. As, in general, sensors are
more powerful than RFID tags, software implementations are more practical. For its inner
structure, several choices are made to balance the small area in hardware and software
performance. Thus, bit-shifting operations, used by many hardware compact ciphers, are
avoided. Byte-oriented matrix multiplication operations are opted for because of their software
efficiency on 8-bit processors.

Practical chosen-plaintext key-recovery attacks have been successful for up to 8 rounds of
Klein-64 [250]. They exploit the existence of differentials of high probability deriving from the
combination of the 4-bit S-box and the byte-oriented MixColumns operation. An asymmetric
biclique attack on the full version cipher exploits weaknesses of the diffusion layer and key
schedule [251]. The worst case computations are 29 with 2%° data complexity. A modified
version of the attack, with higher data requirements, is slightly faster.

LED (Lightweight Encryption Device) [171] is designed to achieve small hardware footprint
while keeping reasonable software performance. It uses 64-, 80-, 96- and 128-bit keys with 64-
bit blocks through 32 and 48 rounds. It is an AES-like cipher, and the authors apply some newer
trends from the field of lightweight hash functions based on block ciphers. LED uses no key
scheduling process, the PRESENT S-box, the row-wise processing as described for lightweight
AES [179] and the mix column approach of the hash function PHOTON [252]. The absence of
key scheduling is also proposed in CGEN [253]. This approach offers significant chip area
reduction for hardware implementations but may give rise to serious security issues, like related
key attacks [254]. The authors study and address these vulnerabilities. The research for the
absence of key scheduling is the main contribution of the cipher, though, as reported, further
independent cryptanalysis must be performed. However, the reduced round cipher is vulnerable
to biclique cryptanalysis [245]. Differential fault analysis based on Super-Sbox techniques
obtain significant improvements for fault attacks [255]. The search space for the 128-bit key
exhaustive search is reduced on an average of 22!,

Domain specific SPNs

Domain specific ciphers, like PRINTcipher [187] and EPCBC [176] are implemented to meet
the cryptographic requirements of specific applications, such as Integrated Circuit (IC) printing
and Electronic Product Code (EPC) encryption respectively. IC-printing is used for the
production and personalization of circuits at very low cost. EPC is an industry standard by
EPCglobal [256] and is considered as a replacement for barcodes using low-cost passive RFID.
In its smallest form, it uses 96-bit keys.

PRINTcipher uses 80- and 160-bit keys with 48- and 96-bit blocks through 48 and 96 rounds
respectively. It is developed for both domains, i.e. PRINTcipher-48 (402GE) is designed for
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IC-printing applications while PRINTcipher-96 (726GE) for EPC encryption. It uses 3-bit
operations. As computer architectures do not use odd number of bits, a software implementation
would use redundant resources. It is noted that PRINTcipher was released in order to investigate
this application domain and is not ready for actual deployment yet. The authors are not
concerned about related-key attacks as they are considered unrealistic for IC printing
applications. Such attacks on the full round cipher were presented in [257].

EPCBC is a PRESENT-like cipher that uses 96-bit keys with 48- or 96-bit block size through
32 rounds. The main contribution is the adjustment of an improved PRESENT version with the
96-bit keys aiming to be used for EPC encryption. The authors took the security analysis of
PRESENT into consideration. Thus, EPCBC uses an optimized key scheduling procedure that
is more secure against related key differential attacks. The most lightweight version of the
cipher costs 1008GE and, to our knowledge, it is the most suitable cipher for EPC encryption.
Reduced-round versions are vulnerable to practical algebraic cryptanalysis [258].

Ciphers like AES and the original PRESENT support smaller or larger key sizes than 96-bit.
Assuming that 96-bit keys are adequate, smaller keys do not offer the required level of security
while larger keys produce larger than necessary implementations due to redundant components.
Other ciphers that support 96-bit keys are SEA (3758GE), mCrypton (2420GE), Klein
(1528GE) and LED (1116GE). The older ciphers, i.e. SEA and mCrypton, produce larger
implementations and are not suitable for EPC encryption, although mCrypton is the most
efficient.

Feistel ciphers

SEA (Scalable Encryption Algorithm) [203] is designed for scalable software implementations
on constrained devices, being parameterized in text, key and processor size. It uses low-cost
encryption routines that are suitable for processors with a limited instruction set. The design
goals were to meet low memory requirements, small code size and a limited instruction set.
Other features are the efficient combination of encryption-decryption, the ability to derive keys
on-the-fly and the straightforward implementation in assembly code. Its most compact software
implementation on 8-bit microcontrollers [160], requires 426 bytes of code and 41604 cycles
for encryption. In [259], the authors propose a hardware implementation where they
demonstrate a fully generic VHDL design to achieve the algorithm's scalability. The most
lightweight version requires 3758GE.

CLEFIA [169], [204] is another lightweight block cipher, known for its highly efficient
hardware and software implementations. It was designed by SONY and is standardized in
ISO/IEC 29192. CLEFIA uses 128-bit blocks with 128-, 192- and 256-bit keys through 18, 22,
and 26 rounds respectively. The most compact implementation occupies 2488GE (encryption
only) for a 128-bit key. It follows a serialized architecture without requiring any additional
registers. Decryption can be implemented with an 116GE overhead. The most lightweight
encryption/decryption version occupies 2604GE, which is 23% smaller than the corresponding
AES-128 version. The authors apply clock gating techniques to reduce the number of
multiplexers and increase the cycle counts. Furthermore, they adopt some older ideas utilized
in compact AES implementations. For a compact matrix multiplier, operations are computed
column by column. Scan flip-flops replace D flip-flops and MUX to further reduce area.
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Improbable differential attacks on reduced round versions achieve the best cryptanalysis results
and are slightly better than exhaustive search [260].

KASUMI [205] is implemented for cryptography in GSM, UMTS and GPRS. It uses 128-bit
keys with 64-bit blocks and processes the data in 8 rounds. A differential-based related-key
attack was presented in [261].

Two newer DES and DESX variants, called DESL (DES Lightweight) and DESXL [198], are
also presented for the same key and block sizes and rounds. DESL reduces the gate complexity
by replacing the 8 original S-boxes with a single one, thus removing 7 S-boxes and a
multiplexer. The single S-box is repeated 8 times and is designed to resist against differential,
linear and the Davis-Murphy attacks. It achieves a size reduction of 20%. Also, it utilizes serial
hardware techniques to reduce gate complexity. DESXL is the combination of DESL and
DESX and features an 18% size reduction compared to DESL. Hardware implementations of
DESL and DESXL are presented in [198] and their cost is 2629GE and 2168GE respectively.
Software implementations, are presented in [160], [227]. For a compact implementation of
DESXL they propose the use of a function which can compute all permutations and expansions
depending on the calling parameters, while producing 6-bits outputs as direct input to S-boxes.
The permutation and expansion tables are stored and processed from flash memory.

MIBS [206] supports 64- and 80-bit keys with 64-bit blocks through 32 rounds. It has a Feistel
structure with an SPN round function, utilizing the S-box of mCrypton [191]. The permutation
is operated in nibbles and the F-function operates on half a block. The key scheduling is based
on PRESENT. The authors take the side-channel and related key attacks reported for PRESENT
into consideration. They secure MIBS by using a round-dependent counter to mix the contents
of the key register. However, many types of attacks [262] h