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“Anybody who has been seriously engaged is scientific work of any kind realizes that over

the entrance to the gates of the temple of science are written the words: ’Ye must have

faith.’ It is a quality which the scientist cannot dispense with.”

– Max Plank.



Abstract

Multimodal dialogue systems are becoming increasingly part of our everyday life, mainly

because of their naturalness, robustness and efficiency. One interesting and relevant

field of research is multimodal dialogue systems for children. Computers have become a

popular learning and playing tool for young children, and multimodal approach seems

promising for the creation of interfaces for children. The design and implementation

of such interfaces however, can be tricky and challenging, mainly because the way that

children interact with such systems is very different than the adults.

In this work, we investigate how preschool children interact with multimodal dialogue

systems, and identify factors that are good indicators towards adapting multimodal

dialogue systems for preschoolers. For this purpose, an on-line multimodal platform

has been designed, implemented and used as a starting point to develop web-based

speech-enabled applications for children. In order to investigate how fantasy, curiosity

and challenge contribute to the user experience, varying levels of fantasy and curiosity

elements, as well as, variable difficulty levels were implemented in five task oriented

games, suitable for preschoolers.

Nine preschool children were asked to play these games in three sessions; in each session

only one of the fantasy, curiosity or challenge factor was varied. Both objective and

subjective criteria were used to evaluate the factors and applications. Results show that

fantasy and curiosity are correlated with children’s entertainment (user satisfaction),

while the optimum level of difficulty seems to depend on each child’s individual prefer-

ences and capabilities. Preliminary experiments also showed that interaction patterns

and acoustic features are indicators of (subjectively) optimal levels of fantasy, curiosity

and difficulty. Moreover the collected data was used in order to build emotion classifiers

as a step toward adapting multimodal dialogue systems for preschoolers, with promising

results.
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Chapter 1

Introduction

1.1 Introduction

In the past few years multimodal systems are becoming increasingly part of our everyday

life, e.g., mobile communication devices. Multimodal systems combine multiple input

and output modalities, such as, keyboard, pen, speech, touch/multi-touch, in order to

increase the naturalness, robustness and efficiency of human-computer interaction. One

interesting and relevant field of research in this area is multimodal dialogue systems for

children.

Multimodal interaction systems for children have become increasingly popular during

the past few years, mainly because of the difficulties that younger children have, using

the conventional input modalities like mouse and keyboard. As a result their interaction

with interactive systems such as games and educational software, is not as efficient and

pleasant compare to adults. For that reason different input modalities such as gestures

and speech can help in order to increase usability in computer-children interaction.

Although children are good recipients of technology, there are several pitfalls and chal-

lenges in the design and the implementation of multimodal dialogue systems for children.

This is because children are quite different than adults, both in terms of their interac-

tion with such systems, and in human factors standpoint. Recent studies have shown

that children have a tendency to interact with multimodal systems using more than

one modality simultaneously, more often than adults. Moreover, children’s enjoy more

the mix of exploration and exploitation, especially at younger ages. In terms of human

factors, it is shown that there is acoustic and linguistic variability in children speech,

and this is a significant problem in speech recognition technology.

1
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However, the challenges does not prevent the creation of multimodal dialogue systems

for children. In the recent years lot of research has be done in the design and imple-

mentation of multimodal dialogue systems for children. A number of prototype systems

with advanced spoken dialogue interfaces, multimodal interaction capabilities and/or

embodied conversational characters have been implemented. However, almost all of

these systems have focused in the age group 6-15. And that is because older children

can be more easily controlled in experimental conditions than younger children.

To investigate how preschool children interact with multimodal dialogue systems, we

have designed and implemented an on-line (web-based) multimodal platform, in order

to be able to quickly prototype, deploy and evaluate multimodal dialogue systems for

preschoolers. Using this platform we have designed five such games that use speech and

mouse as input modalities.

Since the main purpose of the games is to entertain the players, one of the aspects we

should consider is how to measure the entertainment and how we can adapt multimodal

dialogue systems in order to increase user’s satisfaction. Several theoretical studies exist

on how we define fun, how can be measured and what are the elements that should be

implemented in a game in order to be fun.

Based on these prior studies, one of the main goals of this work, is to identify some

of the parameters that we can adapt in such systems so that we can increase user

satisfaction and entertainment. For that reason several entertainment factors have been

implemented in our games and evaluate in order to identify if they are good indicators

towards adapting such systems.

The main contribution of this work is to provide a multimodal platform that can be used

in the future, not only for studying children-computer interaction, but for any web-based

multimodal application. Furthermore there are only few works studying the integration

patterns at preschool ages and the child computer interaction with such systems. This

work provides more information that could help in further studies towards developing

better applications for children. Finally by identifying which of the factors that make a

good game, that exist in the literature, are good indicators towards adapting multimodal

dialogue systems for children, the goal for better multimodal interfaces for children is

even closer. That is because in this ages entertainment and learning are intertwined

activities and having a usable and entertain interface is crucial in the learning procedure.

The remainder of the thesis is organized as follows. Chapter 2 discuss about multi-

modal dialogue systems and the challenges in the design of multimodal dialogue sys-

tems for childern. The existing work towards adapting multimodal dialogue systems for

preschoolers is discussed in Chapter 3. The architecture and the implementation of the
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multimodal platform is described in Chapter 4. Then the functionality and user interface

of the five implemented multimodal games are presented in Chapter 5. The development

of fantasy and curiosity triggers, as well as, the different levels of game difficulty are de-

scribed in the same chapter. In Chapter 6, the evaluation method is describe while in

Chapter 7 the objective and subjective evaluation results for nine subjects are presented

and discussed. Finally conclusions and future directions are presented in Chapter 8.



Chapter 2

Multimodal Dialogue Systems

2.1 Introduction

During the past three decades, computers from simple “calculation machines” have be-

come indispensable components of our daily life with multiple uses. As a result of

the growing computer usage, more people interact daily with computers or machines

that contain computers. From the early years of the computers an important issue

was human-computer interaction. Human was trying to find new ways to interact with

computers in order to make the interaction with the machines more efficient and easy.

As the computers were evolved, the increase of their computational power allowed the

implementation of the first graphic user interfaces and formed the human computer in-

teraction as we know it today, with the mouse and keyboard as the main input modalities

and GUI as the main output modality.

Nevertheless the quest for new ways of interaction was never abandoned. As a result

computational devices with different sizes, computational power and input/output ca-

pabilities are appeared, and the future of computing is likely to include modalities such

as gestures, speech, haptics, eye-gaze, opening the door to new applications designed

specifically for such devices.

But what are the multimodal interfaces? Multimodal interfaces are interfaces where

the communication between the system and the user is made through various modalities

such as speech, gesture recognition, pen, GUI, etc. These systems have the ability to fuse

the information through the various modalities, to decide which is the best modality for

communication at each point of the interaction and are able to disambiguate the input

from a modality with the use of another one. The various modalities are not concern

only the input to the system but also the output as well.

4
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Multimodal applications range from map-based and virtual reality systems for simulation

and training, to multi-biometric person identification systems for security purposes, to

medical, educational, and web-based transaction systems. They have evolved rapidly

during the past decade, with steady progress, mainly because they have many advantages

regarding the human computer interaction.

2.2 Advantages of multimodal systems

One particularly advantageous feature of such multimodal systems is their superior error

handling. By developing multimodal interfaces the performance stability and robustness

of recognition-based systems is improved. From a usability standpoint, multimodal

systems offer a flexible interface in which users can exercise intelligence about how to

use input modes effectively so that errors are avoided. To reap these error-handling

advantages fully, a multimodal systems are designed so that users can achieve their

goals with any of the available modalities. In that way, when an error is occur (e.g. from

speech recognizer) users can use another modality (keyboard, pen, gesture etc) in order

to fix it. Also in a case of input ambiguity (this happens usually with speech modality),

multimodal systems are able to disambiguate input with the use of another modality. As

a result multimodal systems demonstrate a relatively greater performance compared to

unimodal systems. The error suppression achievable with a bimodal system, compared

with a unimodal one, can be in excess of 20-40% and can be improve in systems that

use more modalities.

Another important reason for developing multimodal interfaces are their potential to

greatly expand the accessibility of computing to diverse and non-specialist users, and

to promote new forms of computing not previously available. Since there can be large

individual differences in people’s ability and preference to use different modes of com-

munication, multimodal interfaces will increase the accessibility of computing for users

of different ages, skill levels, cognitive styles, sensory and motor impairments, native

languages, or even temporary illnesses. This is because a multimodal interface permits

users to have the control over how they interact with the system. For example, a vi-

sually impaired user may prefer speech input, as may a manually impaired user with

a repetitive stress injury or with his arm in a cast. In contrast, a user with a hearing

impairment, strong accent, or a cold may prefer pen input. Well before the keyboard

is a practiced input device, a young preschooler could use either speech or pen-based

drawing to control an educational application.

Multimodal interfaces also provide the adaptability that is needed to accommodate the

continuously changing conditions of mobile use. Systems using speech, pen or touch
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input are suitable for mobile tasks. When these modalities combined users can select

among them from moment to moment, depend on environmental conditions [? ]. For

example, the user of an application in a vehicle, may frequently be unable to use pen

or keyboard input, although speech is relatively more available. In this respect, a mul-

timodal interface permits the modality choice and switching that is needed during the

changing environmental circumstances of actual field and mobile use.

2.3 Multimodal systems architectures

The architecture of multimodal dialogue systems has steadily evolved from monolithic

to modular, with well defined communication protocols between modules. A modular

architecture is important because it adds flexibility, scalability and robustness to the

system. Usually the communication between the modules is delegate by a central con-

troller, although a peer-to-peer model can also be used, for communication between the

modules. In practice, a combination of the two ways for communication is used. There

is no clear guidelines for the communication protocol between the various modules so

both synchronous and asynchronous communications are allowed, although synchronous

communication is preferred.

There are also agent-based architectures where the communication between agents or

modules can be done via a shared communication space (aka blackboard). Agent-based

architectures can handle asynchronous delivery, triggered responses, multi-casting and

other concepts from distributed systems. For example, using a multi-agent architecture,

speech and gestures can arrive in parallel or asynchronously via individual modality

agents. In our study, a combination of peer-to-peer and a central controller is used.

Figure 2.1: A common multimodal system architecture.
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In Fig. 2.1 a typical multimodal architecture with emphasis on the speech modality is

shown. In muldimodal interfaces the separation of the application and the interface

is very important. Application states and communication goals are implemented for

multiple modalities, so the separation of the application from the interface can lead

to more “clear” implementation. Also the separation of the logic of the application is

important because by separating logic, a single application manager can be build for all

modalities.

2.4 Design process and principles for multimodal dialogue

systems

To exploit the advantages of multimodal systems, the design should conform to some

principles. In this way, such systems obtain the maximum functionality. Designing

a good application is the first step towards building a successful multimodal system.

In the process of building an interactive dialogue system, data collection and analysis

are crucial part of multimodal dialogue system development. Data can be collected

at various stages of application development and used to improve the system. As a

result the development of a multimodal application is an iterative process. Usually

“Wizard of Oz” scenarios are used where the unfinished parts of the system are replaced

by a software interface that is operated by a human that he/she provide the missing

functionality. Through this iterative process, we can lead to a more robust and stable

system.

Also the general guidelines that are apply to any interactive application must be follow.

First of all, learnability is an important aspect of an interactive interface. The interface

should be design in a way that can help users to learn the functionality and familiarize

with the system very easy. Moreover flexibility is another important issue. In multimodal

systems by flexibility we usually mean the different modalities which user can use in order

to interact with the system. More modalities are usually mean more flexible system.

Finally robustness is the last general guidline that multimodal systems should be follow.

Robustness is the ability of a system, to continue to function despite the existence of

faults in its component subsystems or parts. So, a multimodal system should be robust

and help users to achieve their goal despite of any faults. For example if an input

modality is unavailable for any reason, the system should help user to choose another

one.

Beside from the general guidelines like learnability, flexibility and robustness that are

apply to any interactive system, there are some design guidelines that are especially

important for multimodal dialogue systems as reported below:
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• Consistency: A multimodal dialogue system should be consistence. Providing

consistency between the various input and output modalities is not an easy task

especially when speech is involved, so special care should be taken in such cases.

One aspect of consistency is symmetric multimodality. By using the same modal-

ities for both input and output, the cognitive load is reduce and the efficiency is

improved [33]. By consistency we mean that the same input or output modalities

should be used in any state of the system and that the goals should be achieved

by using any of the available modalities. For example if a ticket reservation sys-

tem uses speech and mouse as input, then user should be able to use them at

all the necessary steps through the reservation, and should be able to achieve the

reservation goal using either speech, mouse or both of them.

• Efficiency and Synergy: This principle applies to multimodal interfaces that

are use more that one input or output. Synergy of the modalities is very important

in multimodal systems. In a synergistic interface the performance should be better

than the performance of the individual unimodal interface. Efficiency is one of the

advantages of multimodal interfaces and that is because of the synergy between

the different input and output modalities.

2.5 Multimodal systems for children

One interesting and relevant field of research in the area of multimodal dialogue systems,

is multimodal dialogue systems for children. Computers have become an increasingly

popular learning and playing tool, especially with young children, and multimodal ap-

proach seems promising in the creation of interfaces for children. That’s mainly because

the usage of different modalities like speech and gestures can overcoming the limitations

of keyboard and mouse as input devices, especially at the early ages, where children can

not use them efficiently.

Although children are early adopters of new technologies and interfaces, designing mul-

timodal systems for children is challenging both from the core technology development

and the human factors standpoint. Core technology challenges include getting speech

recognition technology to work for children users. Interface and human factor challenges

have to do with the interaction patterns of children (mix of exploration and exploitation)

and the variable capability in using a specific modality (e.g., language, mouse). Overall,

variability is one of the greatest challenges when designing multimodal interfaces for

children, one size does not fit all.
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In the next paragraphs we are going to report these challenges and the relevant work in

each field.

2.5.1 Acoustic and linguistic variability

Acoustic and linguistic variability in children speech, is one of the main challenges in the

design of multimodal dialogue systems. There are several differences between adult and

children’s speech. Due to a shorter vocal tract and smaller vocal folds, children have

higher fundamental and formant frequencies than those of adults, and greater spectral

variability [6, 7, 34]. These differences affect seriously speech recognition performance.

Research has been conducted targeted on adapting adult speech recognition technol-

ogy towards children, with promising results. In [34] a vocal tract length normalization

(VTLN) was applied to an adult recognizer to adapt it to children speech. Also in

[35] they normalize the signal, prior feature extraction, using voice transformation tech-

niques. Finally in [1] they used a combination of VTLN and linear parameter transfor-

mation to adapt a recognizer. The experiments shows that a rapid improvement of the

performance was occurred from ages 7 to 13 years old. At the age of 13 the performance

was close to that of adult recognition.

Therefore, using different algorithms, the problem of acoustic and linguistic variabilities

can be solved with children of ages 7-13. Although problems are still exist in younger

ages.

2.5.2 Integration patterns

In studying integration patterns (voice and gestures) in children, Xiao and colleagues [13]

have shown that modality usage was similar between children and adults, although chil-

dren tend to use both input modes simultaneously rather than sequentially. If children

enjoy using simultaneously different input modalities and that make their interaction

with the computer more efficient, then we must have it in mind.

Also in interactive interfaces children tend to explore more, than to accomplish only

specific tasks. Exploration can intensify children’s curiosity and thus hold their span

of attention for a longer period of time. Exploration can also help children to develop

their problem solving skills, encourage them to learn by trial and error, and improve

their knowledge developing skills. But with out the exploitation (task assignment) the

game can not used for educational purposes. Thus the combination of exploitation and

exploration is crucial in such systems.
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2.5.3 HCI for children

One of the main principles we must keep in mind when design interfaces for children, is

usability (see the design guidelines in [2]). Although technology is an enabler, usability

is the prerequisite for learning and entertainment. Note, however, that for children

user requirement vary significantly with age. According to Piaget [23] the cognitive

development of a child can be divided into a series of stages with different characteristics.

Attention span varies with age, with older children capable of longer periods of attention

than younger children [22]. As a result a different mix of sounds, good animation and

graphics has to be used for each child to keep him/her engaged. Moreover, most children

in the 4-6 age group are at a preliterate level, so the use of text as an output modality

must be avoided. Text output is thus substituted or complemented with sounds, graphics

and animation.

Recent work in the field of multimodal dialogue systems shows that children enjoy to

interact with virtual characters and that the user experience is enhanced if the animated

characters possess a specific “personality” and/or social role [6, 29].

Most preschool children cannot use keyboard and mouse efficiently. They can click

on specific mouse targets but these targets must be relative large. For these children

(especially the 3 and 4 year-olds) speech and touch is the natural modality choice.

Although speech is a good choice for the specific target group, the age-depended acoustic

and linguistic variability in children’s speech [6, 7] makes automatic speech recognition

for children more difficult.

2.5.4 Multimodal Applications for children

The increase in usage of interactive technology by children has not gone unnoticed.

More than ever before, technology manufacturers and service providers are turning their

attention to children as a growing market segment. Even more important, societies are

becoming concerned to ensure that appropriate products and services, namely those that

can support development and enhance well-being, are being made available for children.

Also the scientific community although higher variability and different interaction pat-

terns create additional challenges, there has done notable efforts in the designing, im-

plementing and testing prototype multimodal systems for children, such as word games

for preschoolers [24], aids for reading [25] and pronunciation tutoring [26]. Recently a

number of systems with advanced spoken dialogue interfaces, multimodal interaction

capabilities and/or embodied conversational characters have been implemented.
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In [29] a fairy-tale world was implemented in where users interact with lifelike conver-

sational characters using speech and gestures. What primarily distinguishes the NICE

fairy-tale system from other systems was the attempt to move away from strictly task-

oriented dialogue and that the dialogue was take place within the context of an interac-

tive computer game.

Furthermore in [43, 44], interactive storytelling systems where the user unfold and affect

the course of the story by acting on physical objects on screen, where implemented. In

the Agent CHIMP project [15] a prototype consists of two applications (communication

agent and spelling bee) was implemented in order to providing design guidelines for

building multimodal-input multimedia-output applications for children. The system

involves the integration of multiple input and output modalities such as voice, audio,

keyboard, mouse, graphics and animations.

Moreover in [27] the initial work towards development of a children’s speech recognition

system for use within an interactive reading and comprehension training system was

presented. The speech technology was used in order to enable students to provide

spoken answers to questions about stories, to perform tracking about the words that are

pronounced correctly and to provide pronunciation verification capabilities.

Finally in [28], the StoryMat system that engage in story-listening rather than story-

telling, is introduce. StoryMat supports and listens to childrens voices in their own

storytelling play and offers a child-driven, story-listening space by recording and recall-

ing childrens narrating voices, and the movements they make with their stuffed animals

on a colorful story-evoking quilt.

However, almost all of these systems have focused in the age group 6-15. A significant

advantage when working with the 6-15 age group is that experimental conditions can be

more easily controlled, subjects are collaborating and the subjective evaluation results

are easier to interpret. However, for the 4-6 age group speech technology can be very rel-

evant, especially since children are not very adept at using traditional human-computer

interfaces, i.e., keyboard and mouse.



Chapter 3

Towards adapting multimodal

interfaces for preschoolers

3.1 Introduction

Interactive technologies such as video games have become significant part of children’s

play culture. Video games present virtual worlds in which children can control and

interact with fantasy figures and receive feedback responses tailored to their interactions.

At ages 4-6, learning and playing are intertwined activities. Thus the main goal of a

successful game for preschooler is to provide fun, excitement and engagement.

In this chapter we are going to investigate some aspects of adapting multimodal dialogue

interfaces, in our case some preschool games, in order to increase entertainment. One

of the main goals of this work, is to identify some of the parameters that we can adapt

in such systems so that we can increase user satisfaction and entertainment. First we

discuss what exactly are adaptive interfaces and then we review some of the existing

literature which we use in this work, toward identifying some factors that can be used

as indicators toward adapting multimodal dialogue systems for preschoolers.

3.2 Adaptable systems

As applications become more complex, it is more hard to build applications and inter-

faces that satisfy the needs of all users. Users have different capabilities and preferences,

especially when multiple modalities are available to them. As a result the need of adap-

tation to the specific user characteristics, needs, capabilities and preferences is becoming

12
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apparent. According to [37] adaptation can be defined as follow: “An interactive sys-

tem that adapts its behavior to individual users on the basis of processes of user model

acquisition and application that involve some form of learning, inference or decision

making”.

Adaptation can play a very important role in the quality of the educational experience,

allowing the learning environments to cater to students with different learning styles, dif-

ferent levels of initial knowledge and different expectations and objectives. Educational

games are a highly interactive medium, and reactive to the actions of the user. From

a technological perspective, this makes them the ideal medium to support an adaptive

learning experience, as the game can both monitor the activity of the user within the

game and change its own behavior accordingly.

In order to be able to build adaptation models, we have to identify some of the pa-

rameters that they provide fun, cause emotions and increase the entertainment for the

users.

3.3 Measuring user experience and fun in games

Several theoretical studies have attempted to identify what is “fun” in a game. According

to Malone [3] the essential characteristics of a good computer game can be organized into

three categories: fantasy, curiosity and challenge. Alternatively, Lazzaro [9] identified

4 relevant categories (hard fun, easy fun, altered states and the people factor) based

on Malone’s factors and facial expressions/data obtained from actual games. Another

well known study is the theory of flow [10], i.e., strong involvement in a task occurs

when the skill of an individual meets the challenge of the task. Finally, in the field of

entertainment capture, Yannakakis [11] showed that the player-opponent interaction is

a major factor in entertainment. In a later work he use physiological measurements in

order to measure entertainment. In this section we are going to discuss these studies

and try to figure out how we can use these ideas towards adapting multimodal dialogue

systems for preschoolers.

3.3.1 Malone’s quality characteristics

Malone at his research into games as tools for learning he organized the essential char-

acteristics of good computer games into three categories namely fantasy, curiosity and

difficulty [3, 4]. Based on these categories he propose some guidelines that a video game

should be follow in order to be fun. More detail analysis of the three categories is

reported next.
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• Fantasy: Fantasy often make computer games more interesting. To make learning

motivating and appealing for learners, one way is to present the material to them

either in an imaginary context which is familiar to them or in a fantasy context

which is emotionally appealing for the learner. As Malone points out, fantasies in

games “derive some of their appeal from the emotional needs they help to satisfy

in the people who play them”. He separates fantasy into intrinsic fantasy and

extrinsic fantasy. Intrinsic fantasy depends on the use of a skill in order to achieve

some fantasy goal but not vice versa. In contrast in intrinsic fantasy the skill also

depends on the fantasy.

• Curiosity: Malone identifies curiosity as “the motivation to learn, independent

of any goal-seeking or fantasy fulfillment”. He divides curiosity into two variants:

sensory curiosity, which is about maintaining interest in the senses, and cognitive

curiosity, which is more about the semantic content of information. For example,

one picks up a National Geographic because the photo on the cover is intriguing

this is sensory curiosity. One picks up a newspaper because of a surprising headline

this is cognitive curiosity. Audio and visual effects, particularly, in computer

games may enhance sensory curiosity. When learners are surprised or intrigued

by paradoxes, or incompleteness, it arouses cognitive curiosity. Also Malone is

suggesting that randomness is useful in games because it can provoke curiosity.

• Challenge: The challenge element of a game is an obvious essential. If it is too

easy, the outcome is likely to be certain, making the game boring. If it is too

hard the players are quickly demotivated. Challenge is created by having clear,

fixed goals that are relevant for the user. Uncertain outcomes provide challenge by

offering variable difficulty levels, hidden information, and randomness. Feedback

on performance should be frequent, unambiguous, and supportive. Lastly, the

activity should promote feelings of competence for the person involved.

3.3.2 Immersion and flow theory

Another well know study is Flow Theory. Csikszentmihalyi [10] studied what makes

experiences enjoyable to people. He discovered that central to all the experiences was

a psychological state he called flow. An optimal state of enjoyment where people are

completely absorbed in the activity. He also found that this experience was similar for

everyone, independent of culture, social class, age or gender.

The theory of flow applies in many activities of our everyday lives from education, music

and religion to gaming and even in sports. For example the Formula 1 driver Ayrton

Senna during qualifying for the 1988 Monaco Grand Prix explained: “I was already on
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pole, and I just kept going. Suddenly I was nearly two seconds faster than anybody

else, including my team mate with the same car. And suddenly I realized that I was no

longer driving the car consciously. I was driving it by a kind of instinct, only I was in a

different dimension. It was like I was in a tunnel.”

Figure 3.1: The two-dimensional model of flow based on Csikszentmihalyi.

According to Csikszentmihalyi the flow experience is characterized by different elements

(see [10]). One of them is challenge. Challenge requires skill, and as he says enjoyment

arises when the opportunities for action perceived by the individual are equal to his/her

capabilities. Thus as shown in Fig. 3.1, flow can be regarded as a state of balance between

challenge and skill. And that exactly positive state of mental absorption sounds familiar

to a frequent player of computer games.

A similar concept to flow theory is immersion. In the game domain, immersion is mostly

used to refer to the degree of involvement or engagement with the game. Based on anal-

ysis of children’s game-play an immersion model is proposed in [36] where immersion in

the game is differentiated in sensory immersion, challenge-based immersion and imagina-

tive immersion, basically the same as Malone’s curiosity, challenge and fantasy factors.

3.3.3 Emotion in games and emotion recognition

Emotions play an important role in human to human communication and interaction,

allowing people to express themselves beyond the verbal domain. The ability to under-

stand human emotions is desirable for the computer in several applications. It is argued

that to truly achieve affective human computer interaction, there is a need for the com-

puter to be able to interact naturally with the user, similar to the way human-human

interaction take place, and emotions are part of this.
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In applications where computers take on a social role such as an “instructor”, “helper”

or even “companion”, it may enhance their functionality to be able to recognize user’s

emotional state. For example knowing user’s emotions the computer can become more

effective tutor. Also synthetic voice with emotions in the speech would sound more

pleasant than a monotonous voice.

In [9] Lazzaro shows that people play games not so much for the game itself as for

the experience the game creates(e.g adrenaline rush) or the structure games provide

(e.g the company of a friend). She also identified 4 relevant categories that can unlock

emotions in games (hard fun, easy fun, altered states and the people factor), based on

Malone’s factors and facial expressions data, obtained from actual games. So it seems

that emotions are important part of the gaming experience. They play a vital role in

decision making, attention, performance, learning and enjoyment. Identifying negative

emotions can identify help hot-spots in the interaction.

The vocal aspect of a communication carries various kinds of information. Traditionally

as well as in more recent studies, emotions can be recognized using features from prosodic

information which includes pitch, duration and energy statistics [38, 39], extracted from

user’s speech input. Facial expressions also have significant amount of information,

regarding emotions. In [40] Ekman and Friesen developed the Facial Action Coding

System (FACS) to code facial expressions where movements on the face are described by

a set of action units (AUs). Each facial expression may be described by a combination of

AUs. Recent work on emotion recognition using video, have used these basic expressions

in order to recognize emotions.

Also emotion recognition is also possible by combining different modalities [41]. Audio,

linguistic, pragmatic and visual information can be combined to obtain a good prediction

of the child’s emotional state [30]. More recently there has been interest in emotion

recognition and modeling of children’s mood in spoken dialogue and gaming applications

[14].

3.3.4 Physiological measurements

In recent studies physiological measurements during gameplay are computed and used

in order to build models that can predict entertainment. In [17, 20, 21], the Playware

game platform has been used for recording physiological signals of children, like heart

rate (HR), blood volume pulse (BVP) and skin conductance (SC), during gameplay. The

study shows that several statistical parameters of the recorded signals where correlated

with the reported entertainment. In a later study they use the same physiological

features in order to evolve neural networks that can predict entertainment.
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Physiological signals are also used for emotion recognition [42]. Also in [16] physiological

signals where used in order to identify emotions like anxiety, boredom and engagement

during a tetris game. Using the collected data they shows that boredom, engagement

(flow) and anxiety are good indicators for difficulty adaptation in games.

3.4 Towards adaptable mutimodal systems

Based on these prior works, one of the goals of this thesis is to identify how fantasy,

curiosity and challenge affect the entertainment value of multimodal dialogue computer

games for preschoolers. In previous work with children (ages 8-10) playing on Playware

game platform, Yannakakis et al [12] has shown that fantasy is correlated with enter-

tainment but curiosity and difficulty depends on each child’s preferences. However, it is

unclear if these results hold for younger children interacting using a multimodal dialogue

interface.

Another goal is to investigate how these factors can be adapted to increase the entertain-

ment value of the game, i.e., which are good indicators (or features) of the right fantasy,

curiosity and challenge level in a game. For this purpose both interaction patterns and

acoustic features of the speech input have been studied.

Our last goal is to identify user’s emotions using audio features from the collected data.

By knowing user’s emotions during the game we can help him/her reach the optimal state

of enjoyment, by adapting the game (e.q Malone’s quality factors). When the children

is negative excited (Anxiety) the difficulty level could be drop down. On the other hand

when negative calm (Boredom) is detected the difficulty level could be increase. By

adapting the difficulty value and by offering high values of curiosity and fantasy in our

games, we are going to achieve high entertainment.

Finally objective metrics from the game such as interaction times and correct/wrong

answers could also be used in order to adapt difficulty. Long interaction times usually

means that the child is boring or that the difficulty level is too high. The same thing

happens when lot of wrong answers are given.



Chapter 4

Platform Design and

Implementation

4.1 Introduction

The main advantage of building a web-based platform for multimodal game-development

is that it can be used for (remote) data collection and analysis of educational software

and games. The collected data can be used to train language and acoustic models

for automatic speech recognition (ASR) and for analysis of user interaction patterns to

improve or adapt the user interface. Educational software and games are also used exten-

sively by linguists and psychologists, e.g., to diagnose and solve language development

problems. In this work we use the platform to study the children-computer interaction

for preschool children and to see how we can adapt Malone’s quality characteristics in

order to improve the user experience.

4.2 Platform Architecture

The system follows a modular architecture, the full functionality of the system being

the result of the collaboration between the modules. The architecture of the system is

shown in Fig. 4.1.

Since this is a web-based platform it is (by nature) distributed. The Application Manager

is responsible for the synchronization and cooperation of the modules. It consists of two

parts that follow the client/server architecture, i.e., the client/browser side and the server

side. The two parts communicate through a two way socket connection. The Speech

Module is responsible for capturing and streaming the audio, as well as, performing the

18
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Figure 4.1: The modular architecture of the platform.

voice activity detection (VAD) to determine if the user is speaking. When voice activity

is detected the Speech Module starts the audio capture. At the same time, the streaming

of audio data to the client part of Application Manager begins. Finally, the multimodal

Application module may contain any interactive application implemented by the system

designer. In our case, we have integrated five preschool games into a single application,

as explained in Chapter 4. All games were implemented in Flash [49] in order to provide

an easy and platform-independent way to manipulate sounds, animations and graphics.

On the server side of the system, the Application Manager (server part) is responsible for

executing the speech requests that are being received from the client side of the platform.

It receives and then streams the audio data to the ASR/WoZ module for automatic

recognition or manual transcription (by the wizard). The result of the recognition is

send back to the client part of the Application Manager. The module also receives and

stores the necessary log files for further processing. On the server side of the system,

we have also implemented the Web Interface Module and the Database Communication

Module. The web interface was designed using Java Server Pages (JSP) technology.

Using the web interface users can register and login to the platform. Functionality such

as profile management and preferences configuration (e.g., microphone configuration) is

also provided. The Database Communication Module is responsible for all the necessary

database queries. Both the Web Interface and Database Communication modules are

parts of the Apache Tomcat Web Server.

The ASR/WOZ module has been implemented on the server side of the system. In this

study, the ASR module has been replaced by a Wizard of Oz (WoZ) module which is

operated by a human transcriber. The WoZ module is actually a graphic user interface

(GUI) that plays the audio stream received by the Application Manager and allows the
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wizard to supply the appropriate transcription via a GUI interface. Both the audio and

transcription files are stored in the database.

4.3 Modules Implementation

4.3.1 Speech Module

The Speech Module is responsible for capturing and streaming the audio, as well as,

performing the voice activity detection (VAD) to determine if the user is speaking. The

module is implemented as a java class using the Java Sound API. Three main functions

have been implemented in the module. CaptureAudio function is responsible for cap-

turing and streaming the audio to the Application Manager(server part) using the Java

Sound API. The captured audio is in PCM 16000Hz 16bit stereo format. VoiceDetection

function is responsible for Voice Activity detection (VAD). Voice activity detection (also

known as speech activity detection or, more simply, speech detection) is a technique

used in speech processing wherein the presence or absence of human speech is detected

in regions of audio (which may also contain music, noise, or other sound).

VAD is an important enabling technology for a variety of speech-based applications.

Therefore various VAD algorithms have been proposed that provide different compro-

mises between latency, sensitivity, accuracy and computational cost. We have been

implemented a very simple algorithm using the energy of the captured frames by com-

puting the Root Mean Square (RMS) for each frame. When RMS is above a specific

threshold (which can be changed through microphone calibration), the CaptureAudio

function is called. When RMS is below that threshold for a short period of time, the

StopCapture function is called, which is the function that stops the recording procedure.

4.3.2 Application Manager

The most important part of the system, is Application Manager module. As we already

said, Application Manager is distributed and follows the client/server architecture. The

client part of Application Manager was implemented as a java applet and it is running

on the client part of the system (the browser), while the server part of the module was

implemented as a java multi threading server.

When a VAD event occurred, the client part of the module sends a “voice request”

message to the server part of Application Manager so that the streaming connection

could be established. Then the module waits for the appropriate response from the
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server part of the Application Manager. If the response is positive, the Application

Manager notifies the speech module, so that the recording and the streaming of the

audio data could be start.

When the user stops talking and a stop speech VAD event is occurred, the client side

of the Application Manager notifies the server side of the module, that the streaming is

over and then waits for the audio recognition result. After receives the answer from the

server part of the module, the result is send to the multimodal application where the

appropriate action is taking place, depends on the answer.

The server part of the Application Manager is responsible for receiving the audio data

and send them to the Speech Recognition Module, which in our case is the Wizard of Oz

module. When it has the result of the recognition, the appropriate message is send to

the client part of the module. Also the server part of Application Manager is responsible

for receiving and storing the log files of the application for further process. The server

part of the module is implemented as a java multi threading server using the network

API of the Java. The communication between the client side and the server site of the

module is occurred through a two way TCP/IP socket. The process of a speech request

through the system is shown in 4.2.

Figure 4.2: Service of a voice request process.

In order to achieve the cooperation between the client and the server part of the Ap-

plication Manager, a communication protocol has been implemented. We have built a

fairly simple protocol for the communication between the two part of the Application
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Manager based on simple text messaging. Table 4.1 shows the protocol that we have

use for all the communications between the client and the server part of the Application

Manager.

App. Manager
Client

App. Manager
Server

Action

VOICEREQ# VOICEREADY# Audio streaming
— AUDIODONE# Audio streaming

ANSWEROK# ANSWER#result Speech Recognition result
WRITELOG#log WRITELOGOK# Saving Log File

Table 4.1: The communication protocol between client and server parts of the Appli-
cation Manager.

When a connection for audio streaming is needed, the client part of the Application

Manager sends the “VOICEREQ#” string to the server side of the module. Then it

waits for the “VOICEREADY#” answer in order to start streaming the audio data

to the server side of the module. When the streaming is over the server side sends the

message “AUDIODONE#” so that client part gets ready to receive the audio recognition

result. When the server side of Application Manager has the result of audio recognition

the “ANSWER#result” (where result is the audio recognition result) message is send

back. Then if receives from the client “ANSWEROK” it terminates the connection, else

it sends again the result. Finally for “Log writing” request, the client part must send

“WRITELOG#log” (where log is the log file string). When the log file is successfully

written in the database, the message “WRITELOGOK” is send back.

4.3.3 Web interface and Database

As we decide to build an on-line system, the appropriate web user interface should be

implemented. Using the web interface, users could register and log-in to the platform so

that they could use it. Also profile management and microphone calibration is provided

through the web interface. The web interface has been implemented using the Java

Server Pages (JSP) technology.

In order to store information regarding to users a database communication module has

been implemented. The module is responsible for all the database transactions including

register and log-in. The module is actually a collection of JavaBeans that each one of

them is responsible for a specific job. JavaBeans are classes written in Java conforming

to a particular convention. They are used to encapsulate many objects into a single

object (the bean), so that they can be passed around as a single bean object instead

of as multiple individual objects. The JavaBeans classes are called through the web

interface so that the communication between the database and the web interface could
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be established. Both JSP pages and JavaBeans are hosted on Apache Web Server.

Finally in Fig 4.3 an example of the implemented beta web interface is shown.

Figure 4.3: Web Interface Example

4.3.4 ASR and Wizard of Oz

The Wizard of Oz (WoZ) technique is an experimental evaluation mechanism. It allows

the observation of a user operating an apparently fully functioning system whose missing

services are supplemented by a hidden wizard. The user is not aware of the presence of

the wizard and is led to believe that the computer system is fully operational. The wizard

observes the user through a dedicated computer system connected to the observed system

over a network. When the user invokes a function that is not available in the observed

system, the wizard simulates the effect of the function. Through the observation of

users behavior, designers can identify users needs when accomplishing a particular set

of relevant tasks and evaluate the particular interface used to accomplish the tasks.

In our system, the WoZ component was implemented in JAVA and replaced the ASR

component which was described above in this subsection. Each game uses the VAD

component to notify the presence of speech to the Application Manager which streams

the audio to the Wizard of Oz interface. It then replays the sound to the wizard who

chooses the appropriate answer and sends it back to the game.For the synchronization

of the various components (game, VAD, Application Manager, WoZ) to be achieved, the

Wizard of Oz application has a text flag (wait - give answer) which notifies the wizard

when to give the answer. Also note that there are different tabs in the WoZ GUI, one
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Figure 4.4: The Wizard GUI

for each task (see Fig. 4.4). The tabs are selected automatically by the interface based

on the task children choose to play.

4.3.5 Multimodal Application

The last module of the system is the multimodal application module which may contain

any interactive application implemented by the system designer. These applications

could be implemented in any web-based programming language. The communication

between the application and the client part of the Application Manager was implemented

with Javascript so that the communication between the application and the Application

Manager be indepented of the implemented language (almost all of the web-based lan-

guages support javascrip calls). In our case, we have integrated five preschool games

into a single application using Flash [49], as explained in the next chapter of this thesis.



Chapter 5

Application Design and

Implementation

5.1 Introduction

As we have already discussed in Chapter 2, there are many challenges regarding the

design of a multimodal dialogue system for children. Keeping all these challenges in

mind, in this chapter we are going to discuss how we have been implemented five different

multimodal games based on popular preschool activities. We are also going to see how

we have implement fantasy, curiosity and difficulty factors and how we have combine all

the five tasks in a single application in order to study how these three Malone factors

affect entertainment.

5.2 Application Functionality

Five different popular preschooler tasks were selected for implementation. The selected

tasks were: animal recognition (ages 3-4), shape recognition (ages 4-5), quantity com-

parison (ages 3-4), number recognition (ages 5-6) and addition (ages 5-6). For each

game an embodied agent guides the child through the task. Both mouse and speech

are enabled as input modalities. Animation, sounds, graphics, prerecorded prompts and

synthesized text-to-speech prompts (where necessary) were used as output. The list of

tasks is described next:

• The animal recognition task is taking place in a farm. First the voice of an animal

is heard and then the farmer asks the child to select the appropriate animal in
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order to guide it into the farm. There are (up to) nine different farm animals

in the game (see Fig. 5.1). The specific task has been implemented by Spyros

Meliopoulos as a part of his diploma [45].

Figure 5.1: Animal recognition task.

• The number recognition task takes place at the beach where an animated character

(squirrel) asks the child to identify which number (1-9) is shown on the screen (see

Fig. 5.2).

Figure 5.2: Number recognition task.

• The shape recognition game takes place in a theater. Each time one of the shapes

(star, circle, square, rectangle, triangle, pentagon) appears on stage and the child

must identify it. The animated character (teacher) provides help and guides the

child through the task (see Fig. 5.3).

Figure 5.3: Shape recognition task
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• For the comparison task, an animated character (rabbit) puts some items inside

and some outside of a basket. The rabbit asks then the children to determine

whether the items inside the basket are more (or less) than those outside (see

Fig. 5.4).

Figure 5.4: Quantity comparison task

• For the addition task, the child must help an animated character (bear) to collect

some honey from the beehives. A simple addition task appears on the screen (sum

up to 9) for the child to preform. For each correct answer a bee fills a honey jar

with honey (see Fig. 5.5).

Figure 5.5: Addition task

5.3 Implementing Fantasy, Curiosity and Difficulty

In this section, we describe how variable levels of fantasy, curiosity and challenge have

been implemented for each of the five tasks. According to Malone [3], fantasy can be

separated into intrinsic fantasy and extrinsic fantasy. Intrinsic fantasy depends on the

use of a skill in order to achieve some fantasy goal but not vice versa. In contrast

in intrinsic fantasy the skill also depends on the fantasy. The second factor Malone

recognizes in good games is curiosity. He defines curiosity is the motivation to learn

independently of any goal seeking or fantasy-fulfillment. Specifically “games can evoke

players curiosity by providing environments that have an optimal level of informational
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complexity”. That means that those environments “should be neither too complicated

nor too simple and should be novel and surprising but not completely incomprehensible”.

Finally in order for a computer game to be challenging according to Malone a goal must

be provided whose attainment is uncertain.

5.3.1 Difficulty Implementation

The challenge element is crucial in a game. If a game is too easy, the outcome is likely to

be certain, making the game predictable and boring. If it’s too hard players are quickly

demotivated. This is well-understood by the gaming industry and thus most computer

games are playable at different levels. We have implemented three different levels of

difficulty for each of the five tasks.

Figure 5.6: Addition task in different difficulty levels: sum from 1-5 with items help
(a), sum from 5-9 with items help (b) and sum from 1-9 without help items(c)

For example for the addition task the system asks additions with sum from one to five

at difficulty level 0, from five to nine at level 1, and from one to nine but without the

helping items underneath each number at level 2 (see Fig. 5.6). The implementation of

the three difficulty levels is shown in Table 5.1 for each task.

Value Difficulty
Farm More/Less Numbers Additions Shapes

0 Select from 5
different ani-
mals

Item dif-
ference is
6-8

Numbers from
1-5 with item
help

Add up to 2-
5 with item
help

Star, circle,
square

1 Select from 7
different ani-
mals

Item dif-
ference is
3-5

Numbers from
5-9 with item
help

Add up to 5-
9 with item
help

Star, cir-
cle, square,
triangle

2 Select from 9
different ani-
mals

Item dif-
ference is
1-2

Numbers from
1-9 without
item help

Add up to
2-9 without
item help

Star, circle,
square, trian-
gle, rectangle
and pentagon

Table 5.1: The three levels of difficulty as implemented in our application. Imple-
mentation of difficulty is task dependent.
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5.3.2 Fantasy Implementation

Fantasy often makes computer games more interesting. Almost every game requires

the player to take on a new role (fantasy identity), a process that is apparently very

fulfilling. In our work, we use the intrinsic type of fantasy as defined by Malone [3], i.e.,

the use of a skill is required to achieve some fantasy goals. We have been implemented

this type of fantasy by taking the existing task oriented games and adding to them a

fantasy goal, namely, helping an alien that crashed to earth return to his planet (see

Fig. 5.8). In order to help the alien, the child must collect 2 items that alien can use

them in order to repair his spaceship.

Figure 5.7: Screen-shots of the implemented fantasy goal.

In order to implement different fantasy levels, short animations were also added to each

task (triggered fantasy elements). For example, for the numbers recognition task (see

Fig. 5.8), the crab starts walking around making noises when the child clicks on the

crab or says “crab”. Thus, in our implementation the three different fantasy levels

are: without story, with story but without fantasy triggers, and with story and fantasy

triggers. Table 5.2 shows the implemented fantasy elements.

Figure 5.8: Fantasy trigger for the numbers recognition task.

5.3.3 Curiosity Implementation

Curiosity is the less obvious factor. Malone identifies two main features of curiosity:

sensory curiosity, or the attraction to the environment (sounds, movement, images etc)
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Value Fantasy
Farm More/Less Numbers Additions Shapes

0 No story or
fantasy trig-
gers

No story or
fantasy trig-
gers

No story or
fantasy trig-
gers

No story or
fantasy trig-
gers

No story or
fantasy trig-
gers

1 Story but no
fantasy trig-
gers

Story but no
fantasy trig-
gers

Story but no
fantasy trig-
gers

Story but no
fantasy trig-
gers

Story but no
fantasy trig-
gers

2 Story and
fantasy
triggers (dif-
ferent item
animations)

Story and
fantasy trig-
gers (bee
buzzing
around)

Story and
fantasy trig-
gers (crab
making
noises)

Story and
fantasy trig-
gers (bee
buzzing
around)

Story and
fantasy trig-
gers (train
assembly)

Table 5.2: The three levels of fantasy as implemented in our application.

and cognitive curiosity or a desire to bring better “form” to one’s knowledge struc-

tures. Some of the ways to achieve this according to Malone are: rewards, information

representation system and surprising feedback. We have implemented several of these

elements in our application.

Figure 5.9: Implementation of the three levels of curiosity: No answers bar and
randomness (a), with answers bar but no randomness (b), with answers bar and ran-

domness (c).

A bar representing (progress with) correct answers has been added at the top of the

screen for each task. Furthermore we have implemented the incentive of the reward.

When a child wins a game task an object passes to his possession. According to Malone,

the “easy” way to engage users’ curiosity and have surprising feedback is using random-

ness. For example, the animated characters now randomly appear in each task depend-

ing on curiosity level. Also the system proposes random tasks to the children based on

curiosity level and child’s age. Furthermore some graphics that appear on stage (e.g.,

answer bar items) are now selected randomly. In Fig. 5.9 example screen-shots for the

three levels of curiosity implementation are shown. Finally Table 5.3 summarizes how

varying degrees of curiosity have been implemented in our application.
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Value Curiosity
0 No answers bar and randomness
1 Answers bar but no randomness
2 Answers bar and randomness

Table 5.3: The three levels of curiosity as implemented in our application.

5.4 Application Flow Diagram

5.4.1 Task Flow Diagram

All five tasks follow the same flow diagram shown in Fig. 5.10. After a small introduction

children can choose to proceed to the main task or leave the game. If a child chooses to

play a specific game, the system generates a question based on difficulty level and the

animated agent asks the child to answer it. Then the system waits for the answer. At

that stage children can provide an answer or trigger same fantasy elements.

Figure 5.10: Game flow diagram.

If the child gives the correct answer then the system generates another question. When a

wrong answer is given, the agent repeats the same question. After three wrong answers,

the agent provides the correct answer and the system generates the next question. Each

game concludes after the child gives five correct answers. The child can leave the task

or trigger some fantasy elements anytime. We have also implemented a time-out; when

a child delays an answer or takes no action, the agent repeats the question. Note that

based on the curiosity value, the game selects the agent with whom the child will interact

and displays (or not) the answer bar.
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5.4.2 Interface Flow Diagram

In order to merge the existing task oriented games with the fantasy and curiosity ele-

ments and put them in a single application, a simple interface was designed as shown in

Fig. 5.11.

Figure 5.11: Game Interface flow Diagram.

The new interface application consists of four different levels. The first level is the

introduction of the fantasy story, where children can also learn how to use the two

different input modalities. (see Fig. 5.12(a)). The next two levels, they represent the

two different tasks that child has to played, so that he/she collect the items that needed

in order to finish the story. In each level of the interface the children can choose between

the implemented task oriented games, depend on age and curiosity level. At curiosity

levels where randomness exist, the proposed tasks are random, while in the curiosity

levels where there is no randomness, the task propose is always the same.

(a) (b)

Figure 5.12: Screen-shots of the interface: tutorial scene (a) and Task selection using
radar (b).

The task selection can be achieved through the interface using a radar that the alien

gives to the child (see Fig. 5.12(b)). At the second level, children can choose between 2

different tasks, while at level 3 between 3 different tasks. Note that at level 3 the previous

selected task can not be selected. Finally the last level has the “win” and “loose” states,
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where a short animation is played depend on the items that child manage to collect in

the tasks that he/she have been selected.



Chapter 6

Evaluation Methodology

6.1 Introduction

An important step in the iterative development circle of an interactive system is the

evaluation of the interface design and implementation [31]. Evaluation helps to ensure

that the system functionality fulfills the requirements of the various tasks supported. It

also allows the system designer to measure the effectiveness of the system, by measuring

user performance. Finally, evaluation helps to ensure that the certain usability principles

and guidelines have been followed, resulting high levels of user satisfaction.

Usability is a key quality of interactive systems. A usable system is one that can be

used effectively, efficiently and enjoyably. By effectively we mean that a user can achieve

goals that the system was intended to support. By efficiently we mean that these goals

can be achieved with acceptable levels of resource, mental energy, physical effort or time.

Finally by enjoyable we mean that the usage of the system delivers levels of enjoyment

appropriate of the context of the use. In our case entertainment is our primary quality

key, because we are talking about games. Thus the main goal of a successful game for

preschooler is to provide fun, excitement and engagement.

6.2 Multimodal Systems Evaluation

The evaluation of multimodal dialog systems is a complex task and different metrics (ob-

jective and/or subjective) are typically used to evaluate different aspects of such systems

[8]. Objective metrics such as speed, number of errors, task completion, are computed

for the various system configurations and are statistically analyzed to determine the best
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system. Alternatively, subjective metrics can be used in order to elicit direct user feed-

back using either interviews or questionnaires. Subjective metrics are simple to carry

out and analyze, and can provide useful information if are well designed. However the

elicited information is subjective and may be less accurate than the objective evaluation

methods.

6.3 Our Approach

Since we are mainly interested in investigating how fantasy, curiosity and challenge affect

children satisfaction, the relation between the three factors and objective/subjective

criteria is key. The following objective criteria are reported: average response time, task

completion and input modality usage. Response time is defined as the time that elapses

from the end of a system prompt until the child completes his/her answer (stop talking

or clicks the mouse on a valid target). We separated the response time to inactivity time

(end of a system prompt until first voice or mouse activity detection) and interaction

time (response minus inactivity time)[18]. In addition to these objective metrics, we also

report the most enjoyable system setup that each child selected for each session. At the

end of each session, children participated also in an exit interview; a summary of these

subjective opinions is also presented in Section 7.3.

6.4 Experimental Setup

The evaluation of the system took place in a noisy preschool environment using a WoZ

experimental setup. Nine native Greek speakers, ages four to six, participated in the

study by playing different versions of the application (at different values of fantasy,

curiosity and difficulty). Five of them were boys and four of them girls. All of the

subjects believed that they were interacting with an automated system, i.e., they had

no knowledge of the existence of a wizard.

In order to familiarize themselves with the system, each child played the tasks appropri-

ate for his/her age once, using both mouse and voice. After finishing the demo session,

each child was asked to play 3 different versions (sessions) of the game and choose the

one that he/she enjoyed most. To avoid overloading/tiring the child each session was

played at different visits to the preschool. At each session only the value of one factor

(fantasy, curiosity or difficulty) was modified, while the values of the two other factors

remained constant at level 1. The order that each factor and factor level was presented

to the child was randomized. Thus, at each session the child played three versions of
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the application (one for each of the three levels of the relevant factor). Each user played

at least once all the tasks that are suitable for his/her age as discussed in Chapter 4.

Overall, each child played 3 sessions, corresponding to 9 different application setups

(for each application run each child played 3-5 different tasks). Note that an adult was

present during the data collection (sitting next to the child) to help and guide the child

through the application, as needed. After the completion of each session the children

were asked to evaluate the system by participating in a subjective assessment.



Chapter 7

Evaluation Results and Analysis

7.1 Introduction

In this chapter we report the evaluation results and their implications for multimodal di-

alogue systems designed for preschoolers. First we present the objective metrics results:

interaction time, modality selection and task completion, as well as the correlation be-

tween the various objective metrics. Then the subjective evaluation results are reported,

including user’s subjective system choice and the results from the exit interview. Finally

we present the results of emotion classification in two categories (negative, non-negative)

using audio features from the collected data.

7.2 Objective Metrics

In Table 7.1, a summary of the objective evaluation metrics is shown as a function of

age and gender.

Age Gender
4 5 6 M F

Av.Sess.Time(min) 4.53 3.40 3.72 3.93 3.65
Av.Rsp.Time(sec) 4.78 3.78 3.64 3.78 4.38
Av.Inact.Time(sec) 0.99 1.12 1.04 0.89 1.29
Av.Inter.Time(sec) 3.79 2.66 2.60 2.89 3.09

Mouse usage(%) 16.14 18.90 23.55 20.88 19.79
Speech usage(%) 83.85 81.09 76.44 79.11 80.20

Wrong Answers(%) 9.83 5.12 2.75 4.75 6.64
Task comp.(%) 89.65 97.14 97.37 90.32 97.62

Table 7.1: Objective evaluation results.
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Specifically, for each age and gender, average response time (sec), inactivity and interac-

tion time (sec), average session time (sec), percent number of turns of speech and mouse

input, percent of task completion and wrong answers are shown. Note that the average

response time is computed using only the games that are suitable for each age group

(see discussion in Chapter 5).

7.2.1 Inactivity and interaction time

In Fig 7.1 the average response time (separated in inactivity and response time) for each

user is shown. Users 2,3 and 4 are four years old, users 1, 5 and 6 are five years old, and

users 7,8 and 9 are 6 years old.

Figure 7.1: Inactivity, interaction and response times per user.

As shown in Table 7.1, four year-olds have higher average response time (by 1 sec) than

five and six year-olds (no significant difference in response time between ages five and

six). There is no significant difference in inactivity time for all three ages, thus the 1

sec difference is attributed to interaction time (Fig. 7.2 (a)). The average response time

for girls is slightly higher than that of boys (both inactivity and interaction times are

higher) (Fig. 7.2 (b)).

In Fig. 7.3 the average response time per task and age are shown. As expected average

response time of four year-olds children is higher than five and six year-olds. Also

five year-olds and six year-olds have similar response time in most tasks. The trend is

consistent across tasks, with the exception of the comparison task (“More/Less”). The
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Figure 7.2: The average inactivity, interaction and response times per age (a) and
gender (b).

very high response time for the “Numbers” task is due to the fact that four year-old

have a hard time performing this task.
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Figure 7.3: The average response time per task and age.

In the Fig. 7.4 the average response time separated in inactivity and interaction time,

per task and age is shown. The most interesting trend observed in the “Numbers”

task, where the inactivity and interaction time decreased as the age increased. As we

said before, that is because four year-olds have a hard time performing the “Numbers”

task. Also another interesting trend can be observed at the “Farm” task. Although

inactivity time for the younger children is lower than the older children, the trend for

the interaction time is exactly the opposite. One possible explanation for this are the

fantasy elements of the game. The interaction of four year-old children contains fantasy

elements that do not appear in the interaction of older children. A common interaction
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example of four year-old children is “horse go home”. Older children use shorter phrases

(“It’s horse”). For all the other tasks the trends are the same for all ages.

Figure 7.4: Inactivity, interaction and response time per task and age.

7.2.2 Modality Usage and Task Completion

Five and six year-old children have significantly better task completion statistics (around

97%), while 4 year-olds are close to 90%. This is mainly due to the fact that younger

children, when facing a difficulty in a task, they often chose to play another task. Older

children are usually more persistent and insist until they complete the task at hand.

Task completion percentage for girls is significantly higher than that of boys (97.62% and

90.32% respectively). Again this difference can be attributed to persistence. In terms

of modality usage (see Fig. 7.5), we observe a drop of speech usage with increasing age.

At the age of four the mouse input usage is close to 16%. At the age of five 19% and at

the age of six 23%. This is partly due to the familiarity that older children have with

the mouse input device, as explained next. However, speech remains their main input

modality for all age groups. Modality usage is similar for boys and girls.

7.2.3 Correlation between various objective metrics

In Table 7.2, the correlation between various objective factors, such as age and gender

is shown. As expected, there is a negative correlation between response time and age,
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Figure 7.5: Inactivity, interaction and response time per task and age.

i.e., as the children grow their response time improves. Also there is positive correlation

between mouse skill (the mouse skill was evaluated by the person performing the exit

interview) and age. Thus as the children grow, the mouse skill improves and they

use mouse input more. Finally there is correlation between gender and inactivity time

(girls have on average higher inactivity time than boys) and between gender and task

completion, as we discuss in 7.2.2.

Factor pair Corr. Coef. p-value
Resp. Time/Age -0.2524 0.0378
Inter. Time/Age -0.2997 0.0130
Mouse Skill/Age 0.6272 0
Mouse usage/Age 0.2580 0.0338

Gender/Inact. Time 0.4041 0.0006
Gender/Task Compl. 0.2603 0.0321

Table 7.2: Correlation between various objective metrics, age and gender.

Table 7.3 shows the correlation between various objective metrics and speech usage. As

expected there is negative correlation between speech usage and age. As the children

grow their mouse skill improves so they use both mouse and speech. Also there is corre-

lation between speech usage and response time. This is obvious, since speech modality

is slower than the mouse modality for the specific tasks, thus the interaction time is

higher. Finally there is correlation between speech usage and task completion. That is

because as we discuss later, speech modality is very popular among the children, and

that was another motive for them to complete the tasks.

Finally in Table 7.4 the correlation between time metrics (inactivity, interaction and

response time) and various objective metrics is shown. There is correlation between

inactivity and interaction time, with the given wrong answers. As the number of wrong
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Factor pair Corr. Coef. p-value
Speech usage/Age -0.2579 0.0338

Speech usage/Resp. Time 0.1996 0.1026
Speech usage/Inter. Time 0.1816 0.1287

Speech usage/Wrong answers 0.2726 0.0245
Speech usage/Task completion 0.4061 0.0006

Table 7.3: Correlation between various objective metrics and speech usage.

answers increase, the inactivity and interaction time are also increases, thus the response

time increases too. This is because when children make mistakes, they think more before

answering again, thus the inactivity time increases. Also children are more cautious and

uncertain when they give their answer. Also note the negative correlation between

average response time and mouse skill, i.e., as the mouse skill increases the average

response time falls.

Factor pair Corr. Coef. p-value
Resp. Time/Mouse skill -0.2540 0.0366
Inact. Time/Wrong Ans. 0.3002 0.0129
Inter. Time/Wrong Ans. 0.3696 0.0019
Resp. Time/Wrong Ans. 0.4143 0.0005

Table 7.4: Correlation between various objective metrics and speech usage.

7.3 Subjective Metrics

Subjective evaluation is the second part of our analysis. In this section we discuss user

preferences regarding fantasy, curiosity and difficulty, and we examine if these factors are

correlated with entertainment. Furthermore we examine if there is correlation between

these factors and the various objective metrics. Finally we report the results from the

exit interview.

7.3.1 Users preferences and Entertainment

First we evaluate how fantasy, curiosity and difficulty/challenge affect the user experi-

ence. As shown in Fig. 7.6(a), most children preferred the application with higher levels

of fantasy and curiosity. Specifically, six out of the nine children picked the version of the

game with story and fantasy triggers (fantasy level 2). Also six out of the nine children

chose the game version with randomly created characters, random task proposals and

answer bar (curiosity level 2). In Fig. 7.6(b) the selected “best” system configuration

is shown. Systems with high values of fantasy, curiosity and difficulty were the most

popular among the children.
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Figure 7.6: (a) Histogram of subjective optimal levels of fantasy, curiosity and diffi-
culty. (b) Histogram of system picked best overall (by the user), e.g., 2-1-0 corresponds

to fantasy level 2, curiosity 1, difficulty 0.

In order to compute the correlation between the three factors and entertainment, we

have labeled each system version as “entertaining” or “not entertaining” based on the

child’s preferences, i.e., for each session/factor one system setup (the one picked by the

child) is labeled “entertaining” and the other two “not entertaining”. Table 7.5 shows

the correlation coefficients (and their corresponding p-values) between the level of each

factor (fantasy, curiosity, challenge) and entertainment (binary variable defined above).

Both fantasy and curiosity are positively correlated with child’s entertainment.

Factor Corr. Coef. p-value
Fantasy 0.2778 0.0120

Curiosity 0.2778 0.0120
Difficulty 0.1667 0.1370

Table 7.5: Correlation between entertainment and the three factors.

Per the challenge factor, it seems that the preferred level of difficulty is very much child-

dependent. Two children chose easy difficulty, three medium and four children selected

the games with high difficulty level. As a result the correlation between difficulty and

entertainment is modest.

Table 7.6 shows the correlation between the three Malone factors and various objective

metrics. The results show that there is correlation between fantasy and speech usage.

Higher levels of fantasy increases speech usage. This is due to the fact that when children

absorbed playing the game, they become more spontaneous. Thus they use more the

speech modality which is more natural communication modality.

Also note the correlation between curiosity and time (response and interaction); for high

levels of curiosity there is more information on screen and the cognitive load increases.

Despite this, children prefer higher levels of curiosity. The correlation between task

completion and curiosity, indicates that the high levels of curiosity, is another motivation
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Factor pair Corr. Coef. p-value
Fantasy/Speech usage 0.2236 0.0668
Curiosity/Resp. Time 0.1888 0.1231
Curiosity/Inter. Time 0.1910 0.1186
Curiosity/Task Compl. 0.2850 0.0185
Difficulty/Wrong Ans. 0.1909 0.1190
Difficulty/Inact. Time 0.1985 0.1046

Table 7.6: Correlation between the three factors and various objective metrics.

for children to complete the selected task. Furthermore, as expected there is correlation

between difficulty and wrong answers (as the difficulty level increase more wrong answers

are given). Finally the correlation between difficulty and inactivity time is because more

thinking is needed for more difficult tasks.

7.3.2 Questionnaire Results

The results from the exit interview are shown in Table 7.7. Note that for the last three

questions only the most popular answers are shown at the Table. Most children enjoyed

interacting with the system using speech, liked the graphics, sounds and animation

of the games, and enjoyed the underlying story. Finally, most children would like to

interact again with the application in the future. Also it is interesting that children

found wearing a headset consistently annoying.

7.4 Audio Data analysis

Besides the objective and the subjective metrics that we discuss in this Chapter, we

are also analyzed the audio data that we have collected. Using the audio data, we have

tried to find the correlation between various audio feature statistics and the three Malone

factors. First we discuss the audio features that we have used and their correlation with

fantasy, curiosity and difficulty. Then we are investigate how to classify the child’s

emotions into two categories (negative and non-negative) using these audio features.

7.4.1 Audio Feature Extraction

Thirteen different pitch and energy audio features are extracted from the collected audio

data using the Praat toolkit [48]. Minimum, maximum, mean, median and standard

deviation of pitch and intensity are computed, as well as energy, F0 points and duration.
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Question YES NO
Did you like that you can speak to
game characters?

96.3% 3.7%

Did you like the game graphics,
sound and animations?

88.8% 11.2%

Did the characters listen to you
when you talk to them?

92.6% 7.4%

Did you understand what they said
to you?

92.2% 7.8%

Did you like the story? 88.8% 11.2%
Would you like to play different
story in the future?

96.3% 3.7%

Does the headset annoying you? 11.2% 88.8%
Would you like to play the games
again in the future?

85.2% 14.8%

What was your favorite character? Rabbit, Farmer
What was your favorite game? Farm, Addi-

tions
What do you not like about the
games?

Bees, Numbers
recognition
task

Table 7.7: Exit interview results.

Using these audio features, we have tried to investigate if there is correlation between

them and the three Malone factors, as well as the reported entertainment value. Mod-

erate correlation with optimal levels of fantasy, curiosity and difficulty was found. For

example correlation values between pitch statistics (average session pitch minus average

speaker pitch) and fantasy was 0.1621. Although more research work (and more data)

are needed to identify good predictors of user preferences, in order to maximize the

engagement and enjoyability of child-computer interaction.

7.4.2 Emotion Classification

Using the extracted audio features we have build three classifiers that classify emo-

tions into two categories (negative, non-negative). Three post graduate students labeled

the collected data and assigned them into 5 different emotion categories namely anger,

happy, neutral, boring and sad. In our experiments we have use only the data that all

the three labelers agreed on.

The selected data set consists of 234 instances as shown in Table 7.8. Due to the fact

that for some categories we don’t have enough data, we organize the labeled data into

two different categories. Non-Negative emotions (neutral, happy) and negative emotions



Chapter 7. Evaluation Results and Analysis 46

Label Instances
Happy 19
Neutral 170
Anger 13
Sad 17

Boring 15

Table 7.8: Emotion Classification Dataset.

(angry, sad, boring). Then we build and evaluate three different classifiers (Bayes, NNR-

3 and LDA) using leave one out cross validation. The results are shown in Table 7.9.

Classifier Possitive Negative Total
Bayes Accuracy (%) 90.09 95.45 90.6
NNR-3 Accuracy (%) 94.81 31.82 88.8
LDA Accuracy (%) 95.28 95.45 95.3

Table 7.9: Positive/Negative emotion classification results.

Bayes classifier has manage to classify correct 90.09% of the positive and 95.45% of the

negative samples. LDA classifier has the higher accuracy with 95.28% at the positive

samples and 95.45% at the negative samples. Finally NNR-3 has low accuracy (31.82%)

in negative samples and high (94.81%) in positive samples. Compare to older children

(ages 7-15) and adults [14, 38], the accuracy of emotion classification for younger children

is higher. This is probably due to the fact that younger children are more spontaneous,

and as a result it is easier to identify their emotional state.

7.4.3 Emotion and objective metrics correlation

In Table 7.10 the correlation between the percentage of negative and positive utterances

per session, inactivity time and wrong answers are shown. In order to compute the

percentage of positive and negative utterances, we labeled each sample using the LDA

classifier.

Factor pair Correlation p-value
Positive Emotions/Inact. time -0.2265 0.0632
Negative Emotions/Inact. time 0.2265 0.0662
Positive Emotions/Wrong ans. -0.2418 0.0470
Negative Emotions/Wrong ans. 0.2404 0.0483

Table 7.10: Correlation between emotional state of the children, inactivity time and
wrong answers.

The results show that there is correlation between inactivity time and the emotional

state of the children. Long inactivity time is indicator of negative emotions while short
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inactivity time is indicator of positive emotions. Also correlation between the wrong

answers and the emotional state of children is found. As shown in the table, wrong

answers cause negative feelings to the children.

7.5 ANOVA Analysis

In order to confirm the statistical significance of our results, 2-way ANOVA statistical

analysis was performed at the collected data. Specifically, there is a significant reduction

of inactivity time between boys and girls (see Fig. 7.7(a)). Also there is a significant

difference between boys and girls in the task completion. As we said before, girls are

usually more persistent and insist until they complete the task at hand (see Fig. 7.7(b)).

Fig. 7.7(c) shows that the usage of speech compare to task completion is statistical

significant. It seems that speech usage is an extra motive for children in order to complete

the task at hand. Furthermore Fig. 7.7(d) shows that the relation between emotional

state and inactivity time is almost significant.

Finally Fig. 7.7(e) and Fig. 7.7(f) shows the significant relation between entertainment

and fantasy and curiosity factors. Specifically the entertainment is statistical higher for

curiosity and fantasy level 2 compare to curiosity and fantasy level 0.

Although, because of the small number of participants in our experiments, more data

are needed in order to find more significant results. A second series of experiments with

more children could help in that direction.



Chapter 7. Evaluation Results and Analysis 48

(a) (b)

(c) (d)

(e) (f)

Figure 7.7: (a) 2-way ANOVA results (gender and inactivity time), (b) 2-way
ANOVA results (gender and task completion), (c) 2-way ANOVA results (speech usage
and task completion), (d) 2-way ANOVA results (emotional state and inactivity time),
(e) 2-way ANOVA results (Fantasy and entertainment), (f) 2-way ANOVA results (cu-

riosity and entertainment).



Chapter 8

Conclusions and Future Work

8.1 Conclusions

In this work we have investigated how preschool children interact with multimodal di-

alogue systems. For this purpose, an on-line multimodal platform has been designed,

implemented and used as a starting point to develop web-based speech-enabled applica-

tions for children. Five preschool games were implemented based on popular preschool

activities and evaluated by nine children of ages 4-6.

Various levels of fantasy, curiosity and difficulty are implemented in the games, in order

to investigate how Malone’s factor affect engagement and enjoyability. The evaluation

experiments showed that fantasy and curiosity are positively correlated with children’s

entertainment, while the level of difficulty seems to depend on each child’s individual

preferences.

Moreover experiments showed that high levels of fantasy encourage the use of voice

modality. When children interact inside a fantasy world they are more spontaneous,

thus they use the most natural modality, in our case speech. Similarly, speech usage

increase the task completion which indicates that speech usage is another motive for

children to complete the task. Also high levels of curiosity could increase the cognitive

load, although they can also give an extra motive to the child in order to finish the task

in hand.

Preliminary experiments also showed that interaction patterns and acoustic features are

indicators of (subjectively) optimal levels of fantasy, curiosity and difficulty. Moreover we

showed that emotion classification is possible in such ages. The classification results was

better compare with adults and older children and that is due to the fact that younger
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children are more spontaneous in their interaction with the computer. Furthermore

wrong answers and inactivity time are good indicators for recognize negative emotions.

The WoZ experiment in a gaming environment provided data for further use in the

creation of novel language models, understanding strategies for dialog systems and help

the identification of more indicators towards adapting multimodal dialogue systems for

children.

Nevertheless more experiments with more subjects and different system setups are

needed in order to better understand how to design adaptive multimodal dialogue sys-

tems for preschool children that maximize engagement and enjoyability.

8.2 Future Work

Further improvement of the platform could be done by supporting more modalities in

the future. For example, the touch modality or gesture recognition might proved to be

very interesting for the kids. During the experiments we notice that some kids, especially

the younger ones, had the tendency to touch the screen in order to give their answer

to the game. That shows that touch could be a very effective modality in multimodal

dialogue systems for preschoolers.

Moreover, the Wizard of Oz should be replaced with an Automatic Speech Recognition

System. With the collected data, the necessary acoustic and language models could be

build in order to replace the Wizard of Oz module with an Automatic Speech Recognizer.

The ASR module is already exist and it is functional for adult users.

Furthermore there are many thing that can be done regarding the adaptation of fantasy,

curiosity and difficulty. By improving the existing emotion classifier and using the aver-

age response time and the correct/wrong answers as indicators, we can easily implement

the difficulty adaptation in the system, in a way that the user during the gameplay stays

in “flow”. When the children is negative excited (Anxiety) the difficulty level could be

drop down. On the other hand when negative calm (Boredom) is detected the difficulty

level could be increase. By adapting the difficulty value and by offering high values of

curiosity and fantasy in our games, we are going to achieve high entertainment.

Finally more work should be done in order to investigate the exploration and exploitation

elements in such games. I our work we give more emphasis in the exploitation part, but

exploration is a parameter that should be investigate. This could be done by building

a more sophisticate interface with exploration elements. Different stories could also be
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implement. Different people will find different fantasies appealing, so we should be aware

of likes and dislikes relating to social groups such as gender, race, age, etc.



Appendix A

System setup manual

In this Appendix the installation manual of the platform is provided.

Instructions:

• Install the Java Development Kit (JDK) 1.5 or later. In this work we used JDK

1.6.0.11

• Install the Apache Tomcat web server. Tomcat 5.5 is recommended.

• Install the My SQL Database and run the children.db script from the thesis cd in

order to create the database.

• Copy the files from the JSP directory of the thesis cd to the /Webapps/ROOT/chil-

dren folder in the tomcat directory.

• Compile the java beans using the following commands:

javac web/persistence/*.java

javac web/children/*.java

You have to be sure that the username and password variables in the javabeans

are the same with the ones you put during the database installation.

• In the /Webapps/ROOT/WEB-INF/ folder of the Tomcat, create a directory with

the name “classes” and copy the web folder with the compiled javabeans in it.

• Copy the mysql connector from the thesis cd to the /Webapps/ROOT/WEB-

INF/lib and the web.xml to the Tomcats conf folder.

• Compile the Controller Applet using the following commands: javac Controller.java

jar cvf controller.jar *.class
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jarsigner -keystore myKeyStore controller.jar me

Copy the controller.jar file to the /Webapps/ROOT/children folder.

• Startup the web server. In order to be sure that it is working, open the following

address in your browser: http://localhost:8080/. In order to have access to the

platform open the following address: http://localhost:8080/children



Appendix B

Data Analysis Readme

In this Appendix the data analysis scripts are explained.

B.1 Instructions

B.1.1 Database foldering

The collected data are stored hierarchically based on date, user and session id. In each

session folder the log files for each game are exist and the collected audio data. All the

data during the experiments are stored in the WoZ directory.

B.1.2 Extracting information from log files

In order to extract the necessary data from the log files, run the stats.pl script. All the

data are stored in a new file called datastats.txt

To extract the audio features from the collected data run the features.praat script. In

order to run the script the Praat Toolkit is needed.

To extract the correlations between the various objective and subjective metrics, execute

the correlation.m file in the MATLAB environment. For Emotion Classification run

emotions.m script. Finally for ANOVA analysis run the anova.m script.

More detailed analysis could be found in the scripts.
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