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#### Abstract

Co-clustering is a generalization of unsupervised clustering that has recently drawn renewed attention, driven by emerging data mining applications in diverse areas. Whereas clustering groups entire columns of a data matrix, co-clustering groups columns over select rows only, i.e., it simultaneously groups rows and columns. The concept generalizes to data 'boxes' and higher-way tensors, for simultaneous grouping along multiple modes. Various co-clustering formulations have been proposed, but no workhorse analogous to $K$-means has emerged. This paper starts from $K$-means and shows how co-clustering can be formulated as constrained multilinear decomposition with sparse latent factors. For three- and higher-way data, uniqueness of multilinear decomposition implies that, unlike matrix co-clustering, it is possible to unravel a large number of possibly overlapping co-clusters. After thorough discussion of modeling issues, a basic multi-way co-clustering algorithm is proposed that exploits multilinearity using Lasso-type coordinate updates. Various line search schemes are then introduced to speed up convergence, and suitable modifications are proposed to deal with missing values. The imposition of latent sparsity also pays a collateral dividend: it turns out that sequentially extracting one co-cluster at a time is almost optimal, hence the approach scales well for large datasets. The resulting algorithms are benchmarked against the state of art in pertinent simulations, and applied to measured data, including the ENRON e-mail corpus.
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## Notation and Preliminaries

A scalar is denoted by an italic letter, e.g. $a$. A column vector is denoted by a bold lowercase letter, e.g. a whose $i$-th entry is $\mathbf{a}(i)$. A matrix is denoted by a bold uppercase letter, e.g., A with $(i, j)$-th entry $\mathbf{A}(i, j) ; \mathbf{A}(:, j)(\mathbf{A}(i,:))$ denotes the $j$-th column (resp. $i$-th row) of $\mathbf{A}$. A three-way array is denoted by an underlined bold uppercase letter, e.g., $\underline{\mathbf{A}}$, with $(i, j, n)$-th entry $\underline{\mathbf{A}}(i, j, n)$. Vector, matrix and three-way array size parameters (mode lengths) are denoted by uppercase letters, e.g. $I . I_{1}: I_{2}$ denotes the range from $I_{1}$ to $I_{2}$ inclusive.
$\circ$ stands for the vector outer product; i.e., for two vectors $\mathbf{a}(I \times 1)$ and $\mathbf{b}(J \times 1), \mathbf{a} \circ \mathbf{b}$ is an $I \times J$ rank-one matrix with $(i, j)$-th element $\mathbf{a}(i) \mathbf{b}(j)$; i.e., $\mathbf{a} \circ \mathbf{b}=\mathbf{a b}^{T}$. For three vectors, $\mathbf{a}(I \times 1), \mathbf{b}(J \times 1), \mathbf{c}(N \times 1), \mathbf{a} \circ \mathbf{b} \circ \mathbf{c}$ is an $I \times J \times N$ rank -one three-way array with $(i, j, n)$-th element $\mathbf{a}(i) \mathbf{b}(j) \mathbf{c}(n)$. Notice that outer products are simple (rank-one) structures, in the sense that all columns are proportional to a single 'pattern', and the same holds for rows and 'fibers'. The rank of a matrix A can be defined as the smallest number of outer products needed to synthesize $\mathbf{A}$. The rank of a three-way array $\underline{\mathbf{A}}$ is likewise defined as the smallest number of outer products needed to synthesize $\underline{\mathbf{A}}$. It turns out that this is the proper way to generalize the concept of matrix rank to three- and higher-way arrays (e.g., column and row ranks generally do not coincide in the three-way case).
$\otimes$ stands for the Kronecker product; given $\mathbf{A}\left(I \times K_{1}\right)$ and $\mathbf{B}\left(J \times K_{2}\right), \mathbf{A} \otimes \mathbf{B}$ is the $J I \times K_{2} K_{1}$ matrix

$$
\mathbf{A} \otimes \mathbf{B}:=\left[\begin{array}{ccc}
\mathbf{B A}(1,1) & \cdots & \mathbf{B A}\left(1, K_{1}\right) \\
\vdots & \ddots & \vdots \\
\mathbf{B A}(I, 1) & \cdots & \mathbf{B A}\left(I, K_{1}\right)
\end{array}\right]
$$

$\odot$ stands for the Khatri-Rao (column-wise Kronecker) product; given $\mathbf{A}(I \times K)$ and $\mathbf{B}(J \times K)$ (notice same number of columns), $\mathbf{A} \odot \mathbf{B}$ is the $J I \times K$ matrix

$$
\mathbf{A} \odot \mathbf{B}=[\mathbf{A}(:, 1) \otimes \mathbf{B}(:, 1) \cdots \mathbf{A}(:, K) \otimes \mathbf{B}(:, K)]
$$

$\circledast$ stands for the Hadamard (element-wise) product.
Consider a three-way array $\underline{\mathbf{X}}$. A low-rank approximation of $\underline{\mathbf{X}}$ can be written as

$$
\begin{equation*}
\underline{\mathbf{X}} \cong \sum_{k=1}^{K} \mathbf{a}_{k} \circ \mathbf{b}_{k} \circ \mathbf{c}_{k} \tag{1}
\end{equation*}
$$

When the approximation is exact, the above is known as the PARAFAC decomposition [13]. The rank of $\underline{\mathbf{X}}$ is then $\leq K$. Any three-way array $\underline{\mathbf{X}}$ can be decomposed / synthesized as above, for sufficiently high $K$. Let $\mathbf{A}:=\left[\mathbf{a}_{1}, \cdots, \mathbf{a}_{K}\right](I \times K), \mathbf{B}:=\left[\mathbf{b}_{1}, \cdots, \mathbf{b}_{K}\right](J \times K)$, and $\mathbf{C}:=\left[\mathbf{c}_{1}, \cdots, \mathbf{c}_{K}\right](N \times K)$. Then the $I \times J \times N$ three-way array $\underline{\mathbf{X}}$ above can be unfolded into matrix form in three useful ways: $\mathbf{X}_{(1)}$ of size $N J \times I, \mathbf{X}_{(2)}$ of size $I N \times J$, and $\mathbf{X}_{(3)}$ of size $J I \times N$. It can be shown that:

$$
\mathbf{X}_{(1)}=(\mathbf{B} \odot \mathbf{C}) \mathbf{A}^{T}, \mathbf{X}_{(2)}=(\mathbf{C} \odot \mathbf{A}) \mathbf{B}^{T}, \mathbf{X}_{(3)}=(\mathbf{A} \odot \mathbf{B}) \mathbf{C}^{T}
$$

The operator $[\cdot]_{[\alpha, \beta]}$ projects its argument onto the interval $[\alpha, \beta] ; \mathbb{I}_{\{\text {condition }\}}$ denotes an indicator function - equal to 1 if the condition is true, 0 otherwise.
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## Chapter 1

## Introduction

Unsupervised clustering seeks to group the columns of a data matrix so that columns belonging to the same group are close to each other in some sense. The prominent example is $K$-means, which seeks to partition the columns in a way that columns falling in the same subset are close in terms of Euclidean distance. Unsupervised clustering is a core toolbox in pattern recognition and machine intelligence, where numerous extensions and variations of $K$-means have been developed over the years to account for overlapping groups, non-Euclidean distances and nonmetric clustering, to name a few.

A limitation of clustering is that it groups whole vectors, i.e., if two vectors differ significantly even in one element, they cannot be clustered together. There are nowadays more and more applications wherein one is interested in detecting, e.g., groups of customers buying certain products, even though their overall buying patterns are very different, or gene coexpression under certain experimental conditions that are a priori unknown. These tasks cannot be accomplished with classical clustering methods.

Co-clustering is a generalization of unsupervised clustering that seeks to group columns over select rows only (and vice-versa); that is, it simultaneously groups the rows and columns of a matrix to produce 'coherent' groups called co-clusters. The notion of coherence can range from constant to 'similar' co-cluster values, or proportional expression profiles in the case of gene expression data. This type of matrix co-clustering is also referred to as bi-clustering. Coclustering goes back to the early '70's [14], but it has recently found applications in diverse areas, ranging from the analysis of gene co-expression to network traffic and social network analysis $[7,18,5,23,1]$. The concept readily generalizes to higher-way data sets (e.g., adding a temporal dimension). There are few papers dealing with three-way co-clustering (tri-clustering) $[36,28,37]$ and no systematic study of three- and higher-way co-clustering, to the best of our knowledge. This is important because the algebraic properties of three- and higher-way data are very different from those of two-way (matrix) data; see, for example [19, 31].
$K$-means is NP-hard, but the (generalized) Lloyd-Max iteration usually yields acceptable solution at affordable complexity. Hard co-clustering is a generalization of $K$-means, hence also NP-hard. Unlike $K$-means, there is unfortunately no algorithmic workhorse analogous to the Lloyd-Max iteration for hard co-clustering. Various hard and soft bi-clustering formulations have been proposed in the literature [7, 18, 5, 23, 1], but numerical optimization remains challenging in most cases.

Starting from basic $K$-means and its extensions, we show how co-clustering can be formulated as a constrained multilinear decomposition with sparse latent factors. In the case of three-
and higher-way data, this corresponds to a Parallel Factor (PARAFAC) decomposition with sparse latent factors. This has important implications for co-clustering, because PARAFAC is unique under relatively mild conditions. This allows to uniquely unravel a large number of possibly overlapping co-clusters that are hidden in the data - something impossible with matrix methods. We discuss modeling alternatives, paying particular attention to cases where one expects different co-cluster supports along the different modes of the data (e.g., a typical cocluster involves more rows than columns). We then propose a basic multi-way co-clustering algorithm that exploits multilinearity using Lasso-type coordinate updates. Each update is very simple, but the flip-side is that the number of iterations till convergence can be large. To speed up convergence, we propose line search schemes based on iterative majorization and polynomial fitting. We also show how one can modify our algorithms to deal with missing data - a situation that is common in applications. The resulting algorithms are compared to the state-ofart in carefully designed simulations, and also applied to measured data - the ENRON e-mail corpus, Amazon co-purchase data, and wine data - to illustrate the benefit of line search.

Interestingly, the imposition of latent sparsity pays a collateral dividend: as one increases the number of fitted co-clusters, new co-clusters are added without affecting those previously extracted. This is not true for PARAFAC without latent sparsity - which is not, and generally cannot be an orthogonal decomposition, by virtue of uniqueness. An important corollary of this 'additivity' is that the co-clusters can be equivalently recovered one by one, in deflation mode. This is important because fitting a rank-one component is far easier computationally, implying that the approach remains operational even for large datasets.

### 1.1 Relevant prior art

References [20,35] have considered similar bilinear matrix decompositions with sparse latent factors, [20] specifically for bi-clustering - this is the closest piece of work to ours. We will explain the differences with [20] in Section 2.1.1. We have previously considered a related doubly-sparse model in different contexts [30,25]. None of the above has considered tri-clustering and higher-way co-clustering of tensors. The first attempt at tri-clustering was [36], followed by [28, 37]. These did not consider latent sparsity, which is at the heart of our approach for joint co-cluster support selection across all modes. An early version of part of our work appeared in [26], see also the introductory article [6] for an interesting application in food technology. The model is now different [(2.4) vs. (2.1) in what follows], and the algorithms have evolved significantly.

### 1.2 Motivation

### 1.2.1 Clustering as constrained outer product decomposition

Consider the familiar problem of clustering a set of vectors $\left\{\mathbf{x}_{j} \in \mathbb{R}^{I}\right\}_{j=1}^{J}$ in $K$ clusters. The goal is to find $K \ll J$ cluster means $\left\{\mu_{k} \in \mathbb{R}^{I}\right\}_{k=1}^{K}$ and an assignment of each $\mathbf{x}_{j}$ to a best-matching cluster $k^{*}(j)$ such that $\sum_{j}\left|\mathbf{x}_{j}-\boldsymbol{\mu}_{k^{*}(j)}\right|^{2}$ (or other suitable mismatch cost) is minimized. In matrix algebra terms, the problem can be posed as follows. Define $\mathbf{X}:=\left[\mathbf{x}_{1}, \cdots, \mathbf{x}_{J}\right](I \times J)$, $\mathbf{M}:=\left[\boldsymbol{\mu}_{1}, \cdots, \boldsymbol{\mu}_{K}\right](I \times K)$, and an assignment matrix $\mathbf{B}:=\left[\mathbf{b}_{1}, \cdots, \mathbf{b}_{K}\right](J \times K)$ having binary elements $\mathbf{B}(j, k)=\mathbf{b}_{k}(j) \in\{0,1\}$ and rows satisfying $\sum_{k=1}^{K} \mathbf{B}(j, k)=1, \forall j$ (i.e., each
row sums to 1 ). The most widely used version of the clustering problem, known as $K$-means clustering, can then be written as

$$
\min _{\mathbf{M}, \mathbf{B} \in\{0,1\}^{J \times K} \cap \mathcal{R S}}\left\|\mathbf{X}-\mathbf{M B}^{T}\right\|_{F}^{2},
$$

where $\mathcal{R S}$ denotes the set of matrices with the property that each row sums to 1 . $K$-means clustering is NP-hard; for this reason, iterative algorithms based on the Lloyd-Max iteration are typically used to compute suboptimal solutions, often with good results.

Note that $K$-means clustering is equivalent to finding a best-fitting approximation (in the least squares sense) of the matrix $\mathbf{X}$ as a sum of $K$ outer products

$$
\min \left\|\mathbf{X}-\left(\boldsymbol{\mu}_{1} \mathbf{b}_{1}^{T}+\cdots+\boldsymbol{\mu}_{K} \mathbf{b}_{K}^{T}\right)\right\|_{F}^{2}
$$

but the loadings in one mode are constrained: $\mathbf{B} \in\{0,1\}^{J \times K} \bigcap \mathcal{R S}$. The binary constraint $\mathbf{B}(j, k)=\mathbf{b}_{k}(j) \in\{0,1\}, \forall j, k$ corresponds to the usual case of 'hard' clustering: every data vector either belongs to a certain cluster or not. The $\mathcal{R} \mathcal{S}$ constraint $\sum_{k=1}^{K} \mathbf{B}(j, k)=1, \forall j$ ensures that every data vector belongs to one and only one cluster - no data vector is left 'orphan' and the clusters are non-overlapping. Relaxing the binary $0-1$ constraints to non-negativity while maintaining the $\mathcal{R S}$ constraint corresponds to 'soft' clustering (overlapping clusters); the magnitude of $\mathbf{B}(j, k)$ now indicates how well $\mathbf{x}_{j}$ fits in cluster $k$. Replacing the $\mathcal{R S}$ constraint by its 'lossy' counterpart $\sum_{k=1}^{K} \mathbf{B}(j, k) \leq 1$ (or even dropping it altogether) emphasizes the extraction of significant clusters at the expense of not modeling 'outlying' data points. This is often well-justified in the context of exploratory data analysis. From this point on, we mostly focus on soft lossy (co-) clustering. We also assume non-negative data and impose non-negativity on the latent factors. Non-negativity is valid in many but not all applications of co-clustering, so we also comment on how our approach can be modified for the real-valued case.

## Chapter 2

## Problem Formulation

### 2.1 Co-clustering as constrained outer product decomposition

$K$-means and related approaches cluster whole vectors - meaning that all elements of a given vector are considered when making clustering decisions, and vectors that are clustered together are ideally 'close' in each and every coordinate. A single cluster is modeled as a rank-one outer product plus noise:

$$
\mathbf{C}=\boldsymbol{\mu} \mathbf{b}^{T}+\text { noise },
$$

where $\boldsymbol{\mu}$ is unconstrained and $\mathbf{b}$ is binary; i.e., $\mathbf{b}(j) \in\{0,1\}$, with 1 's in those elements corresponding to columns of the data matrix that belong to the given cluster. The vector $\mathbf{b}$ will typically be sparse, because most data columns will not belong to any given cluster - at least when $K>2$ and the cluster populations are roughly balanced.

There are many applications where certain vectors are close only for a certain subset of their elements, and we need to spot this pattern. A good example is gene expression data, where the rows of the data matrix $\mathbf{X}$ correspond to genes, the columns to experimental conditions, and the objective is to detect patterns of joint gene expression and the conditions under which this happens. Note that we do not know a priori exactly which genes are expressed together, or under which conditions. Another example is marketing, where rows correspond to products, columns to customers, and the objective is not to cluster the products or the customers, but rather to detect (possibly overlapping) groups of customers that tend to buy certain subsets of products. This is the co-clustering (in this case bi-clustering) problem which has recently generated significant interest in numerous disciplines $[7,18,5,23,1]$. In social network analysis, co-clustering can be used to detect social groups (often called 'cliques') engaging in certain types of social behavior.

Whereas one-sided clustering involves selection (which columns belong to the given cluster) in one mode, co-clustering involves selection in both modes (rows and columns). This can be modeled as

$$
\mathbf{G}=\mathbf{a b}^{T}+\text { noise },
$$

where $\mathbf{a}$ and $\mathbf{b}$ are both sparse. When only relative expression matters, we can relax the binary constraint on the elements of $\mathbf{a}$ and $\mathbf{b}$, possibly retaining non-negativity when appropriate. Assuming non-negative data $\mathbf{X}(i, j) \geq 0, \forall i, j$, and focusing on overlapping (soft) lossy co-
clustering, the problem can then be formulated as

$$
\min _{\mathbf{A} \geq \mathbf{0}, \mathbf{B} \geq \mathbf{0}}\left\|\mathbf{X}-\mathbf{A B}^{T}\right\|_{F}^{2},
$$

where the inequalities should be interpreted element-wise, and the columns of $\mathbf{A}(J \times K)$ and B $(I \times K)$ should typically contain many zeros.

One may envision using singular value decomposition (SVD) or non-negative matrix factorization (NMF) [21] for co-clustering; however, the columns of $\mathbf{A}$ and $\mathbf{B}$ will then be dense, destroying all support information which is crucial in co-clustering applications. SVD imposes orthogonality, which is artificial and limits analysis to non-overlapping co-clusters if non-negativity is also imposed.

Enforcing sparsity is ideally accomplished by penalizing the number of non-zero elements (the $\ell_{0}$ norm), however this yields an intractable optimization problem. Recent research has shown that a practical alternative is to use an $\ell_{1}$ penalty in lieu of the $\ell_{0}$ norm [32]. This leads to the following formulation of bi-clustering:

$$
\begin{equation*}
\min _{\mathbf{A} \geq \mathbf{0}, \mathbf{B} \geq \mathbf{0}}\left\|\mathbf{X}-\mathbf{A B}^{T}\right\|_{F}^{2}+\lambda_{a} \sum_{i, k}|\mathbf{A}(i, k)|+\lambda_{b} \sum_{j, k}|\mathbf{B}(j, k)|, \tag{2.1}
\end{equation*}
$$

where different 'prices' $\lambda_{a}, \lambda_{b}$ have been introduced to account for the fact that co-clusters may involve more (or less) rows than columns; e.g., 3 genes and 12 experimental conditions for gene co-expression data. This means that the level of latent sparsity (number or percentage of nonzero elements) differs across modes, which in turn implies that imbalanced sparsity penalties should be employed to reveal the underlying structure.

With $\mathbf{A}:=\left[\mathbf{a}_{1}, \cdots, \mathbf{a}_{K}\right], \mathbf{B}:=\left[\mathbf{b}_{1}, \cdots, \mathbf{b}_{K}\right],(2.1)$ can be written as

$$
\begin{equation*}
\min _{\left\{\mathbf{a}_{k} \geq 0, \mathbf{b}_{k} \geq 0\right\}_{k=1}^{K}}\left\|\mathbf{X}-\sum_{k=1}^{K} \mathbf{a}_{k} \mathbf{b}_{k}^{T}\right\|_{F}^{2}+\lambda_{a} \sum_{k}\left\|\mathbf{a}_{k}\right\|_{1}+\lambda_{b} \sum_{k}\left\|\mathbf{b}_{k}\right\|_{1} . \tag{2.2}
\end{equation*}
$$

The formulation in (2.1) / (2.2) has the following (weighted) norm-balancing property:
Claim 1 Let $\left\{\widehat{\mathbf{a}}_{k}, \widehat{\mathbf{b}}_{k}\right\}_{k=1}^{K}$ be a solution of (2.2) for $\lambda_{a}>0, \lambda_{b}>0$. Then

$$
\begin{equation*}
\lambda_{a}\left\|\widehat{\mathbf{a}}_{k}\right\|_{1}=\lambda_{b}\left\|\widehat{\mathbf{b}}_{k}\right\|_{1}=\sqrt{\lambda_{a} \lambda_{b}\left\|\mathbf{a}_{k}\right\|_{1}\left\|\mid \mathbf{b}_{k}\right\|_{1}}, \forall k \tag{2.3}
\end{equation*}
$$

Proof 1 It is easy to see that, for $\lambda_{a}>0, \lambda_{b}>0$, either both $\widehat{\mathbf{a}}_{k}, \widehat{\mathbf{b}}_{k}$ are zero, in which case the equality holds trivially, or both are nonzero. In the latter case, note that the $\ell_{2}$ part of the cost in (2.2) is invariant to simultaneous scaling of $\mathbf{a}_{k}$ by $s$ and counter-scaling of $\mathbf{b}_{k}$ by $\frac{1}{s}$, whereas the $\ell_{1}$ part $\lambda_{a}\left\|\mathbf{a}_{k}\right\|_{1}+\lambda_{b}\left\|\mathbf{b}_{k}\right\|_{1}$ is sensitive with respect to such scaling. Consider s $\alpha+\frac{1}{s} \beta$, for some $\alpha>0, \beta>0$. Taking derivative with respect to $s$ and setting it to zero yields $\widehat{s}= \pm \sqrt{\frac{\beta}{\alpha}}$. Substituting $\widehat{s}=\sqrt{\frac{\beta}{\alpha}}$ back yields ${ }^{1} \widehat{s} \alpha+\frac{1}{\hat{s}} \beta=\sqrt{\alpha \beta}+\sqrt{\alpha \beta}$, i.e., the two terms are equalized. From the arithmetic mean - geometric mean inequality, we know that

[^1]$2 \sqrt{\alpha \beta} \leq \alpha+\beta$, with equality if and only if $\alpha=\beta$. Thus, if $\lambda_{a}\left\|\widehat{\mathbf{a}}_{k}\right\|_{1} \neq \lambda_{b}\left\|\widehat{\mathbf{b}}_{k}\right\|_{1}$, scaling $\widehat{\mathbf{a}}_{k}$ by $s$ and counter-scaling $\widehat{\mathbf{b}}_{k}$ by $\frac{1}{s}$ can be used to strictly reduce the cost, thereby contradicting optimality.

The norm-balancing property yields an important and perhaps unexpected corollary:
Claim 2 For $\lambda_{a}>0, \lambda_{b}>0$, Problem (2.2) is equivalent to

$$
\min _{\left\{\mathbf{a}_{k} \geq 0, \mathbf{b}_{k} \geq 0\right\}_{k=1}^{K}}\left\|\mathbf{X}-\sum_{k=1}^{K} \mathbf{a}_{k} \mathbf{b}_{k}^{T}\right\|_{F}^{2}+\sum_{k} 2 \sqrt{\lambda_{a} \lambda_{b}\left\|\mathbf{a}_{k}\right\|_{1}\left\|\mathbf{b}_{k}\right\|_{1}},
$$

implying that it is impossible to individually control the row- and column-sparsity in (2.2) through appropriate choice of $\lambda_{a}$ and $\lambda_{b}$, respectively; only the product $\lambda_{a} \lambda_{b}$ matters, and the effective penalty is always symmetric.

## Proof 2

$$
\begin{array}{r}
\min _{\left\{\mathbf{a}_{k} \geq 0, \mathbf{b}_{k} \geq 0\right\}_{k=1}^{K}}\left\|\mathbf{X}-\sum_{k=1}^{K} \mathbf{a}_{k} \mathbf{b}_{k}^{T}\right\|_{F}^{2}+\lambda_{a} \sum_{k}\left\|\mathbf{a}_{k}\right\|_{1}+\lambda_{b} \sum_{k}\left\|\mathbf{b}_{k}\right\|_{1} \Longleftrightarrow \\
\min _{\left\{\mathbf{a}_{k} \geq 0, \mathbf{b}_{k} \geq 0, s_{k}>0\right\}_{k=1}^{K}}\left\|\mathbf{X}-\sum_{k=1}^{K} \mathbf{a}_{k} s_{k} \frac{1}{s_{k}} \mathbf{b}_{k}^{T}\right\|_{F}^{2}+\lambda_{a} \sum_{k} s_{k}\left\|\mathbf{a}_{k}\right\|_{1}+\lambda_{b} \sum_{k} \frac{1}{s_{k}}\left\|\mathbf{b}_{k}\right\|_{1} \Longleftrightarrow \\
\min _{\left\{\mathbf{a}_{k} \geq 0, \mathbf{b}_{k} \geq 0\right\}_{k=1}^{K}}\left\|\mathbf{X}-\sum_{k=1}^{K} \mathbf{a}_{k} \mathbf{b}_{k}^{T}\right\|_{F}^{2}+\sum_{k} 2 \sqrt{\lambda_{a} \lambda_{b}\left\|\mathbf{a}_{k}\right\|_{1}\left\|\mathbf{b}_{k}\right\|_{1}}
\end{array}
$$

where for the last equivalence we used that we may restrict the search for minima over only those $\left(\mathbf{a}_{k}, \mathbf{b}_{k}\right)$ that are either both zero or both nonzero - having only one zero vector cannot be optimal, as explained earlier.

This 'forced symmetry' is the most important, but not the only drawback of the formulation in (2.1) / (2.2), which also exhibits scaling bias. Noting that $\left\|\mathbf{a}_{k}\right\|_{1}| | \mathbf{b}_{k} \|_{1}=\left|\mathbf{a}_{k} \mathbf{b}_{k}^{T}\right|$, the latter being the 'size' of co-cluster $k$ as measured by the sum of absolute values of its elements, it follows that (2.1) / (2.2) penalizes co-cluster support times expression level according to $\sqrt{\text { support } \times \text { level. Finally, from a computational standpoint, we have observed that alternat- }}$ ing optimization - type algorithms aiming to solve (2.1)/(2.2) tend to get stuck in 'scaling swamps', during which there is very slow progress towards balancing the norms and virtually no progress in terms of the overall cost function in (2.1) / (2.2).

The above shortcomings are undesirable artifacts of using the $\ell_{1}$ norm as a surrogate of the $\ell_{0}$ norm. Whilst this substitution has proven merits in the context of variable selection in linear regression, we have argued that it is not as well-motivated in the case of bilinear (and higherorder) regression with latent sparsity. In addition to proven oracle properties, a fundamental reason that $\ell_{1}$ is used in lieu of $\ell_{0}$ for linear problems is that it yields a convex optimization problem after the substitution, which can be efficiently solved - scalar updates can be carried out in close-form, and coordinate descent can be used to find the global optimum. This advantage disappears for bilinear and higher-order models, because even after $\ell_{0} \rightarrow \ell_{1}$ substitution the problem remains highly non-convex. As a result, alternative approximations of the $\ell_{0}$ norm should be considered.

To circumvent these difficulties, we propose modifying the model and cost function as follows. Any $\mathbf{a}_{k} \geq 0$ can be written as $\sigma_{k} \widetilde{\mathbf{a}}_{k}$, with $0 \leq \widetilde{\mathbf{a}}_{k}(i) \leq 1$, and $\sigma_{k}:=\max _{i} \mathbf{a}_{k}(i)$; and likewise for $\mathbf{b}_{k}$. If we are interested in inducing sparsity on $\mathbf{a}_{k} \geq 0$ while simultaneously retaining scaling freedom, it makes sense to penalize $\left\|\widetilde{\mathbf{a}}_{k}\right\|_{1}$ instead of $\left\|\mathbf{a}_{k}\right\|_{1}$. As illustrated in Fig. 2.1, this is a better approximation of the $\ell_{0}$ norm.


Figure 2.1: Two approximations of the zero norm.

Dropping the tilde for brevity, we therefore obtain

$$
\begin{equation*}
\min _{\left\{0 \leq \rho_{k} \leq \bar{\rho}, 0 \leq \mathbf{a}_{k} \leq 1,0 \leq \mathbf{b}_{k} \leq 1\right\}_{k=1}^{K}}\left\|\mathbf{X}-\sum_{k=1}^{K} \rho_{k} \mathbf{a}_{k} \mathbf{b}_{k}^{T}\right\|_{F}^{2}+\lambda_{a} \sum_{k}\left\|\mathbf{a}_{k}\right\|_{1}+\lambda_{b} \sum_{k}\left\|\mathbf{b}_{k}\right\|_{1}, \tag{2.4}
\end{equation*}
$$

where $\bar{\rho}:=\max _{i, j} \mathbf{X}(i, j)$. Notice that $\rho_{k} \leq \bar{\rho}$ can be enforced without loss of generality; an upper bound is needed to avoid arbitrarily scaling down $\left\{\mathbf{a}_{k}, \mathbf{b}_{k}, \mathbf{c}_{k}\right\}$ while absorbing the overall scale in $\rho_{k}$. Also note that, when the elements of $\mathbf{a}_{k}$ are constrained in $[0,1]$ as in (2.4), $\left\|\mathbf{a}_{k}\right\|_{1} \leq\left\|\mathbf{a}_{k}\right\|_{0}$, with $\left\|\mathbf{a}_{k}\right\|_{1}=\left\|\mathbf{a}_{k}\right\|_{0}$ (and likewise for $\mathbf{b}_{k}$ ) in the important special case of a constant co-cluster of level $\bar{\rho}$.

Note that one might be tempted to tighten the interval for the elements of $\mathbf{a}, \mathbf{b}$ to $[0, \epsilon]$ for some small positive $\epsilon<1$, and compensate by changing the upper bound on $\rho$ from $\bar{\rho}$ to $\bar{\rho} / \epsilon$, in order to employ an even better approximation of the zero norm, see also Fig. 2.1. Although conditional updates of one variable given the rest will remain simple, the overall cost function will be harder to minimize (non-convexity will be more severe) in this case. Also, simultaneously working with very small and very large variables can give rise to numerical conditioning problems for small $\epsilon$. Hence we advocate using $\epsilon=1$ as a good trade-off.

In some applications of bi-clustering, $\mathbf{X}$ and the latent factors have real-valued elements;
adjusting for this, the problem becomes

$$
\begin{equation*}
\min _{\left\{\left|\rho_{k}\right| \leq \check{\rho},-1 \leq \mathbf{a}_{k}, \mathbf{b}_{k} \leq 1\right\}_{k=1}^{K}}\left\|\mathbf{X}-\sum_{k=1}^{K} \rho_{k} \mathbf{a}_{k} \mathbf{b}_{k}^{T}\right\|_{F}^{2}+\lambda_{a} \sum_{k}\left\|\mathbf{a}_{k}\right\|_{1}+\lambda_{b} \sum_{k}\left\|\mathbf{b}_{k}\right\|_{1}, \tag{2.5}
\end{equation*}
$$

where now $\check{\rho}:=\max _{i, j}|\mathbf{X}(i, j)|$.

### 2.1.1 Related work

We have previously considered a special case (with $\lambda_{a}=\lambda_{b}$ ) of the doubly sparse bilinear regression problem in (2.1) in different contexts [30, 25]. Lee et al [20] proposed a bi-clustering formulation that is closely related to ours, as we discovered shortly after [26]. In particular, they proposed using the following formulation to extract one co-cluster at a time:

$$
\begin{equation*}
\min _{\rho \geq 0, \mathbf{a}, \mathbf{b} \mid\|\mathbf{a}\|_{2}=\|\mathbf{b}\|_{2}=1}\left\|\mathbf{X}-\rho \mathbf{a b}^{T}\right\|_{F}^{2}+\lambda_{a} \rho \sum_{i} \mathbf{w}_{1}(i)|\mathbf{a}(i)|+\lambda_{b} \rho \sum_{j} \mathbf{w}_{2}(j)|\mathbf{b}(j)|, \tag{2.6}
\end{equation*}
$$

where the $\mathbf{w}_{1}(i)$ 's and $\mathbf{w}_{2}(j)$ 's are data-dependent weights depending on the magnitude of the conditional least squares estimate of the respective vector element. In [20], parameters $\lambda_{a}, \lambda_{b}$ are chosen according to the Bayesian Information Criterion, conditioned on interim estimates of $\mathbf{b}$, $\mathbf{a}$, respectively; parameter tuning is embedded in the overall iteration, i.e., $\lambda_{a}$ is modified after each update of $\mathbf{b}$, and $\lambda_{b}$ after each update of $\mathbf{a}$. Adapting the sparsity penalties using intermediate estimates of $\mathbf{a}$ and $\mathbf{b}$ may work well in many cases, but it also implies that subsequent updates do not reduce a well-defined cost function, opening the door to potential instability. In fact, it is not difficult to find cases where [20] oscillates between two states; an example is provided in the Appendix. For this and other reasons, we fix the sparsity penalties throughout the iterations. Our method of selecting parameters $\lambda_{a}, \lambda_{b}$ will be discussed in Section 3.3.

Considering the plain version of (2.6) with all weights equal $\left(\mathrm{w}_{1}(i)=\mathrm{w}_{2}(j)=1, \forall i, j\right)$, i.e.,

$$
\begin{equation*}
\min _{\rho \geq 0, \mathbf{a}, \mathbf{b} \mid\|\mathbf{a}\|_{2}=\|\mathbf{b}\|_{2}=1}\left\|\mathbf{X}-\rho \mathbf{a b}^{T}\right\|_{F}^{2}+\lambda_{a} \rho\|\mathbf{a}\|_{1}+\lambda_{b} \rho\|\mathbf{b}\|_{1}, \tag{2.7}
\end{equation*}
$$

the motivation for penalizing $\rho\|\mathbf{a}\|_{1}$ instead of $\|\mathbf{a}\|_{1}$ is not clear in [20] - note that $\rho$ is the overall scaling of the outer product $\mathbf{a b}^{T}$, not the individual scaling of $\mathbf{a}$; hence $\rho\|\mathbf{a}\|_{1}$ cannot be interpreted as the one-norm of the 'effective' a, and likewise for $\mathbf{b}$. It seems that part of the reasoning behind [20] was to enable use of a simple block-coordinate descent strategy: notice that optimizing $(\rho, \mathbf{a})$ conditioned on $\mathbf{b}$ is a Lasso problem [32], which can be efficiently solved; and likewise for the conditional update of $(\rho, \mathbf{b})$ given $\mathbf{a}$. It is easy to see that in order to synthesize a constant co-cluster 'patch', the penalty in (2.6) is proportional to co-cluster level. As a side comment, note that in (2.4) we impose non-negativity constraints on the elements of $\mathbf{a}$ and $\mathbf{b}$, when appropriate. Non-negativity of the latent factors is physically meaningful in many co-clustering applications.

Starting from a different perspective, Witten et al. [35] proposed bilinear decomposition with sparsity-inducing hard $\ell_{1}$ constraints on both the left and right latent vectors, as a variation of sparse SVD and sparse canonical correlation analysis. Their model was not developed with co-clustering in mind, but it is similar to our formulation of bi-clustering - which uses soft
$\ell_{1}$ penalties instead of hard $\ell_{1}$ constraints, and optionally non-negativity when appropriate. Hoyer [16] considered adding hard sparsity constraints to NMF with the aim of improving the interpretability of the decomposition in applications of NMF (co-clustering was not considered in [16]). Hoyer used a sparsity measure that combines the $\ell_{1}$ and $\ell_{2}$ norms.

References [20, 35, 16] did not consider extensions to the higher-way case, which is the topic of the next subsection.

### 2.2 Extension to three- and higher-way co-clustering: PARAFAC with sparse latent factors

In many cases, one works with data sets indexed by three or more variables, instead of two (as in matrices). A good example is several batches of gene expression data measured over several experimental conditions in two or more occasions or by different labs. Another is social network data, such as the ENRON e-mail corpus, where we have e-mail counts from sender to receiver as a function of time, stored in a three-way array $\underline{\mathbf{X}}$ whose $(i, j, n)$-th element $\underline{\mathbf{X}}(i, j, n)$ is the number of packets send by transmitting node $i$ to receiving node $j$ during time interval $n$. The natural generalization of the bi-clustering approach in (2.2) to tri-clustering is to consider a trilinear outer product decomposition

$$
\underline{\mathbf{X}} \cong \sum_{k=1}^{K} \mathbf{a}_{k} \circ \mathbf{b}_{k} \circ \mathbf{c}_{k},
$$

with sparsity on all latent factors. Without sparsity, the above is the PARAFAC model, and $K$ is the exact or 'essential' rank of $\underline{\mathbf{X}}$, depending on whether one seeks an exact decomposition or a low-rank approximation. Note that latent sparsity is key here, because the whole point of co-clustering is to select subsets along each mode. Even without sparsity, however, the PARAFAC decomposition is unique under relatively mild conditions - even in certain cases where $K \gg \min (I, J)$ (e.g., see [19, 31]). This means that our formulation of (overlapping and lossy) three-way co-clustering can reveal the true latent patterns in the data when used as an exploratory tool, even for a large number of co-clusters - possibly even exceeding some or all dimensions of the three-way array $\underline{\mathbf{X}}$. This is not the case for bi-clustering, which is either NP-hard (in the case of hard bi-clustering) or lacks uniqueness (in the case of soft bi-clustering).

### 2.2.1 Related work

There are very few papers on tri-clustering in the literature [36, 28, 37] (note that tri-clustering is very different from $K$-means clustering of three-way data, as considered, e.g., in [17]). Off-the-shelf non-negative PARAFAC has been used for tri-clustering of web data in [37], albeit without motivation as to why it is an appropriate tool for co-clustering. A hybrid PARAFACTucker model is proposed in [28], again without clear motivation regarding its application to co-clustering. Still, these are the closest pieces of work, and so we will use non-negative PARAFAC as a baseline for comparison in our simulations. We underscore, however, that latent sparsity is key in our present context, because the whole point of co-clustering is to select subsets along each mode. Latent factor sparsity has not been considered in the aforementioned references, which did not start from a 'first principles' formulation, as we did.

One may wonder if there is a need to impose sparsity in our present context, in light of uniqueness of unconstrained (or non-negative) PARAFAC. The answer is two-fold. First, in practice we compute truncated PARAFAC approximations, instead of a full decomposition; noise and unmodeled dynamics will thereby render the extracted factors non-zero everywhere, with probability one. This destroys the support information that is crucial for co-clustering. Enforcing latent sparsity suppresses noise and automatically selects the desired support in all modes, simultaneously. Second, the imposition of sparsity (and non-negativity) improve uniqueness, thereby allowing stable extraction of more co-clusters than would otherwise be possible with plain PARAFAC. For these two reasons, sparsity constraints are very important here.

Motivated by the aforementioned considerations, we may consider the following formulation of tri-clustering

$$
\begin{equation*}
\min _{\left\{\mathbf{a}_{k} \geq 0, \mathbf{b}_{k} \geq 0, \mathbf{c}_{k} \geq 0,\right\}_{k=1}^{K}}\left\|\underline{\mathbf{X}}-\sum_{k=1}^{K} \mathbf{a}_{k} \circ \mathbf{b}_{k} \circ \mathbf{c}_{k}\right\|_{F}^{2}+\lambda_{a} \sum_{k}\left\|\mathbf{a}_{k}\right\|_{1}+\lambda_{b} \sum_{k}\left\|\mathbf{b}_{k}\right\|_{1}+\lambda_{c} \sum_{k}\left\|\mathbf{c}_{k}\right\|_{1}( \tag{2.8}
\end{equation*}
$$

However, it is easy to prove by contradiction (similar to Claim 1) that norm balancing now extends across all three modes (and in fact slows down convergence of alternating optimization schemes even further):

Claim 3 Let $\left\{\widehat{\mathbf{a}}_{k}, \widehat{\mathbf{b}}_{k}, \widehat{\mathbf{c}}_{k}\right\}_{k=1}^{K}$ be a solution of (2.8), for $\lambda_{a}, \lambda_{b}, \lambda_{c}$ all $>0$. Then

$$
\begin{equation*}
\lambda_{a}\left\|\widehat{\mathbf{a}}_{k}\right\|_{1}=\lambda_{b}\left\|\widehat{\mathbf{b}}_{k}\right\|_{1}=\lambda_{c}\left\|\widehat{\mathbf{c}}_{k}\right\|_{1}, \forall k . \tag{2.9}
\end{equation*}
$$

This leads us to propose the following formulation of tri-clustering:

$$
\begin{array}{r}
\min _{\left\{0 \leq \rho_{k} \leq \bar{\rho}, 0 \leq \mathbf{a}_{k}, \mathbf{b}_{k}, \mathbf{c}_{k} \leq 1,\right\}_{k=1}^{K}}\left\|\underline{\mathbf{X}}-\sum_{k=1}^{K} \rho_{k} \mathbf{a}_{k} \circ \mathbf{b}_{k} \circ \mathbf{c}_{k}\right\|_{F}^{2}+ \\
\lambda_{a} \sum_{k}\left\|\mathbf{a}_{k}\right\|_{1}+\lambda_{b} \sum_{k}\left\|\mathbf{b}_{k}\right\|_{1}+\lambda_{c} \sum_{k}\left\|\mathbf{c}_{k}\right\|_{1}, \tag{2.10}
\end{array}
$$

where $\bar{\rho}:=\max _{i, j, n} \mathbf{X}(i, j, n)$.
If $\mathbf{X}$ and the latent factors have real-valued elements, then the problem becomes

$$
\begin{array}{r}
\min _{\left\{\left|\rho_{k}\right| \leq \check{\rho},-1 \leq \mathbf{a}_{k}, \mathbf{b}_{k}, \mathbf{c}_{k} \leq 1,\right\}_{k=1}^{K}}\left\|\underline{\mathbf{X}}-\sum_{k=1}^{K} \rho_{k} \mathbf{a}_{k} \circ \mathbf{b}_{k} \circ \mathbf{c}_{k}\right\|_{F}^{2}+ \\
\lambda_{a} \sum_{k}\left\|\mathbf{a}_{k}\right\|_{1}+\lambda_{b} \sum_{k}\left\|\mathbf{b}_{k}\right\|_{1}+\lambda_{c} \sum_{k}\left\|\mathbf{c}_{k}\right\|_{1}, \tag{2.11}
\end{array}
$$

where $\check{\rho}:=\max _{i, j, n}|\mathbf{X}(i, j, n)|$.

## Chapter 3

## Algorithms

The problem in (2.4) is highly non-convex, so global optimal solution cannot be guaranteed. On the other hand, the formulation in (2.4) admits element-wise or block coordinate descent updates that reduce the cost and yield a monotonically improving sequence of admissible solutions, at low per-iteration complexity. Consider, for example, the update of a generic element of $\mathbf{A}$, denoted as $\alpha$, conditioned on the remaining model parameters. It can be shown that the problem then boils down to

$$
\min _{0 \leq \alpha \leq 1} f(\alpha)=\|\mathbf{y}-\mathbf{d} \alpha\|_{2}^{2}+\lambda|\alpha|
$$

for given $\mathbf{y}$, and d. Define

$$
g(\alpha)=\|\mathbf{y}-\mathbf{d} \alpha\|_{2}^{2}+\lambda \alpha
$$

and let $\alpha_{f}^{*}$ and $\alpha_{g}^{*}$ denote the minimizers of $f(\alpha)$ and $g(\alpha)$, respectively. Note that $f(\cdot)$ and $g(\cdot)$ are convex functions, $g(\cdot) \leq f(\cdot)$, and $g(\alpha)=f(\alpha)$ for $\alpha \geq 0$. The first derivative of $g(\alpha)$ is

$$
\frac{d g(\alpha)}{d \alpha}=-2 \mathbf{y}^{T} \mathbf{d}+2 \alpha \mathbf{d}^{T} \mathbf{d}+\lambda
$$

and equating to zero yields

$$
\alpha_{g}^{*}=\frac{\mathbf{y}^{T} \mathbf{d}-\frac{\lambda}{2}}{\mathbf{d}^{T} \mathbf{d}}
$$

There are three possibilities, as illustrated in Fig. 3.1:

1. $\alpha_{g}^{*} \in[0,1]$, in which case $\alpha_{f}^{*}=\alpha_{g}^{*}$.
2. $\alpha_{g}^{*}<0$, in which case $\alpha_{f}^{*}=0$.
3. $\alpha_{g}^{*}>1$, in which case $\alpha_{f}^{*}=1$.

Therefore, the optimal $[0,1]$-Lasso scalar update is given by

$$
\alpha=\left[\frac{\mathbf{y}^{T} \mathbf{d}-\frac{\lambda}{2}}{\mathbf{d}^{T} \mathbf{d}}\right]_{[0,1]} .
$$

The same type of problem arises when updating a single element of $\mathbf{B}$ - the model in (2.4) is symmetric in terms of the roles of $\mathbf{A}$ and $\mathbf{B}$. The conditional update of $\rho$ given $\mathbf{A}$ and $\mathbf{B}$ is a simple scalar least squares problem: it can be put in the form

$$
\min _{0 \leq \rho \leq \bar{\rho}}\|\mathbf{x}-\mathbf{z} \rho\|_{2}^{2}
$$



Figure 3.1: Three cases for the $[0,1]$ constrained lasso
for given $\mathbf{x}, \mathbf{z}$; the solution is

$$
\rho=\left[\frac{\mathbf{z}^{T} \mathbf{x}}{\mathbf{z}^{T} \mathbf{Z}}\right]_{[0, \bar{\rho}]} .
$$

In the real-valued case, the scaling factor $\rho$ is still restricted to be non-negative, but the latent factor elements take values in $[-1,1]$. The scalar update problem becomes

$$
\min _{-1 \leq \alpha \leq 1} f(\alpha)=\|\mathbf{y}-\mathbf{d} \alpha\|_{F}^{2}+\lambda|\alpha|
$$

whose solution is

$$
\alpha=\left\{\begin{array}{cl}
{\left[\frac{\mathbf{y}^{T} \mathbf{d}-\frac{\lambda}{2}}{\mathbf{d}^{T} \mathbf{d}}\right]_{[0,1]}} & \text { if } \mathbf{y}^{T} \mathbf{d}-\frac{\lambda}{2}>0 \\
{\left[\frac{\mathbf{y}^{T} \mathbf{d}+\frac{\lambda}{2}}{\mathbf{d}^{T} \mathbf{d}}\right]_{[-1,0]}} & \text { if } \mathbf{y}^{T} \mathbf{d}+\frac{\lambda}{2}<0 \\
0 & \text { otherwise }
\end{array}\right.
$$

The same type of element-wise updates can be used for both bi-clustering and tri- (or higherway) co-clustering: the key point is that multilinearity renders the conditional updates in linear regression form. The overall algorithm cycles over the elements of A, B (C, ...), interleaved with updates of $\rho$, until convergence of the cost function. Initialization does matter: for biclustering, we initialize the iterations using a truncated SVD, or Non-negative Matrix Factorization (SVD). For tri-clustering, we use non-negative PARAFAC - in particular, Non-Negative Alternating Least Squares (NN-ALS), as implemented in the N-way Toolbox for Matlab [2]. Algorithm 1 is pseudo-code for the proposed tri-clustering algorithm for a single co-cluster $(K=1)$. As we will soon see, a fortuitous side-benefit of our formulation enables far simpler computation of the dominant co-clusters in an incremental fashion; hence an algorithm for $K=1$ is all that is needed in practice.

### 3.1 Convergence speed-up using line search

Despite its conceptual and computational simplicity and versatility, coordinate descent - type optimization can suffer from slow convergence. This is a well-known issue in the context of PARAFAC, where Alternating Least Squares (ALS - a block coordinate descent procedure) is commonly used for model fitting. In related contexts, it has been shown that line search is an

$$
\begin{aligned}
\phi(s) & =\sum_{i, j, n}\left(\underline{\mathbf{X}}(i, j, n)-\left(\rho+s g_{\rho}\right)\left(\mathbf{a}(i)+s \mathbf{g}_{a}(i)\right)\left(\mathbf{b}(j)+s \mathbf{g}_{b}(j)\right)\left(\mathbf{c}(n)+s \mathbf{g}_{c}(n)\right)\right)^{2} \\
& +\lambda_{a} \sum_{i}\left|\left(\mathbf{a}(i)+s \mathbf{g}_{a}(i)\right)\right|+\lambda_{b} \sum_{j}\left|\left(\mathbf{b}(j)+s \mathbf{g}_{b}(j)\right)\right|+\lambda_{c} \sum_{n}\left|\left(\mathbf{c}(n)+s \mathbf{g}_{c}(n)\right)\right|
\end{aligned}
$$

effective way to speed-up convergence and avoid so-called swamps [29, 33]. In a nutshell, line search seeks to accelerate convergence by improving the present model estimate via extrapolation along a line drawn from the previous to the present estimate. Existing line search methods for PARAFAC are specifically designed for the least squares cost function, and modifications to account for the $\ell_{1}$ parts of the cost are not obvious.

Consider a rank-one PARAFAC model w/ NN SLF. The model has 4 parameters: a, b, c and $\rho$. Define the direction vector

$$
\mathbf{g}_{a}^{(i t)}=\mathbf{a}^{(i t)}-\mathbf{a}^{(i t-1)},
$$

with $i t$ denoting an iteration index, henceforth dropped for brevity. We similarly define direction vectors $\mathbf{g}_{b}, \mathbf{g}_{c}$, and the scalar $g_{\rho}$ for $\mathbf{b}, \mathbf{c}$ and $\rho$, respectively. Then the optimal line search step $s$ may be obtained by minimizing the function $\phi(s)$. Were it not for the absolute value terms, $\phi(s)$ would have been a polynomial of degree 8 in $s$, in which case the optimal step-size could have been found by rooting the derivative of $\phi(s)$. Due to the presence of the absolute value terms, however, $\phi(s)$ is no longer polynomial. This is the main difficulty in converting existing methods for optimal step-size selection to work with our mixed $\ell_{2}-\ell_{1}$ formulation. We have explored the following possibilities:

- Discrete line search (computing the minimum of $\phi(s)$ over a uniform sampling grid)

```
Algorithm 1 Extracting a single tri-cluster: rank-one PARAFAC w/ NN SLF
Input: \(\mathbf{X}\) of size \(I \times J \times N, \lambda_{a}, \lambda_{b}, \lambda_{c}\)
Output: a of size \(I \times 1\), \(\mathbf{b}\) of size \(J \times 1\), \(\mathbf{c}\) of size \(N \times 1, \rho\)
    Unfold \(\underline{\mathbf{X}}\) into \(\mathbf{X}_{(1)}, \mathbf{X}_{(2)}, \mathbf{X}_{(3)}\).
    Initialize \(\mathbf{a}, \mathrm{b}, \mathbf{c}\) using NN ALS
    Set \(\rho=\max (\mathbf{a}) \max (\mathbf{b}) \max (\mathbf{c})\) and normalize \(\mathbf{a}, \mathbf{b}, \mathbf{c}\) to \([0,1]\).
    \(\rho_{\max }=\max (\max (\max (\underline{\mathbf{X}})))\)
    while convergence criterion is not met do
        \(\mathbf{a}=\underset{\mathbf{0} \leq \mathbf{a} \leq \mathbf{1}}{\arg \min }\left\|\mathbf{X}_{(1)}-\rho(\mathbf{b} \odot \mathbf{c}) \mathbf{a}^{T}\right\|_{F}^{2}+\lambda_{a} \sum_{i}|\mathbf{a}(i)|\)
        \(\rho=\underset{0 \leq \rho \leq \rho_{\text {max }}}{\arg \min }\left\|\mathbf{X}_{(1)}-\rho(\mathbf{b} \odot \mathbf{c}) \mathbf{a}^{T}\right\|_{F}^{2}\)
        \(\mathbf{b}=\underset{\mathbf{0} \leq \mathbf{b} \leq 1}{\arg \min }\left\|\mathbf{X}_{(2)}-\rho(\mathbf{c} \odot \mathbf{a}) \mathbf{b}^{T}\right\|_{F}^{2}+\lambda_{b} \sum_{j}|\mathbf{b}(j)|\)
        \(\rho=\underset{0 \leq \rho \leq \rho_{\text {max }}}{\arg \min }\left\|\mathbf{X}_{(2)}-\rho(\mathbf{c} \odot \mathbf{a}) \mathbf{b}^{T}\right\|_{F}^{2}\)
        \(\mathbf{c}=\underset{\mathbf{0} \leq \mathbf{c} \leq \mathbf{1}}{\arg \min }\left\|\mathbf{X}_{(3)}-\rho(\mathbf{a} \odot \mathbf{b}) \mathbf{c}^{T}\right\|_{F}^{2}+\lambda_{c} \sum_{n}|\mathbf{c}(n)|\)
        \(\rho=\underset{0 \leq \rho \leq \rho_{\max }}{\arg \min }\left\|\mathbf{X}_{(3)}-\rho(\mathbf{a} \odot \mathbf{b}) \mathbf{c}^{T}\right\|_{F}^{2}\)
    end while
```

is an obvious (albeit potentially computationally expensive) possibility, which could be refined using 'zoom' search or sub-gradient descent. Back-tracking line search could also be used, as a computationally cheaper alternative. The important thing to keep in mind here is that line search need not be optimal to significantly cut down the required number of iterations.

- We know that $\phi(s)$ is not polynomial, but, keeping in mind that the line search step need only be good but not necessarily optimal, we may approximate $\phi(s)$ using a polynomial, then determine a good step-size by rooting the derivative of the approximating polynomial. A polynomial of order $d$ can be determined by $d+1$ samples (values at particular locations $)^{1}$. We have tried approximating $\phi(s)$ by a polynomial of degree $d=8$, with very encouraging results, as we will see.
- We can aim for an iterative majorization-type algorithm. The main idea of iterative majorization is to upper bound the function you wish to minimize by another one that is always above it for all $s$, and equal to it at the current $s$. The upper bound should ideally be tight and easy to minimize, e.g., a quadratic, or a polynomial which we can easily root. It is easy to show that by minimizing such an upper bound we are guaranteed to reduce the desired function.

Towards obtaining a suitable majorizing function, note that the $\ell_{1}$ part of $\phi(s)$ is separable, and the remainder is already a polynomial of degree 8 in $s$. It follows that it suffices to find a majorizing polynomial for a generic scalar term of the form $p(s)=\left|\left(a+s g_{a}\right)\right|$. The majorizing function $p_{m}\left(s \mid s_{c}\right)$ should have two properties: i) $p_{m}\left(s \mid s_{c}\right) \geq p(s)$ for all $s$, and ii) $p_{m}\left(s_{c} \mid s_{c}\right)=$ $p\left(s_{c}\right)$. A suitable choice for our purposes can be drawn from [15]: $p_{m}\left(s \mid s_{c}\right)=\frac{1}{2} p\left(s_{c}\right)+$ $\frac{1}{2} \frac{\left(a+s g_{a}\right)^{2}}{p\left(s_{c}\right)}$. Property i) holds due to the fact that $\left(\left|\left(a+s g_{a}\right)\right|-\left|\left(a+s_{c} g_{a}\right)\right|\right)^{2} \geq 0$; property ii) can be verified by direct substitution of $s_{c}$. As the initial support point $s_{c}$, we propose using the solution obtained by approximating the cost function as an 8 -th degree polynomial. Using $p_{m}\left(s \mid s_{c}\right)$ as a majorizing function for each absolute value term, and adding the squared norm part of $\phi(s)$, yields a majorizing polynomial of degree 8 , whose derivative we root to obtain a new support point (testing all roots to find the one that yields the smallest value of the majorizing polynomial). This majorization - minimization (rooting) process is repeated until convergence of the cost to within a pre-specified tolerance. Monotone convergence to at least a local minimum is assured, see, e.g., [15].

### 3.2 Handling Missing Values

In exploratory data analysis, there are cases where a (possibly large) proportion of the sought data is not available. Still, co-clustering on the basis of whatever data is available can be relevant and is often desirable. A good way to handle missing values (in the absence of prior / side information) is to ignore them in the model fitting process; e.g., see [34] for plain PARAFAC with missing values. Define a weight array $\underline{\mathbf{W}}$ such that:

$$
\underline{\mathbf{W}}(i, j, n)= \begin{cases}1 & \text { if } \underline{\mathbf{X}}(i, j, n) \text { is available } \\ 0 & \text { otherwise }\end{cases}
$$

[^2]We build upon the imbalanced sparsity, rank one algorithm. The problem of interest can then be written as

$$
\begin{array}{r}
\min _{\mathbf{0} \leq \mathbf{a}, \mathbf{b}, \mathbf{c} \leq \mathbf{1}, 0 \leq \rho \leq M(\underline{\mathbf{X}})}\|\underline{\mathbf{W}} \circledast[\underline{\mathbf{X}}-\rho(\mathbf{a} \circ \mathbf{b} \circ \mathbf{c})]\|_{F}^{2}+ \\
\lambda_{a} \sum_{i}|\mathbf{a}(i)|+\lambda_{b} \sum_{j}|\mathbf{b}(j)|+\lambda_{c} \sum_{n}|\mathbf{c}(n)| .
\end{array}
$$

The key observation is this: in updating an element of $\mathbf{c}$, say $\mathbf{c}(n)$, conditioned on interim values for the remaining parameters, we may absorb the weights in the data and the remaining parameters. In particular, let $\underline{\mathbf{X}}(:,:, n)$ denote the $I \times J$ 'slice' of $\underline{\mathbf{X}}$ obtained by fixing the third index to value $n$, and likewise $\underline{\mathbf{W}}(:,:, n)$ denote the $I \times J$ slice of $\mathbf{W}$. Then the conditional update of $\mathbf{c}(n)$ given all other parameters can be written as the minimization over $0 \leq \mathbf{c}(n) \leq 1$ of

$$
\left\|\underline{\mathbf{W}}(:,:, n) \circledast \underline{\mathbf{X}}(:,:, n)-\left(\underline{\mathbf{W}}(:,:, n) \circledast\left(\rho \mathbf{a} \mathbf{b}^{T}\right)\right) \mathbf{c}(n)\right\|_{F}^{2}+\lambda_{c}|\mathbf{c}(n)| .
$$

Letting $\mathbf{y}:=\operatorname{vec}(\underline{\mathbf{W}}(:,:, n) \circledast \underline{\mathbf{X}}(:,:, n))$ and $\mathbf{r}:=\operatorname{vec}\left(\underline{\mathbf{W}}(:,:, n) \circledast\left(\rho \mathbf{a b}^{T}\right)\right)$, the update of $\mathbf{c}(n)$ can be written as

$$
\min _{0 \leq \mathbf{c}(n) \leq 1}\|\mathbf{y}-\mathbf{r c}(n)\|_{2}^{2}+\lambda_{c}|\mathbf{c}(n)| .
$$

This way, our previous algorithms can be reused to account for missing data, without further modification.

### 3.3 Guidelines on choosing $\lambda_{a}, \lambda_{b}$, and $\lambda_{c}$

The original Lasso objective function is

$$
\min \frac{1}{2}\|\mathbf{y}-\mathbf{M z}\|_{2}^{2}+\lambda \sum_{i}|\mathbf{z}(i)|
$$

In [24], $\mathbf{i t}$ is shown that $\mathbf{z}_{\text {opt }}=\mathbf{0}$ for any $\lambda \geq \lambda^{*}$, with

$$
\begin{equation*}
\lambda^{*}=\left\|\mathbf{M}^{T} \mathbf{y}\right\|_{\infty} \tag{3.1}
\end{equation*}
$$

where $\|\mathbf{v}\|_{\infty}$ denotes the infinity norm (the maximum absolute value of the elements of $\mathbf{v}$ ).
We focus on the rank-one imbalanced sparsity model and the derivation of a suitable bound on $\lambda_{c}$. Formulas for $\lambda_{b}, \lambda_{c}$ can be analogously derived. Consider the conditional update of $\mathbf{c}$ given the remaining parameters. The pertinent part of the cost can be written as

$$
\min \left\|\mathbf{X}_{(3)}-\rho(\mathbf{a} \odot \mathbf{b}) \mathbf{c}^{T}\right\|_{F}^{2}+\lambda_{c} \sum_{n}|\mathbf{c}(n)|,
$$

where $\mathbf{X}_{(3)}$ is the $J I \times N$ matrix unfolding of the three-way array $\underline{\mathbf{X}}$. Let us further zoom down to the scalar case - the conditional update of $\mathbf{c}(n)$ given all remaining parameters (including other elements of the vector $\mathbf{c}$ ). The function to minimize can then be written as

$$
\min \left\|\mathbf{X}_{(3)}(:, n)-\rho(\mathbf{a} \odot \mathbf{b}) \mathbf{c}(n)\right\|_{2}^{2}+\lambda_{c}|\mathbf{c}(n)|,
$$

where $\mathbf{X}_{(3)}(:, n)$ is the $n$-th column of matrix $\mathbf{X}_{(3)}$. The bound for Lasso in (3.1) implies that the optimal $\mathbf{c}(n)$ will be zero when $\lambda_{c}$ exceeds

$$
\begin{aligned}
\lambda_{c, n}^{*} & =2\left\|\rho(\mathbf{a} \odot \mathbf{b})^{T} \mathbf{X}_{(3)}(:, n)\right\|_{\infty}=2\left\|\rho(\mathbf{a} \odot \mathbf{b})^{T} \mathbf{X}_{(3)}(:, n)\right\|_{2} \\
& \leq 2 \rho\left\|(\mathbf{a} \odot \mathbf{b})^{T}\right\|_{2}\left\|\mathbf{X}_{(3)}(:, n)\right\|_{2} \leq 2 \rho_{\max } I J\left\|\mathbf{X}_{(3)}(:, n)\right\|_{2},
\end{aligned}
$$

where the equality holds because the expression within the infinity norm is scalar, the first inequality is the Cauchy-Schwartz, and the second inequality simply uses that any element of $\mathbf{a}$ and $\mathbf{b}$ is upper bounded by 1 . This immediately yields an upper bound on $\lambda_{c}$

$$
\lambda_{c}^{*}=2 \rho_{\max } I J \max _{n}\left\|\mathbf{X}_{(3)}(:, n)\right\|_{2}
$$

which depends solely on the input data array $\underline{\mathbf{X}}$. Had we known $a$-priori an estimate of $\|\mathbf{a}\|_{0}$ and $\|\mathbf{b}\|_{0}$, i.e., the number of non zero elements of the 'true' $\mathbf{a}$ and $\mathbf{b}$, we could substitute those estimates in lieu of $I$ and $J$, thus obtaining a tighter bound for $\lambda_{c}$.

Several authors have considered the problem of tuning the regularization parameter $\lambda$ for the usual linear regression version of Lasso [32, 27, 38], assuming availability of training data for cross-validation, or that the data come from a known distribution. Here, however, we deal with what can be viewed as a multi-linear extension of Lasso, applied in an exploratory data analysis mode, where labeled data or detailed statistical information is hard to come by. Instead, it is more plausible to assume that the practitioner has (perhaps coarse) knowledge of the expected number of non-zero elements in $\mathbf{a}, \mathbf{b}, \mathbf{c}$, which reflect the expected co-cluster membership along the different modes. If this is the case, we may use such estimates of mode support to obtain 'clairvoyant' bounds $\lambda_{a}^{*}, \lambda_{b}^{*}, \lambda_{c}^{*}$. For example, if we know that the expected number of nonzero elements in mode 1 is $\bar{s}_{1}$ and in mode 2 it is $\bar{s}_{2}$, then we can set $\lambda_{c}^{*}=2 \rho_{\text {max }} \bar{s}_{1} \bar{s}_{2} \max _{n}\left\|\mathbf{X}_{(3)}(:, n)\right\|_{2}$. We have experimented with this idea, and found that choosing the $\lambda$ 's to be a small percentage (typically, $0.1 \%$ ) of the respective clairvoyant bound works very well on both simulated and real data. For simulated data, this choice approximately recovers the desired number of nonzero elements per latent factor; for real data, it produces interpretable results.

## Chapter 4

## Experimental Evaluation \& Discussion

In this section, we first compare our approach with established bi-clustering and recent triclustering methods, using synthetic data. In the process, we also illustrate the power of triclustering vis-a-vis bi-clustering of three-way data averaged out across one mode. We next turn to a well-known three-way dataset: the ENRON e-mail corpus, containing e-mail counts from sender to receiver as a function of time. We then assess the impact of the choice of $\lambda$ 's and the use of line search on convergence speed, using synthetic data as well as four measured datasets: the ENRON e-mail corpus, Amazon co-purchase data, and wine data. Finally, we illustrate performance with various proportions of missing entries for the ENRON data.

### 4.1 Synthetic Data

Starting from an all-zero array $\underline{\mathbf{X}}$ of size $80 \times 80 \times 8$, we implant three co-clusters, two of which overlap in 'space' (first two modes) and 'time' (the third mode), whereas the third is isolated in space but overlaps with one of the other two in time:

$$
\begin{aligned}
& \underline{\mathbf{X}}(20: 24,20: 24,1: 3)=4 \mathbf{I}_{5,5,3} \\
& \underline{\mathbf{X}}(40: 44,70: 74,2: 5)=2 \mathbf{I}_{5,5,4} \\
& \underline{\mathbf{X}}(37: 41,73: 77,4: 8)=4 \mathbf{I}_{5,5,5}
\end{aligned}
$$

where $\mathbf{I}_{I, J, K}$ denotes an $I \times J \times K$ array of unit elements. We then add i.i.d. sparse (Bernoullimodulated) Gaussian noise: the probability that a sample is contaminated is set to 0.1 , and if contaminated the noise is Gaussian, of zero mean and unit variance. In order to illustrate the performance of various bi-clustering algorithms (also vis-a-vis tri-clustering), we use the sum of frontal slices of $\underline{\mathbf{X}}$, which yields an $80 \times 80$ matrix $\mathbf{X}$. We further take the absolute value of $\mathbf{X}$ as the input to all bi-clustering algorithms, because, e.g., [10] assumes non-negative input data. The number of co-clusters to be extracted is set to $K=3$, matching the actual number of coclusters in the data. We illustrate the performance of the proposed methods against well-known bi-clustering [5, 1, 9, 8, 10], as well as tri-clustering [36, 37] methods.
Bi-clustering: Figures 4.1(a)-4.1(e) demonstrate the performance of bi-clustering methods. We make a distinction between soft co-clustering (Fig. 4.1(a)) and hard co-clustering (Figs. 4.1(b) - 4.1(e)). For the latter, the number of extracted co-clusters should be at least $K=$ $3+1=4$, since the underlying noise in $\mathbf{X}$ must be assigned somewhere. We use $K=4$ to
capture the noise plus any systematic residual. Even though there is no guarantee that most of the noise will end up in the 'residual' co-cluster, this is what happens in this example. With soft co-clustering one does not to provision extra co-cluster(s), since rows and columns can be left out altogether.

Fig. 4.1(a) shows the co-clusters extracted using the two way analogue of the proposed algorithm, i.e., solving (2.4) with $\lambda_{a}=\lambda_{b}=80$, using the 3 most significant left and right singular vectors to initialize A and B. Observe that (2.4) manages to extract all three coclusters, with minimal leakage. Fig. 4.1(b) shows the output co-clusters of a simple $K$-means based approximation algorithm, as introduced in [1]. Observe that the co-clusters have been extracted with major losses, due to the overlap. Another approach that utilizes $K$-means for spectral graph partitioning is introduced in [10]; Fig. 4.1(c) shows the output of this algorithm, which has similar behavior to [1] but with slightly better definition - although the overlapping co-clusters have not been successfully resolved.

The co-clustering framework introduced in [5] subsumes [9] (using the I-Divergence as loss function) and [8] (using the Euclidean distance as loss function). Fig. 4.1(d) shows the results of [9]. Finally, Fig. 4.1(e) shows the results of [5] (using the Euclidean distance as loss function), which manages to uncover all three co-clusters, albeit with noticeable loss in the overlapping region. We should note that $[9,5,8]$ seek to find a checkerboard structure of co-clusters, i.e., disjoint sets of row and column indices of the data matrix, so it is no surprise that overlapping co-clusters cannot be fully recovered. Yet overlapping co-clusters often occur in applications, and resolving them is a major challenge in co-clustering.
Tri-clustering: Fig. 4.2 shows the results of the proposed tri-clustering approach [cf. (2.10) with $\lambda_{a}=\lambda_{b}=\lambda_{c}=12$ ] applied to the three-way synthetic dataset $\underline{\mathbf{X}}$. As a line of comparison, Fig. 4.3 shows the results of tri-clustering using PARAFAC with non-negativity but without latent sparsity, as suggested in [37]. In Fig. 4.3, observe how the two overlapping clusters have been merged into one; a phantom co-cluster has emerged; and there is loss of localization (leakage) due to noise. It is important to note here that thresholding the results of Fig. 4.3 in a post-processing step may reduce leakage, but it will not recover the correct support information, and the phantom co-cluster will of course remain.

The following points may be distilled from these experiments:

- Tensor to matrix data reduction (going from $\underline{\mathbf{X}}$ to $\mathbf{X}$ ) leaves out useful temporal information, which can also be crucial for proper spatial resolution of the co-clusters, especially overlapping ones; tri-clustering is much more powerful than bi-clustering.
- Latent sparsity is essential for recovering the correct support information in case of overlapping co-clusters; non-negativity alone does not work.
- Relaxation of the hard co-clustering constraint eliminates the need for an extra 'residual' co-cluster to account for the underlying noise.

(a) Sparse Matrix Regression on the sum matrix $\left(\lambda_{a}=\lambda_{b}=80\right)$

Sum data

(b) $K$-means co-clustering on the sum matrix [1]
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(c) Bi-clustering using spectral graph partitioning [10]
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Figure 4.1: Two-way co-clustering methods on synthetic data


Figure 4.2: Overlapping co-clusters: PARAFAC w/ NN SLF $(\lambda=12)$


Figure 4.3: Overlapping co-clusters: PARAFAC w/ NN $(\lambda=0)[28,37]$

(a) Temporal co-cluster profiles for ENRON, $K=5$ and $\lambda=30$.

| $K=1$ | Legal | - | - | - | - |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $K=2$ | Legal | Executive, Govt. affairs | - | - | - |
| $K=3$ | Legal | Executive, Govt. affairs | Trading | - | - |
| $K=4$ | Legal | Executive, Govt. affairs | Trading | Pipeline | - |
| $K=5$ | Legal | Executive | Executive, Govt. affairs | Trading | Pipeline |

(b) Extracted co-clusters for ENRON $(\lambda=30)$

Figure 4.4: ENRON co-clusters.

### 4.2 ENRON e-mail corpus

We used a summary version of the ENRON dataset stored in a three-way array $\underline{\mathrm{X}}$ of size $168 \times 168 \times 44$, containing the number of e-mails exchanged between 168 employees over 44 months (spanning from 1998 to 2002), indexed by sender, receiver, and month. Similar to [3], we first compress the dynamic range of the raw data using a logarithmic transformation: each non-zero entry of $\underline{\mathbf{X}}$ is mapped to $x^{\prime}=\log _{2}(x)+1$. We then fit a non-negative PARAFAC model with sparse latent factors to extract the dominant co-clusters ( $\lambda_{a}=\lambda_{b}=\lambda_{c}=12$ ). In our present context, each co-cluster captures a 'clique' and its temporal evolution.

Table 4.4(b) summarizes the extracted cliques, which turn out to match the structure of the organization remarkably well - e.g., the label 'legal' in Table 4.4(b) means that the corresponding co-cluster contains the employees in the legal department (plus/minus one employee in all cases reported in Table 4.4(b)). Table 4.4(b) suggests that increasing $K$ yields a nested sequence of co-clusters. This is indeed the case. The temporal profiles for $K=5$ are plotted in Fig. 4.4(a). Two distinct peaks can be identified in the temporal communication patterns among the various cliques. Namely, the first peak can be found between the end of 2000 and the middle of 2001 (points $26-33$ in Fig. 4.4(a)), when a change of CEO occurred. The second peak corresponds to bankruptcy, between September and November 2001 (points 36-38 in Fig. 4.4(a)). In [3], four class labels are identified: Legal, Executive/Govt. Affairs, Executive, Pipeline. The same class labels are also identified in [28], where non-negative PARAFAC is used, among other methods. Our results (cf. Table 4.4(b)) are qualitatively consistent with [3, 28, 11], but our cliques are cleaner, containing fewer outliers due to the imposition of sparsity.


Figure 4.5: Number of iterations vs $\lambda$, for fixed $K$

### 4.3 Impact of choice of $\lambda$ and line search on convergence speed

Next, we illustrate the impact of the choice of $\lambda\left(=\lambda_{a}=\lambda_{b}=\lambda_{c}\right.$ here $)$ and the incorporation of line search on the required number of iterations. For this purpose we use the previously discussed data, plus Amazon co-purchase data downloaded from
http://snap.stanford.edu/data/\#amazon (cf. [22]), and wine data from [4]. The wine data is particularly challenging in terms of speed of convergence, thus offering a rigorous test for line search.

Fig. 4.5 shows the number of iterations versus $\lambda$ for all the datasets. With the exception of a few occasional problems with local minima, the general message is clear: the number of iterations till convergence (to within pre-specified tolerance of $10^{-8}$ ) is a decreasing function of $\lambda$. The sparsest the solution sought, the faster the convergence. This is reasonable, considering that higher $\lambda$ 's zero-out more elements, faster (cf. the thresholding iterpretation of elementwise updates).

Fig. 4.6 shows demonstrate the convergence speedup obtained by line search. We plot


Figure 4.6: Convergence speedup using line search, for fixed $\lambda$
the total number of iterations required for convergence (with tolerance equal to $10^{-10}$ ) versus the number of components. We present the number of iterations for 4 different versions of the PARAFAC w/ NN SLF algorithm: the plain one, and three variations obtained by incorporating the three proposed line search schemes: grid, polynomial approximation, and polynomial majorization using polynomial approximation for initialization. From Fig. 4.6, it is clear that line search speeds up the convergence rate of the basic algorithm quite significantly. In most cases, polynomial approximation and polynomial majorization line search are slightly better than grid search in terms of number of iterations (a fine-resolution grid search was used in these experiments). Polynomial-based line search schemes are preferable in difficult scenarios, but our experience is that any reasonable line search scheme will usually reap most of the potential improvement.

### 4.4 Missing Values

Data analysis practitioners often have to deal with incomplete data - ranging from few randomly or systematically missing values all the way to very sparse data sets, where one has access to


Figure 4.7: $\mathrm{RSE}^{-1}$ (a signal-to-noise - like measure, see text) vs. \% missing values
only a small percentage of the full data to be modeled or analyzed. We have already explained how data and regressor weighting can be tailored to ignore the missing values in the fitting process, relying on the postulated low-rank latent structure to implicitly interpolate what is missing. Here, we illustrate the effectiveness of this approach for randomly missing values, using the ENRON data as an example.

When fitting a model without full access to the pertinent data, the best one can hope for is to come close to the model fitted from the full data. Accordingly, a good figure of merit is the Relative Squared Error (RSE) between the models fitted from full and partial data. In our present context, one could compare at the level of individual co-clusters; but in order to plot a single meaningful metric, we compare the interpolated arrays $\left(\mathbf{A}_{p} \odot \mathbf{B}_{p}\right) \mathbf{C}_{p}^{T}$ vs. $\left(\mathbf{A}_{f} \odot \mathbf{B}_{f}\right) \mathbf{C}_{f}^{T}$, where subscripts ${ }_{p}$ and ${ }_{f}$ denote factor matrices fitted from partial and full data, respectively. Then RSE is defined as

$$
\mathrm{RSE}:=\frac{\left\|\left(\mathbf{A}_{f} \odot \mathbf{B}_{f}\right) \mathbf{C}_{f}^{T}-\left(\mathbf{A}_{p} \odot \mathbf{B}_{p}\right) \mathbf{C}_{p}^{T}\right\|_{F}^{2}}{\left\|\left(\mathbf{A}_{f} \odot \mathbf{B}_{f}\right) \mathbf{C}_{f}^{T}\right\|_{F}^{2}}
$$

Fig. 4.7 shows RSE $^{-1}$ (a signal-to-noise - like measure) versus the percentage of missing values for $\lambda=20$ in all three modes, $K$ ranging from 1 to 4 co-clusters. up to $K=4$, and $\lambda=20$. A simple i.i.d. Bernoulli model of miss probability $q$ was used for selecting the missing values, and for each $q$ the results are averaged over 10 realizations of the Bernoulli process. There are two points worth noticing. First, $\mathrm{RSE}^{-1}$ stays roughly above 10 dB for up to $50 \%$ missing values, in this example, suggesting that we can tolerate a significant portion of missing values. Second, lower $K$ yield higher $\mathrm{RSE}^{-1}$ for the same percentage of missing values. This is intuitive, because for lower $K$ we have fewer unknowns to estimate from the same data.

### 4.5 Discussion and conclusions

Starting from first principles, we have formulated a new approach to multi-way co-clustering, as constrained multilinear decomposition with sparse latent factors. In the case of three- and higher-way data, this corresponds to a PARAFAC decomposition with sparse latent factors. The inherent uniqueness of PARAFAC is further enhanced by sparsity, thereby allowing stable identification of a large number of possibly overlapping co-clusters. We have proposed an associated co-clustering algorithm that is based on simple coordinate updates coupled with efficient line search, and useful guidelines on the choice of sparsity penalties. We have also explained how to handle missing values.

Intrigued by our experimental results, we further investigated the apparent nesting property that we first reported in [26]. Namely, we observed that as $K$ increases our formulation produces a nested sequence of co-clusters; the sequence of fitted models is nested in terms of the model order. This behavior is very different from that exhibited by the classical PARAFAC decomposition (with or without non-negativity), which often yields very different sets of rankone components for successive values of $K$. Through extensive follow-up experiments (not detailed here due to space limitations), we have observed that the nesting property holds for strictly positive $\lambda$; it is only approximate for relatively low $\lambda$, and becomes more accurate with increasing $\lambda$. The property holds best for 3-way data with latent non-negativity, but also holds well for 3-way data without non-negativity. In the matrix case, it holds well when the data is non-negative (whether we enforce latent non-negativity or not), but it does not hold with much accuracy when the data matrix elements are of mixed signs.

We believe that nesting property is a fortuitous side-benefit of latent sparsity, aided by nonnegativity to a certain extent. Despite trying, we haven't been able to provide analytical insights as to why the nesting property holds. Analysis is complicated because nesting is not exact but only approximate. Still, this is an observation that has important implications. In particular, far simpler and scalable 'deflation' algorithms can be used to extract one co-cluster at a time, without significant loss of optimality.

## Appendix A

## Example of SSVD limit cycle

It is not difficult to find cases where SSVD [20] oscillates between two states; one such example is

$$
\mathbf{X}=\left[\begin{array}{ccccc}
0.06130 & -0.0743 & 0.00580 & 0.00580 & -0.0467  \tag{A.1}\\
-0.1872 & 0.22670 & -0.0176 & -0.0176 & 0.14250 \\
0.13930 & -0.1686 & 0.01310 & 0.01310 & -0.1060 \\
-0.0688 & 0.08330 & -0.0065 & -0.0065 & 0.05240 \\
-0.0075 & 0.00900 & -0.0007 & -0.0007 & 0.00570
\end{array}\right],
$$

and $K=1$. We used the implementation provided by the authors of [20], downloaded from http://www.unc.edu/ haipeng/publication/ssvd-code.rar

In this example, SSVD oscillates between $\left\{\mathbf{u}_{1}, \mathbf{v}_{1}\right\}$, and $\left\{\mathbf{u}_{2}, \mathbf{v}_{2}\right\}$. The first dyad of vectors is

$$
\begin{aligned}
& \mathbf{u}_{1}=\left[\begin{array}{lllll}
0 & 0.8594 & -0.5113 & 0 & 0
\end{array}\right]^{T} \text { and } \mathbf{v}_{1}=\left[\begin{array}{lllll}
0 & 1 & 0 & 0 & 0
\end{array}\right]^{T} \text {; the second is } \\
& \mathbf{u}_{2}=\left[\begin{array}{lllllll}
-0.2444 & 0.7459 & -0.5548 & 0.2741 & 0.0297
\end{array}\right]^{T} \text {, and } \mathbf{v}_{2}=\left[\begin{array}{llllll}
-0.5715 & 0.7044 & 0 & 0 & 0.4210
\end{array}\right]^{T} .
\end{aligned}
$$

The same type of limit cycle behavior has been observed for non-negative data; for instance, when the absolute value of $\mathbf{X}$ in (A.1) is taken as input to SSVD.
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