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Abstract

The major part of this thesis concerns the joint back-pressure routing and power control in

the context of cross-layer wireless networking. Throughput-optimal multi-hop wireless network

operation entails a key physical-layer optimization problem: maximizing a weighted sum of

link rates, with weights given by the differential queue backlogs. This emerges in joint back-

pressure routing and power control, which is central in cross-layer wireless networking. We

begin by showing in chapter 1 that the core problem is not only non-convex, but also NP-

hard. This is a negative result, which however comes with a positive flip side: drawing from

related developments in the digital subscriber line (DSL) literature, we propose effective ways to

approximate it. Exploiting quasi-periodicity of the power allocation in stable setups due to the

push-pull nature of the solution, we derive two custom algorithms that offer excellent throughput

performance at reasonable, worst-case polynomial complexity. Judicious simulations illustrate

the merits of the proposed algorithms.

Back-pressure power control (BPPC) is amenable to successive convex approximation strate-

gies that deliver manifold improvements in end-to-end throughput relative to the prior art in

wireless networking, as our findings in chapter 1 suggest. A drawback is that existing implemen-

tations are centralized, whereas practical power control has to be distributed across the network.

The work presented in chapter 2 fills this gap by developing distributed implementations of ap-

proximations of the BPPC problem. Two approximation approaches to the NP-hard underlying

problem are utilized, while feedback requirements and consensus-on-termination issues are also

addressed, in order to come up with fully decentralized protocols that allow tight approximation

of the BPPC objective in all interference regimes. The first distributed implementation pro-

posed is based on the successive convex approximation approach, and the Alternating Direction

Method of Multipliers is utilized towards distributed implementation of the core step of the

approach, which is the convex lower-bounding approximation of BPPC, at any operating point.
iv



Judicious simulations verify that the distributed algorithm derived matches the performance

of its centralized counterpart. The iteratively re-weighted Minimum Mean Square Error ap-

proach to weighted sum-rate maximization for the MIMO interference channel, is also exploited

in our context. A second distributed implementation is then possible, providing an one-shot

approximate solution to the BPPC problem. Further exploiting quasi-periodicity of the solution

arising in stable setups, due to the push-pull evolution of the network in our context, and upon

elaboration on distributed warm start, we derive custom adaptive versions of the distributed

algorithms, that enjoy low average complexity with no performance loss. Extensive simulation

experiments reveal the potentials of the proposed algorithms, and allow comparison of the two

approximation approaches to the BPPC problem.

The joint multicast beamforming and admission control problem in the co-channel multicast

context is considered in chapter 3. Multicast beamforming was recently proposed as a means

of exploiting the broadcast nature of the wireless medium to boost spectral efficiency and meet

Quality of Service (QoS) requirements. Infeasibility is a key issue in this context, due to power

or mutual interference limitations. We therefore consider the joint multicast beamforming and

admission control problem for one or more co-channel multicast groups, with the objective

of maximizing the number of subscribers served and minimizing the power required to serve

them. The problem is NP-hard even for an isolated multicast group and no admission control;

but drawing upon our earlier work for the multiuser SDMA downlink, we develop an efficient

approximation algorithm that yields good solutions at affordable worst-case complexity. For the

special case of an isolated multicast, Lozano proposed a particularly simple adaptive algorithm

for implementation in UMTS-LTE. We identify strengths and drawbacks of Lozano’s algorithm,

and propose two simple but worthwhile improvements. All algorithms are carefully tested on

publicly available indoor/outdoor measured channel data.
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Chapter 1

Convex Approximation Algorithms

for Back-Pressure Power Control

Throughput-optimal multi-hop wireless network operation entails a key physical-layer optimiza-

tion problem: maximizing a weighted sum of link rates, with weights given by the differential

queue backlogs. This emerges in joint back-pressure routing and power control, which is cen-

tral in cross-layer wireless networking. We begin by showing that the core problem is not only

non-convex, but also NP-hard. This is a negative result, which however comes with a positive

flip side: drawing from related developments in the digital subscriber line (DSL) literature, we

propose effective ways to approximate it. Exploiting quasi-periodicity of the power allocation

in stable setups due to the push-pull nature of the solution, we derive two custom algorithms

that offer excellent throughput performance at reasonable, worst-case polynomial complexity.

Judicious simulations illustrate the merits of the proposed algorithms.

1.1 Introduction

Since its inception in the early ’90’s [54], back-pressure routing has won much acclaim as a (sur-

prisingly) simple and effective adaptive routing solution that is optimal in terms of throughput.

It was subsequently generalized in many ways (see [14] for a recent tutorial overview) and

currently forms the backbone of emerging approaches aiming to optimize other performance

objectives [42], [52].

Back-pressure policies owe their popularity to their natural agility and robustness (e.g., with
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respect to link failures and traffic dynamics). Back-pressure implementations for wired unicast

networks are lightweight in terms of computation and signaling overhead, but the situation

can be very different in wireless networks, due to fading, shadowing, and mutual interference.

Along with these challenges come new opportunities, however: for example, it is possible to

employ power control to obtain a more favorable ‘topology’ from the viewpoint of maximizing

throughput.

There is a lot of recent activity on optimization based approaches for network control and

management, in particular for wireless networks. Advances in wireless technology over the last

several years resulted in systems with much increased computational power at each radio node,

while at the same time the channel sensing and measurement capabilities increased significantly

as well. As a result, fairly sophisticated approaches for real-time network control become fea-

sible. On the other hand, several recent theoretical advances in optimization-based network

control increased our understanding of the theoretical performance limits that may be pursued

in these systems [8, 14,20,24,41,42,52,53,56].

Here we consider the joint routing and power control problem for maximal end-to-end

throughput in a wireless multihop network. From the work of Tassiulas et al [14, 41, 53–56],

it is known that the following policy is optimal in the sense of enabling maximal stable through-

put: choose link powers to maximize a differential backlog - weighted sum of link capacities;

then route at each node using back-pressure. We call this policy back-pressure power control

(BPPC). Our purpose here is to investigate the structure and properties of the BPPC problem,

and come up with a suitable algorithm to solve it.

A conference version of part of this work appears in Proc. IEEE ICASSP 2011 [32]. The

conference version [32] presents the basic ideas, batch algorithms, and illustrative simulation

results. In this work we add custom algorithms, proofs and derivations, comprehensive simula-

tions, and a fleshed-out discussion of results and insights.

1.2 System Model

Consider a wireless multi-hop network comprising N nodes. The topology of the network is

represented by the directed graph (N ,L), where N := {1, . . . , N} and L := {1, . . . , L} denote

the set of nodes and the set of links, respectively. Each link ℓ ∈ L corresponds to an ordered
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pair (i, j), where i, j ∈ N and i ̸= j. Let Tx(ℓ) and Rx(ℓ) denote the transmitter and the

receiver of link ℓ, i.e., when ℓ = (i, j), then Tx(ℓ) = i and Rx(ℓ) = j. Data can be transmitted

from any node to any other node, and each node may split its incoming traffic into multiple

outgoing links. Let pℓ denote the power transmitted on link ℓ, and Gℓk the aggregate path loss

between the transmitter of link ℓ and the receiver of link k. Then, the Signal to Interference

plus Noise Ratio (SINR) experienced by the receiver of link ℓ is

γℓ =
Gℓℓpℓ

1
G

∑L
k=1
k ̸=ℓ

Gkℓpk + Vℓ

, (1.1)

where Vℓ is the background noise power, and G models spreading / beamforming gain, if any.

The transmission rate on link ℓ is upper bounded by the maximum achievable rate cℓ, given by1

cℓ = log(1 + γℓ)
(1.1)
=

= log

(
L∑

k=1

Gkℓpk + Vℓ

)
− log

 L∑
k=1
k ̸=ℓ

Gkℓpk + Vℓ

 ,
(1.2)

where G has been absorbed in the coupling factors Gkℓ, k ̸= ℓ. Due to (1.1), cℓ is a function of

all the transmitted powers in the network.

1.3 Maximum Throughput

We assume that the system is slotted in unit time slots, indexed by t. Let us begin by considering

a single flow in the network: traffic stems from node 1 (the source) and traverses the network

to reach node N (the destination). Let Wi(t) denote the queue length of node i at the end of

slot t. The differential backlog [54] of link ℓ = (i, j), at the end of slot t is defined as

Dℓ(t) :=

 max{0,Wi(t)−Wj(t)}, j ̸= N

Wi(t), j = N.
(1.3)

Traffic flows through the links during each slot, based on the link capacities resulting from

the power allocation at the beginning of the slot. The powers for slot t+1 are to be determined

by solving the following optimization problem [14,15,21,41,53–56]

BPPC: max
{pℓ}ℓ∈L

L∑
ℓ=1

Dℓ(t)cℓ (1.4)

1The usual SINR gap parameter Γ can be introduced in the Shannon capacity formula to account for modu-

lation loss, coding, etc. We skip this for brevity.
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subject to 0 ≤
∑

ℓ:Tx(ℓ)=i

pℓ ≤ Pi, i ∈ N . (1.5)

The objective function in (1.4) is a weighted sum of the capacities of all network links, where

the differential backlogs serve as weighting factors. The optimization problem (1.4)–(1.5) aims

to maximize the throughput of the network by favoring the links whose receiver is less congested

than the transmitter. Note that, from (1.3), links destined to more congested nodes will have

low differential backlogs, and are thus down-weighted in (1.4). Inequalities (1.5) upper bound

the total transmission power of each node. Per-link power constraints can be used instead of

(or together with) per-node power constraints, without changing the nature of the problem and

the solutions proposed in the sequel.

Extension of the above throughput-optimal policy to the case of multiple flows turns out

being surprisingly simple [54]. The only difference in the case of multiple flows is that each node

maintains a separate queue for each flow, and each link computes the maximum differential

backlog across all flows traversing the link. The BPPC problem is solved using these maximum

differential backlogs as weights on link capacities, and each link then carries a flow that achieves

the link’s maximum differential backlog (winner-takes-all). This policy is throughput-optimal

for multiple flows [54]. A more detailed discussion of the case of multiple flows (commodities) in

our particular context can be found in the Appendix (see also [15]). It follows that our results

are directly applicable to the case of multiple flows; we continue with a single flow for simplicity

of exposition.

Unfortunately the objective function in (1.4) is nonconvex in the optimization variables pl.

This can be appreciated by rewriting the problem using (1.2)

max
{pℓ}ℓ∈L

L∑
ℓ=1

Dℓ(t)

log

(
L∑

k=1

Gkℓpk + Vℓ

)
− log

 L∑
k=1
k ̸=ℓ

Gkℓpk + Vℓ


 (1.6)

subject to 0 ≤
∑

ℓ:Tx(ℓ)=i

pℓ ≤ Pi, i ∈ N . (1.7)

The logarithm of an affine expression is concave, but the difference of concave functions is,

in general, neither convex nor concave. This raises the question of whether or not the BPPC

problem can be efficiently solved. We have the following claim, whose proof can be found in the

Appendix.
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Claim 1. Back-pressure power control is NP-hard.

Back-pressure power control looks like the multiuser sum-rate maximization problem for the

interference channel, but there is an important difference between the two: the Gk,ℓ parameters

are subject to certain restrictions for the former, versus completely free for the latter. This

means that the NP-hardness proof in [29] cannot be directly invoked. Another difference is that

back-pressure power control may be subject to per-node (instead of per-link) power constraints,

which couple the transmission power across multiple links. The key to a simple and clear proof

is backlog reduction: realizing that there is freedom to choose the backlogs in such a way that

we peel off these complicating factors to reveal the multiuser sum-rate maximization problem

as a special case. Details can be found in the Appendix.

While formal proof of NP-hardness of BPPC was missing, and our work closes this gap,

earlier work had already recognized that BPPC is a non-convex problem that is likely difficult

to solve. It is in part for this reason that [15] proposed a greedy on-line optimization approach.

In the following, we take a different, disciplined convex approximation approach.

1.4 Convex Approximation

We develop a convex approximation algorithm by borrowing an idea originally developed in the

dynamic spectrum management for digital subscriber lines literature [45, 46]. The main point

is to lower-bound the individual link rates using a concave function. In particular, we will use

the following bound [45,46]

α log(z) + β ≤ log(1 + z) for

 α = zo
1+zo

,

β = log(1 + zo)− zo
1+zo

log(zo)
(1.8)

which is tight at zo. Notice that as zo →∞, the bound becomes log(z) ≤ log(1 + z).

Applying (1.8) to

max
{pℓ}ℓ∈L

L∑
ℓ=1

Dℓ(t) log (1 + γℓ) (1.9)

subject to 0 ≤
∑

ℓ:Tx(ℓ)=i

pℓ ≤ Pi, i ∈ N . (1.10)
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results in the approximation2

max
{pℓ}ℓ∈L

L∑
ℓ=1

Dℓ(t)(αℓ(t) log(γℓ) + βℓ(t)) (1.11)

subject to 0 ≤
∑

ℓ:Tx(ℓ)=i

pℓ ≤ Pi, i ∈ N . (1.12)

The maximization problem (1.11)-(1.12) is still nonconvex, since the objective is not concave in

the variables pℓ. However, notice that

log(γℓ)
(1.1)
= log(Gℓℓpℓ)− log

 L∑
k=1
k ̸=ℓ

Gkℓpk + Vℓ

 . (1.13)

Introducing a logarithmic change of variables

p̃ℓ := log(pℓ), (1.14)

yields

log(γℓ) = G̃ℓℓ + p̃ℓ − log

 L∑
k=1
k ̸=ℓ

eG̃kℓ+p̃k + eṼℓ

 , (1.15)

where G̃kℓ := log(Gkℓ) and Ṽℓ := log(Vℓ) for brevity. The logarithm of a sum of exponentials is

convex, the minus sign reverts the curvature, and addition with an affine expression preserves

curvature; hence, (1.15) is a concave function of {p̃ℓ}ℓ∈L.

With respect to the optimization variables {p̃ℓ}ℓ∈L, the problem of interest finally becomes

max
{p̃ℓ}ℓ∈L

L∑
ℓ=1

Dℓ(t)

αℓ(t)

G̃ℓℓ + p̃ℓ − log

 L∑
k=1
k ̸=ℓ

eG̃kℓ+p̃k + eṼℓ


+ βℓ(t)

 (1.16)

subject to log

 ∑
ℓ:Tx(ℓ)=i

ep̃ℓ

 ≤ P̃i := log(Pi), i ∈ N . (1.17)

The objective function (1.16) is concave, since it comprises a sum of linear and concave

functions of {p̃ℓ}ℓ∈L, cf. (1.15). The weights Dℓ(t) are nonnegative, cf. (1.3), and so are the

constants αℓ(t) and βℓ(t), cf. (1.8). Moreover, inequalities (1.17) are convex, since, as noted

before, the logarithm of a sum of exponentials is a convex function. Hence, optimization problem

2Since we maximize a lower bound, the solution obtained this way will yield a value for the original objective

that is at least as high as the maximal lower bound.
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(1.16)–(1.17) is convex, since the maximum of a concave function is sought over a convex feasible

set. The logarithmic change of variables (1.14) is reminiscent of Geometric Programming (GP);

indeed, (1.16)–(1.17) is an Extended GP problem [9].

In the high-SINR regime (γℓ ≫ 1) the bound log(γℓ) ≤ log(1 + γℓ) is tight: log(γℓ) ≈

log(1 + γℓ). This is an often-made (and debated) approximation; in our present context, it

has been adopted in [15] to simplify the problem and enable derivation of best-response type

algorithms. The issue with the high-SINR approximation is that we do not know beforehand

whether it holds well at the optimum - unless worst-case interference is so low that the problem

is easy to begin with.

The high-SINR approximation corresponds to using αℓ(t) = 1 and βℓ(t) = 0, ∀ℓ ∈ L in

(1.16)–(1.17), yielding the following approximation algorithm.

Algorithm 1. Batch high-SINR: For each time slot t, calculate the differential backlogs and

solve (1.16)–(1.17) with αℓ(t) = 1, βℓ(t) = 0, ∀ℓ ∈ L, to obtain p(t) = [p1(t)...pL(t)]
T .

Solving the optimization problem in (1.16)–(1.17) maximizes a lower bound on the achiev-

able differential backlog - weighted sum rate of all links. After obtaining [p1(t)...pL(t)]
T , the

individual link rate bounds can be tightened by tuning the parameters αℓ(t) and βℓ(t), ∀ℓ ∈ L

so that the bounds coincide with the link rates at [p1(t)...pL(t)]
T . This suggests the following

successive approximation algorithm.

Algorithm 2. Batch Successive Approximation (Batch S.A.):

1. Initialization: For each time slot t, calculate the differential backlogs, reset iteration

counter s = 0, and set αℓ(t, s) = 1 and βℓ(t, s) = 0, ∀ℓ ∈ L.

2. repeat:

3. Maximization step: Solve (1.16)–(1.17) to obtain p(t, s) = [p1(t, s)...pL(t, s)]
T

4. Tightening step: Pick αℓ(t, s), βℓ(t, s) according to (1.8) for zo = γℓ(p(t, s)), see (1.1),

∀ℓ ∈ L

5. s = s+ 1

6. until convergence of the objective value (within ϵ- accuracy).
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The sequence of iterates produces a monotonically increasing objective. This is a corollary of

the majorization principle, e.g., cf. [6]. The idea of using the bound in (1.8) to obtain a convex

lower approximation, then tightening the bound to refine the approximation is the essence of the

SCALE algorithm in [45, 46], originally proposed for spectrum balancing in cross-talk limited

digital subscriber line (DSL) systems. Interestingly, the same problem structure emerges in our

present multi-hop cross-layer networking context, where the objective is to choose link powers

and flows for maximal stable end-to-end throughput.

In [46], it is shown that the SCALE algorithm converges to a KKT point of the original non-

convex power control problem. This also holds in our context, i.e., for each t, p(t, s) indexed

by s converges to a KKT point of the original NP-hard BPPC problem. The argument in [46]

carries over verbatim: the main point is that the lower bound approximation is exact at the

converged solution.

1.5 Custom Algorithms

Unlike [45, 46], where the spectrum balancing problem is solved once (or ‘infrequently’), and

the weights used to compute the weighted sum rate objective are fixed design parameters, we

have to solve the problem on a per-slot basis with a different set of weights - the differential

backlogs, which change dynamically from one scheduling slot to the next, as packets are routed

in the network. The objective function changes, and, as a result, the power vector computed

in the previous slot may be far from a good solution for the present slot. This calls for custom

algorithms that avoid solving the problem from scratch at each slot. Towards this end, we first

convert (1.16)–(1.17) into an unconstrained optimization problem using a logarithmic barrier

interior point method.

Consider (1.16) under per-link power constraints (per-node power constraints as in (1.17)

can be similarly treated), and rewrite as

min
{p̃ℓ}ℓ∈L

−f(p̃1, . . . , p̃L) := −
L∑

ℓ=1

Dℓ(t)

αℓ(t)

G̃ℓℓ + p̃ℓ − log

 L∑
k=1
k ̸=ℓ

eG̃kℓ+p̃k + eṼℓ


+ βℓ(t)


(1.18)

subject to p̃ℓ ≤ P̃ℓ , ℓ ∈ L. (1.19)

where now the cost function −f is convex. Converting the explicit link-power constraints into
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implicit ones, we seek to

min
{p̃ℓ}ℓ∈L

−f(p̃) +
L∑

ℓ=1

I−(p̃ℓ − P̃ℓ) (1.20)

where

I−(u) :=

 0, u ≤ 0

+∞, u > 0.
(1.21)

Interior point methods approximate this using the convex differentiable function

Î−(u) = −
1

τ
log(−u), for τ > 0, (1.22)

which converges to I−(·) as τ →∞. In practice, it suffices to pick τ large enough3. This yields

the unconstrained convex minimization problem

min
{p̃ℓ}ℓ∈L

−τf(p̃)−
L∑

ℓ=1

log(P̃ℓ − p̃ℓ), τ ≫ 0, (1.23)

i.e.,

min
{p̃ℓ}ℓ∈L

f̃(p̃) := −τ


L∑

ℓ=1

Dℓ(t)

αℓ(t)

G̃ℓℓ + p̃ℓ − log

 L∑
k=1
k ̸=ℓ

eG̃kℓ+p̃k + eṼℓ


+ βℓ(t)


−

L∑
ℓ=1

log(P̃ℓ − p̃ℓ), (1.24)

which can be solved via Newton’s method to obtain a solution p̃∗(τ) that approaches the optimal

solution p̃∗ of (1.18)-(1.19) as τ →∞.

Recall that the motivation for considering custom solutions to the BPPC problem is that we

have to solve it for each scheduling slot, with a different set of weights (the differential backlogs)

and possibly time-varying Gkℓ’s. Even when the physical layer propagation conditions vary

slowly with time, the differential backlogs can change swiftly from slot to slot.

Assuming deterministic fixed-rate (or random but bounded) arrivals and fixed physical layer

propagation conditions, if all queues remain bounded then the system must exhibit periodic

behavior - perhaps with a very long period. This is because there is a (large but still) finite

number of system states, hence the system must return to a previously visited state in due time.

The same holds for finite-state time-varying physical layer propagation conditions (e.g., of the

on-off type) - we only need to augment the state vector to account for those. In practice we

3Or iterate with a gradually increasing τ .
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typically observe far shorter periods, due to the need to protect links from excessive interference

(including no-listen-while-you-talk considerations), which often implies that the best strategy is

to schedule “independent” (quasi-) non-interfering subsets of links in subsequent slots. This way

the system operates in a multi-stage push-pull fashion, giving rise to periodic or quasi-periodic

behavior for stable setups.

Given the above, it is clear that the solution at slot t can be very different from the one at slot

t−1; thus departing from the classical setting of adaptive algorithms. Not all is lost however: the

key is to exploit the aforementioned (quasi-) periodicity. Even though the previously computed

solution can be far from the one needed in the present slot, chances are that one of the already

encountered solutions for past slots is close to the one for the present slot. This idea is exploited

in the following two algorithms.

Algorithm 3. Adaptive high-SINR:

Fix αℓ(t) = 1, βℓ(t) = 0, ∀ℓ ∈ L

For each time slot t ≥ 1:

1. Calculate the differential backlogs

2. Power initialization:

For t = 1 draw random p̃o(t) satisfying log-power constraints;

else for t ∈ [2,W ] set:

p̃o(t) = arg max
p̃∈{p̃(1),...,p̃(t−1)}

f(p̃) (1.25)

where

f(p̃) :=
L∑

ℓ=1

Dℓ(t)

αℓ(t)

G̃ℓℓ + p̃ℓ − log

 L∑
k=1
k ̸=ℓ

eG̃kℓ+p̃k + eṼℓ


+ βℓ(t)

 , (1.26)

else (t ≥W + 1) set:

p̃o(t) = arg max
p̃∈{p̃(t−W ),...,p̃(t−1)}

f(p̃). (1.27)

3. Starting from p̃o(t), solve (1.24) via Newton’s method:

(a) Reset iteration counter s = 1 and set auxiliary variable p̂(s) = p̃o(t).

(b) repeat:
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(c) Compute Gradient vector ∇f̃(p̂(s)) and Hessian matrix ∇2f̃(p̂(s)), see Appendix.

(d) Compute Newton direction: d = −
(
∇2f̃(p̂(s))

)−1
∇f̃(p̂(s)).

(e) Line search: Choose a step size ν = argminµ∈[01] f̃(p̂(s) + µd).

(f) s = s+ 1

(g) Update powers: p̂(s) = p̂(s− 1) + νd.

(h) until: convergence of the cost f̃(p̂(s)) (within ϵ - accuracy).

4. Set p̃(t) = p̂(s).

Notice that (1.25) and (1.27) simply evaluate the current objective function at previously

computed solutions (for past slots). The parameter W should be large enough to capture

emerging periodic behavior, but using larger than necessary W ’s is not a problem, as function

evaluations are cheap relative to the Newton steps that follow.

Similar to the batch case, it is also possible to begin with a high-SINR approximation and

successively refine it by tuning the parameters αℓ(t) and βℓ(t) to tighten the individual link rate

bounds. This yields the following algorithm.

Algorithm 4. Adaptive Successive Approximation (Adaptive S.A.):

Initialize link rate bound parameters: set αℓ(t) = 1, βℓ(t) = 0, ∀ℓ ∈ L

For each time slot t ≥ 1:

1. Calculate the differential backlogs

2. Power initialization:

For t = 1 draw random p̃o(t) satisfying log-power constraints;

else for t ∈ [2,W ] set:

p̃o(t) = arg max
p̃∈{p̃(1),...,p̃(t−1)}

f(p̃) (1.28)

where

f(p̃) :=

L∑
ℓ=1

Dℓ(t)

αℓ

G̃ℓℓ + p̃ℓ − log

 L∑
k=1
k ̸=ℓ

eG̃kℓ+p̃k + eṼℓ


+ βℓ

 , (1.29)

with αℓ, βℓ, ∀ℓ ∈ L, updated at γℓ(p̃) according to (1.8), ∀ p̃ ∈ {p̃(1), . . . , p̃(t− 1)},

else (t ≥W + 1) set:

p̃o(t) = arg max
p̃∈{p̃(t−W ),...,p̃(t−1)}

f(p̃). (1.30)
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3. Outer initialization: Reset outer iteration counter s1 = 1, set p̃1(t, s1) = p̃o(t), and pick

αℓ(t, s1), βℓ(t, s1) according to (1.8) for zo = γℓ(p̃1(t, s1)), see (1.1), ∀ℓ ∈ L.

4. repeat:

5. Starting from p̃o(t), solve (1.24) via Newton’s method:

(a) Inner initialization: Reset inner iteration counter s2 = 1 and set auxiliary variable

p̃2(s2) = p̃1(t, s1).

(b) repeat:

(c) Compute Gradient vector ∇f̃(p̃2(s2)) and Hessian matrix ∇2f̃(p̃2(s2)), see Ap-

pendix.

(d) Compute Newton direction: d = −
(
∇2f̃(p̃2(s2))

)−1
∇f̃(p̃2(s2)).

(e) Line search: Choose a step size ν = argminµ∈[01] f̃(p̃2(s2) + µd).

(f) s2 = s2 + 1

(g) Update powers: p̃2(s2) = p̃2(s2 − 1) + νd.

(h) until: convergence of the cost f̃(p̃2(s2)) (within ϵ - accuracy).

6. s1 = s1 + 1

7. Set p̃1(t, s1) = p̃2(s2)

8. Tightening step: pick αℓ(t, s1), βℓ(t, s1) according to (1.8) for zo = γℓ(p̃1(t, s1)), see (1.1),

∀ℓ ∈ L.

9. until convergence of the cost f̃(p̃1(t, s1)) (within ϵ- accuracy).

10. Set p̃(t) = p̃1(t, s1).

1.6 Complexity of convex approximation

The worst-case complexity order of the batch algorithms is O(L3.5), where L is the number of

links (optimization variables) [5, 28]. In dense networks where every node is within range of

every other node, L = O(N2), where N is the number of nodes; thus worst-case complexity

is then O(N7). This is relatively high, but it is important to note that even the solution of a
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system of linear equations in the link powers would entail complexity O(L3) = O(N6). The

successive approximation algorithm typically converges in just a few (3-4 in our experiments)

tightening steps, so complexity order is the same as the high-SINR one.

The worst-case complexity of the adaptive approximation algorithms is the same as that

of the batch algorithms - mainly due to the matrix inversion in the Newton step which is

cubic in L, the remainder being the number of Newton steps needed to converge in the worst

case. The constants that are hidden in the big O notation are of course far smaller for the

adaptive algorithms, and so is their average complexity - due to their “reuse” of past solutions

for warm re-start. This will be illustrated in the simulations section. It is also possible to use

quasi-Newton methods such as BFGS to further reduce the average complexity of the adaptive

algorithms.

1.7 Baselines

1.7.1 Assessing the quality of approximation

Given that the proposed convex approximation algorithms only find approximate solutions to the

original NP-hard problem, we would like to develop means of assessing how far an approximate

solution is from an optimal one. Returning to the original objective, we could use the inequality

log(1 + z) ≤ log(1 + zo) +
z−zo
1+zo

(follows from log(x) ≤ x − 1), met with equality at zo, to

upper bound the individual terms of the objective function. This yields an upper bound, but

its maximization is difficult, as it involves products of variables.

The classical way to obtain an upper bound is via duality - i.e., by considering the Lagrange

dual problem. The dual problem is convex by definition; yet computing the dual function (ob-

jective of the dual problem) is also NP-hard. This can be established by showing that it contains

(see Appendix) the corresponding computation for single-carrier sum-rate maximization in DSL

systems, which is known to be NP-hard [30].

In [47], an algorithm called MAPEL is proposed, based on increasingly accurate approxima-

tion of the feasible SINR region to find an optimal solution to the weighted sum-rate maximiza-

tion problem. When optimal solution is sought, NP-hardness implies that MAPEL’s worst-case

complexity is exponential. MAPEL can also be used for approximation, however our simulations

indicated that it is too complex to be used even as a benchmark in our setting. For this reason,
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we will resort to an algorithm of Yu and Lui [60], originally developed for spectrum balancing in

DSL systems, which yields an approximate solution of the dual problem - hence an approximate

upper bound of our objective. This algorithm is briefly reviewed next.

1.7.2 Iterative Spectrum Balancing Algorithm

Considering per-link power constraints, the dual objective function g(λ), where λ denotes the

vector of Lagrange dual variables, is the result of the unconstrained maximization:

g(λ) = max
{pℓ}ℓ∈L

L∑
ℓ=1

Dℓ(t) log

1 +
Gℓℓpℓ

1
G

∑L
k=1
k ̸=ℓ

Gkℓpk + Vℓ

+ λT (P− p)

= max
{pℓ}ℓ∈L

L∑
ℓ=1

Dℓ(t) log

1 +
Gℓℓpℓ

1
G

∑L
k=1
k ̸=ℓ

Gkℓpk + Vℓ

+
L∑

ℓ=1

λℓ(Pℓ − pℓ)

= max
{pℓ}ℓ∈L

L∑
ℓ=1

Dℓ(t) log

1 +
Gℓℓpℓ

1
G

∑L
k=1
k ̸=ℓ

Gkℓpk + Vℓ

− λℓpℓ

+
L∑

ℓ=1

λℓPℓ.

In [60], an iterative algorithm that alternates between primal (link powers) and dual variables

is proposed to obtain an approximate solution to the dual problem. Following straightforward

adaptation in our present (single-carrier, weighted sum rate) context, this algorithm can be

summarized as follows:

Algorithm 5. Iterative Spectrum Balancing (ISB):

For each time slot t:

1. Initialize λ = [λ1...λL]
T

2. repeat:

3. initialize p = [p1...pL]
T

4. repeat:

5. for ℓ = 1 to L, set

pℓ = argmax
pℓ

L∑
m=1

Dm(t) log

1 +
Gmmpm

1
G

∑L
k=1
k ̸=m

Gkmpk + Vm

− λmpm


end
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6. until p = [p1...pL]
T converges (within ϵ - accuracy)

7. Update λ = [λ1...λL]
T using subgradient or ellipsoid method

8. until λ = [λ1...λL]
T converges (within ϵ - accuracy).

In the above, the element-wise power optimization is nonconvex in pℓ, but can be accom-

plished via either line-search, or polynomial rooting (finding the roots of the first derivative and

examining the second derivative as well). A sub-gradient iteration is employed for the λ-update

step (7),

λ(m+1) = max (λ(m) − s(m)(P− p),0)

where m is the iteration number, and the step-size sequence is usually taken as s(m) = β
m , for

some 0 < β ≤ 1.

1.7.3 Prior art: Back-Pressure Best Response Algorithm

In addition to a (possibly unattainable, by often tight) upper bound, we will also compare

the proposed algorithms to the earlier state-of-art for the BPPC problem - namely [15], where

two low-complexity algorithms were derived under the high-SINR assumption. These are the

Best Response algorithm, and the Gradient Projection algorithm. Best Response outperforms

Gradient Projection; we therefore only consider the former in the sequel. For every time slot

t = 1, 2, . . ., and for each link ℓ = 1, . . . , L, the Best Response algorithm computes the differential

backlog Dℓ(t) and the interference price πℓ(t) =
Dℓ(t)

Iℓ(p(t))+Vℓ
, where Iℓ(p(t) :=

1
G

∑L
k=1
k ̸=ℓ

Gkℓpk(t)

is the total interference to link ℓ from other links. The price is subsequently communicated to

all links, and link ℓ transmits with power pℓ(t) = min

 Dℓ(t−1)∑L
k=1
k ̸=ℓ

πk(t−1) 1
G
Gℓk

, Pmax
ℓ

.

1.8 Simulation Results

Simulation experiments have been performed in three different scenarios, in order to assess the

performance of the various algorithms. In addition to the batch high-SINR / S.A. and their

adaptive counterparts developed herein, we also included ISB and the Best Response algorithm

as baselines for comparison.

• Scenario 1 - small network with moderate interference: The first scenario considered is a network

with N = 6 nodes, randomly drawn from a uniform distribution over a 100× 100 square. The
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resulting topology is shown in Fig. 1.2. The network remains fixed throughout the simulations

for scenario 1. The leftmost node is the source, the rightmost is the destination, and the

intermediates are relays. Since the destination acts as a sink, and no node transmits to itself,

there are L = 25 links in the network (note that intermediate nodes are in principle allowed

to send packets back to the source). Direct and crosstalk link power losses are taken inversely

proportional to d4, where d is the distance between transmitter and receiver. It is assumed that

nodes cannot listen while they talk: if link ℓ terminates at node i and link k departs from i,

then Gk,ℓ = 1/eps, where eps is machine precision. A spreading gain G = 128 is assumed and

absorbed in the crosstalk factors Gkℓ, k ̸= ℓ. The background noise power is set to Vℓ = 10−12,

∀ℓ. Per-link power constraints are adopted to be consistent with ISB and Best Response, used

here as baselines; Pmax
ℓ = 5, ∀ℓ. We assume deterministic arrivals at the source. Simulating the

network under control of each algorithm, we consider various arrival rates in order to narrow

down the maximal arrival rate that each algorithm can support. Unless otherwise noted, the

network is simulated for 100 packet / control slots. For the batch algorithms, each problem

instance is solved using the CVX toolbox [17] for Matlab, on a per-slot basis. The desired

accuracy in step 6 of the batch S.A. algorithm was set to ϵ = 0.1.

Simulations verified the expected push-pull ‘wave’ propagation over the network, and that

periodic behavior emerges for stable setups. For arrival rates up to 9 packets per slot (pps), both

batch algorithms stabilize the system, and the average throughput equals the incoming traffic at

the source. Gradually increasing the arrival rate, we found that 9.7 pps was the maximal value

for which the batch high-SINR algorithm managed to stabilize the system. Beyond that, all

backlogs grow to infinity. Plots of the evolution of source and relay backlogs, power allocation,

and end-to-end throughput for the batch high-SINR algorithm are shown in Fig. 1.3 (left) for

arrival rate 9.7 pps, and Fig. 1.3 (right) for arrival rate 9.9 pps. Note that for the stable setup

of Fig. 1.3 (left), and after a short transient, all relevant quantities (backlogs, powers, end-to-

end throughput) converge to a periodic pattern. In this case, the emerging period is two slots.

Simulations also verified that the batch S.A. algorithm is able to stabilize the system at higher

input loads than the batch high-SINR algorithm. The maximum arrival rate that batch S.A.

can support in this case is 10.4 pps. The queues become unstable at higher arrival rates. This

can be easily visualized at 10.8 pps. Plots for the batch S.A. are shown in Fig. 1.4 (left) for

arrival rate 10.4 pps, and Fig. 1.4 (right) for arrival rate 10.8 pps. For the stable setup in Fig.
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1.4 (left), note again that all relevant quantities quickly settle in to a periodic pattern.

A first check point for the custom adaptive algorithms is to verify that they indeed reproduce

the results of their batch counterparts, ideally at far lower complexity. We used a window of

W = 5 slots for power initialization, and τ in (1.24) was set to 106. For the line search in step 3e

of the adaptive high-SINR (5e of the adaptive S.A., respectively), a grid search of accuracy 10−3

was used. The desired accuracy in step 9 of the adaptive S.A. was set to ϵ = 0.1. Simulation

results concerning the adaptive high-SINR algorithm are shown in Fig. 1.5, for arrival rates 9.7

and 9.9 pps, passing sanity check (compare to Fig. 1.3). The adaptive S.A. algorithm likewise

keeps up with its batch counterpart, as shown in Fig. 1.6 (compare to Fig. 1.4). Notice that the

adaptive version of each algorithm yields qualitatively similar results (and in particular attains

the same stable throughput) as its batch counterpart, however the respective power allocations

do not coincide. This is because the underlying problem does not have a unique solution in

general. To see this, consider an interference-limited scenario comprising two intermediate nodes

transmitting to the common destination. Assuming symmetric loads and channels, activating

either one of the two will yield the same reward.

As an indication of the complexity of the various algorithms, we note that the batch high-

SINR one required on average about 8 seconds per slot (problem instance); batch S.A. averaged

3 − 4 outer iterations for a total of 20 seconds per slot. The adaptive high-SINR algorithm

averaged about 4 inner iterations (Newton steps) for a total of 1.5 seconds per slot. Adaptive

S.A. averaged 1 − 2 outer iterations of up to 4 inner Newton steps, for a total of about 1.5

seconds per slot, when initialized at the best (for the present slot) of the W past solutions for

the previous slots. The difference is more significant (order of magnitude) in the case of the

successive approximation algorithms, and the gap widens quickly with the size of the network.

We also note that for time-invariant (or slowly-varying) channels, the rate of power updates

(i.e., how often one solves the BPPC problem) only affects delay, not the attainable stable

throughput of the algorithm, as shown in [53,54]. Thus one can take more time between power

updates at the expense of increased packet delay, without sacrificing throughput.

Next, we present results for the Best Response algorithm proposed in [15]. We also tried

the Gradient Projection algorithm in [15], but it proved consistently inferior4 to Best Response,

so we skip the associated plots. Best Response was initialized with the solution of the Batch

4Failed to stabilize the network in cases where Best Response did.
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high-SINR algorithm, to give it the best possible warm start under the high-SINR assumption.

However, it still takes far longer to reach steady-state (when it can stabilize the system) than

previously discussed algorithms, hence we simulate it for 1000 slots in the sequel. Experiments

showed that the highest arrival rate that Best Response can handle is 5.7 pps. Plots of the

evolution of source and relay backlogs, power allocation, and end-to-end throughput, for the

arrival rate 5.7 and 5.8 pps, are shown in Fig. 1.7. Obviously, this algorithm leaves much to be

desired in terms of maximum stable throughput, delay (cf. queue backlogs and Little’s theorem),

and settling time relative to batch and adaptive high-SINR and S.A. On the other hand, Best

Response is very cheap in terms of computation. As an indication, its average run-time here was

0.0085 seconds per slot, which is 2 orders of magnitude less than the best-performing algorithms.

Recall that computing the dual function is NP-hard, and ISB is only able to provide an

approximate upper bound to the maximum attainable objective of the primal problem. Due to

approximation, the power allocation computed by ISB need not (and in fact does not, in many

cases) yield a higher primal objective than batch/adaptive S.A. Still, it is reassuring to see that

the approximate upper bound derived from ISB is indeed higher and not very far from the value

of the objective computed from batch/adaptive S.A. Illustrating this gap is the objective of the

next two plots. We consider two arrival rates, one well-within the stable region and another on

the margin: 8, and 10.4 pps. The network evolves under control of the batch S.A. algorithm,

and ISB is used to (approximately) upper bound the attainable differential backlog weighted

sum of link rates for each slot. The link power optimization in step 5 of the ISB algorithm is

performed using a grid search over [0 Pℓ] of accuracy 10−4. For each slot t, all elements of λ

are initially set to 1, and the update of λ in step 7 is performed using the sub-gradient method

with β = 0.1. The desired accuracy for the convergence of p and λ was set to ϵ = 10−2. The

final objective values attained by ISB and the batch S.A. algorithm are plotted together as

functions of t in Fig. 1.8, in separate panels for the two arrival rates considered. Notice that

ISB consistently hovers above batch S.A. in both cases considered, which is satisfying.

We next consider a tracking experiment to illustrate the ability of the adaptive S.A. algorithm

to follow changes in the operational environment. Packets are now injected not only at the

original source node (node 1), but also at an intermediate relay (node 3). There is still one

destination, and all packets are treated the same way - there is only one buffer per node. For

the first 50 slots, traffic is injected at 3 pps through node 1, and at 6 pps through node 3. For
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the next 50 slots the injection pattern reverses: 6 pps through node 1, and 3 pps through node

3. Fig. 1.9 shows simulation results for the adaptive S.A. algorithm, which evidently responds

swiftly to the change in the traffic pattern. The Best Response algorithm cannot stabilize the

network for this pair of rates; but even at lower, sustainable rates, its response to the change of

the injection pattern was very slow and hard to discern. We skip associated plots for brevity.

• Scenario 2 - small network, more interference: We next consider a scenario that is more

interference-limited (less power-limited) than before: using G = 8 instead of 128. ISB takes

disproportional time to converge in this scenario, thus we drop it from consideration. Due to

stronger interference, the high-SINR algorithms can now stabilize the system for arrival rates

only up to 2.4 pps. Fig. 1.10 plots results for adaptive high-SINR for arrival rate 2.4 pps (left)

and 2.6 pps (right). The S.A. algorithms proved much better, supporting three times higher

stable throughput (7.5 pps). It turned out that, in order to do so, they both converged to

the same solution: keeping only the direct link from source to destination, always on and at

maximum power. Simulation results are shown in Fig. 1.11 for arrival rate 7.5 pps (left), and

7.9 pps (right). In fact, arrival rates up to 7.8 pps are sustainable, but because of the long

transient of the source backlog, we depict, for ease of visualization, the results for the stable

rate of 7.5 pps. The complexity advantage of the adaptive algorithms relative to the batch ones

remains similar to scenario 1. Best Response managed to stabilize the system for rates up to

2.1 units per slot. The respective plots are shown in Fig. 1.12 for the 2.1 pps (left) and 2.3 pps

(right).

• Scenario 3 - larger network, moderate interference: A larger network comprising N = 12 nodes

(L = 121 links) is considered in our third scenario. The setup is otherwise identical to scenario 1.

Simulation showed that the high-SINR algorithms managed to stabilize the network for arrival

rates up to 12.6 pps. The adaptive S.A., on the other hand, managed to stabilize the system

for up to 15.7 pps. Unlike adaptive S.A., the batch S.A. algorithm was too slow to include in

this comparison. The maximum rate that Best Response could support was 4.4 pps. We skip

associated plots for brevity, and instead gather all results concerning attainable rates in Table

1.1.
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Table 1.1: Attainable stable arrival rates in packets per slot.

Scen. Batch high-SINR Adapt. high-SINR Batch S.A. Adapt. S.A. Best Response

Scen. 1 9.7 9.7 10.4 10.4 5.7

Scen. 2 2.4 2.4 7.5 7.5 2.1

Scen. 3 12.6 12.6 N/A 15.7 4.4

Figure 1.1: Illustration of network construction in proof of Claim 1. Thick lines indicate links
with nonzero differential backlog.
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Figure 1.2: Network topology
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Figure 1.3: Scenario 1: Batch high-SINR, arrival rate = 9.7 (left) and 9.9 (right).
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Figure 1.4: Scenario 1: Batch Successive Approximation, arrival rate = 10.4 (left) and 10.8
(right).
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Figure 1.5: Scenario 1: Adaptive high-SINR, arrival rate = 9.7 (left) and 9.9 (right).
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Figure 1.6: Scenario 1: Adaptive Successive Approximation, arrival rate = 10.4 (left) and 10.8
(right).
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Figure 1.7: Scenario 1: Back Pressure Best Response algorithm, arrival rate = 5.7 (left) and
5.8 (right).
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Figure 1.8: Scenario 1: ISB vs Batch S.A.: comparison between objective values attained.
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Figure 1.9: Scenario 1: Switching injection pattern: Adaptive S.A., backlogs / throughput(left),
link powers (right).
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Figure 1.10: Scenario 2: Adaptive high-SINR, arrival rate = 2.4 (left) and 2.6 (right).
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Figure 1.11: Scenario 2: Adaptive Successive Approximation, arrival rate = 7.5 (left) and 7.9
(right).
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Figure 1.12: Scenario 2: Back Pressure Best Response algorithm, arrival rate = 2.1 (left) and
2.3 (right).
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1.9 Conclusions

We have considered the power control problem in wireless multi-hop networks. From the view-

point of maximizing stable end-to-end throughput, the objective is to maximize a differential

backlog-weighted sum of link rates, subject to power constraints. Following physical layer opti-

mization at the beginning of each transmission round, back-pressure routing is used for packet

forwarding over the network. This two-step approach is optimal from a throughput perspective,

and, for this reason, the back-pressure power control (BPPC) problem is central in wireless

multi-hop networks.

BPPC was known to be non-convex [15]; we established that it is in fact NP-hard. This

precludes optimal solution at worst-case polynomial complexity, and motivates the pursuit of

appropriate approximation algorithms. Drawing from related problems in the DSL literature (in

particular the SCALE algorithm of [45, 46]), we proposed two ways to approximate the BPPC

problem which far outperform the previous state of art in [15]. Most importantly, recognizing

the high computational burden arising from the need to solve BPPC on a per-slot (transmission

round) basis, and capitalizing on quasi-periodicity of the power allocation in stable setups due to

the push-pull nature of the solution, we proposed two custom adaptive approximation algorithms

that offer excellent throughput performance at reasonable computational complexity, which

remains worst-case polynomial. In addition to throughput margin, the proposed algorithms

feature shorter backlogs / queueing delays, and faster transient response.

An interesting research direction is to consider means of implementing the proposed algo-

rithms - adaptive S.A. in particular - in a distributed fashion. Recent progress in distributing

the Newton step using Gaussian belief propagation [12], and related work in distributed network

utility maximization [19] may be useful towards this end.

Another interesting direction is to consider time-varying channels. If the channel variation is

far slower than the rate of power re-optimization, and the channels can be tracked at the central

scheduler, then our methods remain operational. If the channels change (perhaps abruptly)

only at certain points in time, but otherwise remain fixed between such changes and known to

the central scheduler, and the BPPC problem is exactly solved before each such ‘dwell’, then

throughput optimality still holds [53]. This scenario is plausible when several different networks

are time-division multiplexed (similar to multiplexing ALOHA protocols, for example). We have
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shown that exact solution of BPPC is NP-hard; but we have also shown that our approximate

solutions deliver substantial throughput improvement relative to the prior art in [15]. Still,

much work is needed to figure out good policies for general time-varying scenarios, including

the interplay with distributed implementation.
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1.10 Appendix

Extension to multiple flows: In the case of multiple flows, each node is assumed to maintain

a separate queue for each flow (this is easy to implement and it does not require additional

storage). Let there be F flows (i.e., F destinations) in the network. For every scheduling time

slot t ∈ {1, 2, · · · }, the following algorithm is executed.

Let Wi,f (t) denote the queue length of node i for flow f at the end of slot t. The differential

backlog of link ℓ = (i, j) for flow f at the end of slot t is defined as

Dℓ,f (t) :=

 max{0,Wi,f (t)−Wj,f (t)}, j ̸= dest(f)

Wi,f (t), j = dest(f)

where dest(f) is the destination node for flow f . Let

D̄ℓ(t) := max
f∈{1,··· ,F}

Dℓ,f (t)

be the maximum differential backlog for link ℓ at the end of slot t, and

f̄ℓ(t) := arg max
f∈{1,··· ,F}

Dℓ,f (t)

be a flow that attains maximum differential backlog for link ℓ at the end of slot t. Then link ℓ

is dedicated to flow f̄ℓ(t) for the next scheduling period (if D̄ℓ(t) = 0, then link ℓ remains idle),

and transmission powers are set according to

max
{pℓ}ℓ∈L

L∑
ℓ=1

D̄ℓ(t)cℓ

subject to 0 ≤
∑

ℓ:Tx(ℓ)=i

pℓ ≤ Pi, i ∈ N .

That is, the same type of BPPC problem is solved as in the single-flow case, but this time

using D̄ℓ(t)’s in place of Dℓ(t)’s. The other difference with the case of a single flow is that

now a decision has to be made as to which flow(s) will be routed on any given link and how to

multiplex them - but it turns out that simple winner-takes-all routing combined with BPPC is

in fact optimal from a throughput perspective, as shown in [54].

Proof. (Claim 1) We will show that the problem contains that of determining the size of the

maximum independent set in a graph, which is NP-hard. The proof draws heavily from the

proof of Theorem 1 in [29], which deals with the multiuser sum-rate maximization problem for
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the interference channel. Back-pressure power control looks like the same problem, but there

is a catch: the Gk,ℓ parameters are completely free in the multiuser sum-rate maximization

problem in [29], but in back-pressure power control the Gk,ℓ’s are subject to certain restrictions.

Consider the case of two links k, ℓ stemming from the same node. Clearly, Gk,ℓ = Gℓ,ℓ, and

Gℓ,k = Gk,k. Likewise, consider two links k, ℓ with common receiving node. Then Gk,k = Gk,ℓ,

and Gℓ,ℓ = Gℓ,k. This seems to suggest that back-pressure power control is a restriction of

the multiuser sum-rate maximization problem, and restriction of an NP-hard problem is not

necessarily NP-hard. Another important difference is that back-pressure power control may

be subject to per-node (instead of per-link) power constraints, which couple the transmission

power across multiple links.

The key to a simple and clear proof is backlog reduction: realizing that there is freedom

to choose the backlogs in such a way that we peel off these complicating factors to reveal the

multiuser sum-rate maximization problem as a special case.

The conflict graph is a familiar concept in network scheduling. Each directed link in the

network corresponds to a node in the conflict graph. Nodes k, ℓ in the conflict graph are

connected by an undirected edge if Gk,ℓ ̸= 0, or Gℓ,k ̸= 0, or both - i.e., when links k and

ℓ can interfere with each other. An independent set of nodes (not connected by an edge) in

the conflict graph corresponds to a set of network links that can be simultaneously activated

without causing interference to one another. Given an undirected connected graph Γ = (V,E)

with |V | = L nodes, construct an instance of a wireless multi-hop network whose conflict graph

is Γ as follows:

• Choose 2L network nodes, split them in L pairs, draw a directed link between each pair,

and set the differential backlogs of these links to 1. Set the differential backlogs of all

remaining links to 0. The L drawn links are the only ones that can be activated in

the next slot. This is important because it effectively reduces the network to a set of co-

channel links that do not share transmitters or receivers; see Fig. 1.1. Since no transmitter

is shared, there is no distinction between per-link or per-node power constraints in so far

as this proof is concerned.

• For the links with non-zero differential backlog, set

– Gℓ,ℓ = 1, Pℓ = 1, G = 1 (no spreading), and Vℓ = M , where M > L is a constant;
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– For every edge in E connecting nodes k and ℓ, set Gk,ℓ = Gℓ,k = ML2 (notice that

we enforce symmetry, which will be used later in the proof).

Notice that the choice of the coupling factors in the above has implications for other links in

the network: For example, strong crosstalk between two links implies that there is a strong

direct channel gain between the transmitter of one link and the receiver of the other. If the two

transmitters could switch receivers they would set up more favorable links. This possibility is

excluded, however, by our selection of differential backlogs: all except the L chosen links have

zero differential backlog.

Let p∗ ∈ [0, 1]L×1 be an optimum solution of the back-pressure power control problem for

this network instance, and let r∗ be the corresponding optimal value of the (sum-rate) objective.

Let I be a maximum independent set of Γ. By activating only the network links corresponding

to conflict graph nodes in I, we obtain sum-rate |I| log(1 + 1
M ), hence r∗ ≥ |I| log(1 + 1

M ).

Conversely, consider p∗ and split it in two parts: those elements that are positive, and the rest

that are zero. It has been shown in [29] that, under our working assumptions (in particular,

M > L) the sum-rate objective is convex-U with respect to each component of p, albeit not

jointly convex in p as a whole. Since the maximum of a convex function over a polytope can

always be attained at a vertex, and the constraint is p∗ ∈ [0, 1]L×1, it follows that we may

assume, without loss of generality, that p∗ ∈ {0, 1}L×1. This is important, because it implies

that if two or more interfering links are simultaneously active, the interference level will be lower

bounded by ML2. Let A∗ := {ℓ | p∗(ℓ) = 1}, and let J be a maximum independent subset of

A∗ in Γ. Clearly, |J | ≤ |I|. We have:

r∗ ≤ |J | log(1 + 1

M
) + (|A∗| − |J |) log(1 + 1

M +ML2
),

since log(1 + 1
M ) is an upper bound on rate for each link in J , in the best-case scenario that

no link in A∗ − J interferes with it; and links outside J must have at least one interferer in J ,

for otherwise J is not a maximum independent subset of A∗ in Γ. We can further bound r∗ as

follows:

r∗ ≤ |J | log(1 + 1

M
) + L log(1 +

1

M +ML2
).

The term L log(1+ 1
M+ML2 ) is decreasing in L, and equal to log(1+ 1

2M ) < log(1+ 1
M ) for L = 1;

it follows that r∗ < (|J |+ 1) log(1 + 1
M ), and since |J | ≤ |I|, we have r∗ < (|I|+ 1) log(1 + 1

M ).
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Putting everything together,

|I| log(1 + 1

M
) ≤ r∗ < (|I|+ 1) log(1 +

1

M
).

and solving for |I|, we obtain

|I| ∈

(
r∗

log(1 + 1
M )
− 1,

r∗

log(1 + 1
M )

]
.

This determines the exact (integer) value of I. It follows that if we could efficiently solve the

back-pressure power control problem in polynomial time, we would be in position to determine

the size of the maximum independent set in an arbitrary graph in polynomial time.

Gradient and Hessian computation: The first and second order derivatives of

f̃ = −τ

 L∑
ℓ=1

Dℓ(t)

aℓ(t)

G̃ℓℓ + p̃ℓ − log

 L∑
k=1
k ̸=ℓ

eG̃kℓ+p̃k + eṼℓ


+ βℓ(t)


− L∑

ℓ=1

log
(
P̃ℓ − p̃ℓ

)

which are needed to compute the gradient and Hessian for the adaptive algorithms, are given

by

∂f̃

∂p̃n
= −τDn(t)an(t) +

1

P̃n − p̃n
+ τ

L∑
ℓ=1
ℓ ̸=n

Dℓ(t)aℓ(t)e
G̃nℓ+p̃n

Iℓ
, ∀n ∈ L.

where

Iℓ =

L∑
k=1
k ̸=ℓ

eG̃kℓ+p̃k + eṼℓ

is the total interference to link ℓ from all other links. The second-order partial derivatives are

∂2f̃

∂p̃2n
=

1

(P̃n − p̃n)2
+ τ

L∑
ℓ=1
ℓ ̸=n

Dℓ(t)aℓ(t)e
G̃nℓ+p̃n(Iℓ − eG̃nℓ+p̃n)

I2ℓ

and

∂2f̃

∂p̃n∂p̃m
= −τ

L∑
ℓ=1

ℓ ̸=m,n

Dℓ(t)aℓ(t)e
G̃nℓ+p̃neG̃mℓ+p̃m

I2ℓ
, ∀m,n ∈ L.



Chapter 2

Distributed Back-Pressure Power

Control for Wireless Multi-hop

Networks

A key problem in wireless networking is how to choose a link activation schedule and associated

powers in concert with routing decisions to optimize throughput. Back-pressure control policies

are optimal in this context, but the underlying power control problem is non-convex. Back-

pressure power control (BPPC) was recently shown to be NP-hard, yet amenable to successive

convex approximation strategies that deliver manifold improvements in end-to-end throughput

relative to the prior art in wireless networking. A drawback is that existing implementations are

centralized, whereas practical power control has to be distributed across the network. The work

presented here fills this gap by developing distributed implementations of approximations of the

BPPC problem. Two approximation approaches to the NP-hard underlying problem are utilized,

while feedback requirements and consensus-on-termination issues are also addressed, in order to

come up with fully decentralized protocols that allow tight approximation of the BPPC objective

in all interference regimes. The first distributed algorithm developed is based on the successive

convex approximation approach and the Alternating Direction Method of Multipliers is utilized

towards distributed implementation of the core step of the algorithm, which is the convex lower-

bounding approximation of BPPC at any operating point. Judicious simulations show that the

distributed algorithm matches the performance of its centralized counterpart. The iteratively
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re-weighted Minimum Mean Square Error approach to weighted sum-rate maximization for the

MIMO interference channel can be also exploited for our purpose. The WMMSE algorithm is

specialized in our context and a second distributed implementation is then possible, providing

an one-shot approximate solution to the BPPC problem. Further exploiting quasi-periodicity

of the solution arising in stable setups, due to the push-pull evolution of the network in our

context, and upon elaboration on distributed warm start, we derive custom adaptive versions

of the distributed algorithms, that enjoy low average complexity with no performance loss.

Extensive simulation experiments illustrate the merits of the proposed algorithms, and allow

comparison of the two approximation approaches to the BPPC objective.

2.1 Introduction

Back-pressure routing is well-appreciated for its throughput optimality and conceptual simplic-

ity, since its introduction in the early 90’s [53–55]. More recently (e.g., see [14] and references

therein) it has attracted considerable interest in the context of cross-layer wireless networking.

We consider the back-pressure power control problem for maximal end-to-end throughput in

a wireless multi-hop network. At the physical layer, for each scheduling slot, the core back-

pressure power control (BPPC) problem amounts to maximizing a differential backlog-weighted

sum of link rates. This was recently shown to be NP-hard in [32, 34], which also explored ef-

fective successive convex approximation strategies. A drawback is that the solution in [32, 34]

is centralized. The contribution here is the distributed implementation of the successive con-

vex approximation approach in [32, 34], using the Alternating Direction Method of Multipliers

(ADMoM) [2–4]. Towards this end, the core step is distributed implementation of the convex

lower-bounding approximation of BPPC at any operating point.

Distributed approximation of the weighted sum-rate maximization problem has been consid-

ered in [9], in the high-SINR (Signal to Interference plus Noise Ratio) regime and using a dual

decomposition approach [9, 43, 44]. Instead of employing dual decomposition as in [9], here we

use an Alternating Direction Method of Multipliers (ADMoM) approach, in light of its favor-

able convergence properties [2–4]. Further employing a consensus-on-the-min algorithm [10,49]

to reach agreement among links regarding the termination of iterations, we come up with a

fully decentralized and promising, performance-wise, algorithm for the core step of the succes-
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sive convex approximation of BPPC. A conference version of this work appears in Proc. IEEE

ICASSP 2012 [33]. A variation of this algorithm is also developed, less dependent on the initial

choice of the penalty parameter used in ADMoM, based on existing variations of ADMoM in

the literature (e.g., see [4] and references therein), enjoying faster convergence in large scale

problems.

Algorithms for the distributed implementation of the successive convex approximation of

BPPC are then derived, which allow tight approximation of the BPPC objective in the gen-

eral SINR regime. Feedback requirements and consensus-on-termination issues are addressed, in

order to propose fully decentralized protocols. Further exploiting the push-pull nature of the so-

lution and periodic patterns arising in stable setups, as well as managing distributed warm start,

we develop custom adaptive algorithms, which reproduce the results of their batch counterparts

at far lower complexity. Simulation experiments verify that the distributed implementations

proposed here match the performance of their centralized counterparts in [34].

An iteratively re-weighted Minimum Mean Square Error (MMSE) approach to weighted sum

rate maximization for the MIMO interference channel has been very recently proposed in [50].

The algorithm in [50] (WMMSE) provides an one-shot approximate solution to the weighted sum

rate maximization problem - it cannot be tuned to approximate the problem around different

operating points, as needed for successive convex approximation. We show that this approach

applies in our cross-layer networking context and we specialize WMMSE algorithm for the BPPC

problem. A second distributed protocol, based on the WMMSE algorithm, is then presented for

the approximation of BPPC. Although WMMSE has low computational complexity, we propose

a simple improvement of the algorithm and derive its corresponding adaptive version, exploiting

the nature of the solution resulting in stable setups in our context. Performance evaluation of

all distributed algorithms for BPPC and comparisons among them follow through extensive

simulation experiments, which illustrate the potentials of the algorithms.

2.2 System Model and Problem Statement

The same system model adopted in chapter 1 is also considered here, but will be described

again, for convenience. The wireless multi-hop network comprising N nodes, can be modeled by

the directed graph (N ,L), where N := {1, . . . , N} and L := {1, . . . , L} denote the set of nodes
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and the set of links, respectively. Each link ℓ ∈ L corresponds to an ordered pair (i, j), where

i, j ∈ N and i ̸= j. Denoting by Tx(ℓ) the transmitter, and by Rx(ℓ) the receiver of link ℓ, for

each ℓ = (i, j), then Tx(ℓ) = i and Rx(ℓ) = j. We assume that each node is equipped with a

single antenna, thus each transmitter-receiver pair has a single transmit and receive antenna.

Furthermore, we assume that any node can transmit data to any other node, and may also split

its incoming traffic into multiple outgoing links. Crosstalk factors Gkℓ denote the aggregate

path loss between the transmitter of link k, Rx(k), and the receiver of link ℓ, Rx(ℓ). Let pℓ

denote the power transmitted on link ℓ and Vℓ the background noise power at the receiver of

link ℓ. Then, the Signal to Interference plus Noise Ratio (SINR) attained at the receiver of link

ℓ is

γℓ =
Gℓℓpℓ

1
G

∑L
k=1
k ̸=ℓ

Gkℓpk + Vℓ

, (2.1)

where G accounts for potential speading/beamfroming gain. In the sequel, G is absorbed by

the coupling factors Gkℓ, k ̸= ℓ, for notational convenience. The transmitted rate on link ℓ is

upper bounded by the maximum achievable rate cℓ

cℓ = log(1 + γℓ), (2.2)

where the usual SINR gap parameter Γ can be introduced in the Shannon capacity formula to

account for modulation loss, coding, etc. We skip this for brevity.

Similar to chapter 1, we assume a unit time slotted system, indexed dy t, and denote by

Dℓ(t) the differential backlog of link ℓ ∈ L at the end of slot t, as defined in [34,54]

Dℓ(t) :=

 max{0,Wi(t)−Wj(t)}, j ̸= N

Wi(t), j = N.
(2.3)

In case of multiple F flows, Dℓ(t) is the maximum over all flows traversing link ℓ, i.e., with

obvious notation, Dℓ(t) := maxf∈F D
(f)
ℓ (t), which is throughput-optimal in this case according

to [54]. Then, the BPPC problem under per link power constraints is [14,15,21,34,41,53–56]

BPPC: max
{pℓ}ℓ∈L

L∑
ℓ=1

Dℓ(t) log

1 +
Gℓℓpℓ∑L

k=1
k ̸=ℓ

Gkℓpk + Vℓ

 (2.4)

subject to 0 ≤ pℓ ≤ Pℓ, ℓ ∈ L, (2.5)

where Pℓ denotes the maximum power budget for each link.
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The optimization problem (2.4)–(2.5), as well as its general formulation including per node

power constraints, has been proved in [34] to be NP-hard. However, BPPC was also shown in [34]

to be amenable to successive convex approximation strategies. The proposed implementations

in [34] are centralized, whereas practical power control has to be distributed across the network.

Here we address the distributed implementation of the approximation of problem in (2.4)–

(2.5) in all interference regimes. We use first the successive convex approximation approach to

approximate (2.4)–(2.5) and aim to derive the distributed versions of the centralized algorithms

proposed in [34] for the above problem. Then, we utilize the WMMSE algorithm in [50] to

approximate problem (2.4)–(2.5), and develop the final distributed algorithm for BPPC based

on this second approach. In our developments we consider per link power constraints to be

consistent with the centralized successive convex approximation algorithms in [34]. Per node

power constraints may be used instead, or added, without changing the nature of the problem

and of the solutions proposed in the sequel.

2.3 Distributed Successive Convex Approximation of BPPC

In this section we derive distributed algorithms for BPPC based on the successive convex ap-

proximation approach. As a first step, we develop a distributed version of the core step of the

successive convex approximation, building upon the Alternating Direction Method of Multipli-

ers (ADMoM). We propose two variations of the decentralized core step algorithm, derived in

subsections 2.3.1, and 2.3.2. We then develop the distributed version of the complete successive

convex approximation algorithm for BPPC (batch S.A.), as well as the corresponding one in

the high-SINR regime, in subsection 2.3.3. Their adaptive versions are derived in subsection

2.3.4. Computational complexity of the algorithms, and feedback requirements for distributed

implementation, are discussed in subsection2.3.5.

2.3.1 Distributed Convex Approximation of BPPC

The centralized approximate solution to the BPPC problem (2.4)–(2.5), as proposed in [32,34],

is obtained via solving the following convex optimization problem
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max
{p̃ℓ}ℓ∈L

L∑
ℓ=1

Dℓ(t)αℓ(t)

G̃ℓℓ + p̃ℓ − log

 L∑
k=1
k ̸=ℓ

eG̃kℓ+p̃k + eṼℓ


+ βℓ(t) (2.6)

subject to p̃ℓ ≤ P̃ℓ, ℓ ∈ L, (2.7)

resulting from (2.4)–(2.5), upon lower-bounding the link rates at slot t (using an idea from

[45, 46]) as log(1 + γℓ) ≥ αℓ(t) log(γℓ) + βℓ(t), and applying a logarithmic transformation of

variables so that p̃ℓ := log pℓ, P̃ℓ := log(Pℓ), G̃kℓ := log(Gkℓ), and Ṽℓ := log(Vℓ). The successive

convex approximation approach suggests solving at each t the problem in (2.6)–(2.7) to obtain

a solution p̃(t) := {p̃ℓ(t)}ℓ∈L, then tighten the lower bounds by updating the parameters αℓ(t)

and βℓ(t) at point γℓ (p̃(t)), for each link ℓ, solve the core problem in (2.6)–(2.7) for the updated

{αℓ(t), βℓ(t)}ℓ∈L towards a new p̃(t), and repeat until convergence, i.e., until the tightening step

maps onto itself. This approach is also the essence of the SCALE algorithm in [45,46].

Our aim here is to solve the core of the successive convex approximation of BPPC in a

distributed fashion. Consider an arbitrary instance of problem (2.6)–(2.7) resulting in a time

slot t, and for some fixed parameters αℓ(t), βℓ(t), Dℓ(t), for each link ℓ. We therefore omit the

index t from all relevant quantities. Towards distributed implementation, we would ideally like

each link ℓ to be able to optimize its own variable p̃ℓ, relying on as low-rate feedback as possible

from other links. The core problem could then split into L subproblems that could be solved

in parallel. Yet, this is not directly possible, due to the coupling of the power variables in the

objective (2.6). As a first step, we may shift this coupling from the objective to the constraints,

by introducing auxiliary variables {̃iℓk}k ̸=ℓ to represent the interference that link ℓ receives from

link k ̸= ℓ, and consensus constraints G̃kℓ + p̃k = ĩℓk, ∀k ̸= ℓ,∀ℓ ∈ L; e.g., cf. [9, 43, 49]. This

yields

min
p̃,

{
ĩℓ

}
ℓ∈L

L∑
ℓ=1

−Dℓαℓ

(
G̃ℓℓ + p̃ℓ

)
+Dℓαℓ log

 L∑
k=1
k ̸=ℓ

eĩℓk + eṼℓ

−Dℓβℓ (2.8)

subject to G̃kℓ + p̃k = ĩℓk, ∀k ̸= ℓ, ∀ℓ ∈ L, (2.9)

subject to p̃ℓ ≤ P̃ℓ, ℓ ∈ L, (2.10)

where p̃ denotes the vector of variables {p̃ℓ}ℓ∈L, ĩℓ the vector of auxiliary variables
{
ĩℓk
}
k ̸=ℓ

of

link ℓ. Note that p̃ℓ and
{
ĩℓk
}
k ̸=ℓ

are local variables of link ℓ.
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Note that the objective (2.8) is separable and convex with respect to the variables p̃ and{
ĩℓ

}
ℓ∈L

, as consists of an affine function of p̃ and the logarithm of a sum of exponentials

with respect to variables
{
ĩℓ

}
ℓ∈L

. Instead of using the traditional dual decomposition method,

we utilize the Alternating Direction Method of Multipliers (ADMoM), in view of its favorable

convergence properties, in combination with the gradient ascent method, in order to solve

problem (2.8)–(2.10) in a distributed fashion. For link ℓ, let variables {γℓk}k ̸=ℓ denote the

Lagrange multipliers associated with its local equality constraints G̃kℓ + p̃k = ĩℓk, ∀k ̸= ℓ, and

λℓ the Lagrange multiplier associated with the power constraint p̃ℓ ≤ P̃ℓ. The augmented

Lagrangian with penalty parameter ρ, is given by

Lρ

(
p̃,
{
ĩℓ

}
ℓ∈L

,
{
{γℓk}k ̸=ℓ

}
ℓ∈L

,λ
)
=

L∑
ℓ=1

−Dℓαℓ

(
G̃ℓℓ + p̃ℓ

)
+Dℓαℓ log

 L∑
k=1
k ̸=ℓ

eĩℓk + eṼℓ


(2.11)

−Dℓβℓ +

L∑
ℓ=1

λℓ

(
p̃ℓ − P̃ℓ

)
+

L∑
ℓ=1

L∑
k=1
k ̸=ℓ

γℓk

(
G̃kℓ + p̃k − ĩℓk

)
+

ρ

2

L∑
ℓ=1

L∑
k=1
k ̸=ℓ

(
G̃kℓ + p̃k − ĩℓk

)2
.

Note that p̃ℓ and
{
ĩℓk
}
k ̸=ℓ

are local primal variables for link ℓ, while, λℓ and {γℓk}k ̸=ℓ are its

local dual variables. Note, also, that the penalty quadratic term added according to ADMoM

enforces strict convexity with respect to the primal variables. A key step, proceeding next, is

to exploit the decomposable structure of the augmented Lagrangian in (2.11).

Notice in (2.11) that all terms are already decoupled across links, except for the last two

terms. Considering first the term associated with the consensus constraints, we can decompose

it as
L∑

ℓ=1

L∑
k=1
k ̸=ℓ

γℓk

(
G̃kℓ + p̃k − ĩℓk

)
=

L∑
ℓ=1

L∑
k=1
k ̸=ℓ

γℓkG̃kℓ +

L∑
ℓ=1

L∑
k=1
k ̸=ℓ

γℓkp̃k −
L∑

ℓ=1

L∑
k=1
k ̸=ℓ

γℓk ĩℓk.

The medium term, which is coupled across links with respect to the power variables, can be

equivalently rewritten as

L∑
ℓ=1

L∑
k=1
k ̸=ℓ

γℓkpk =

L∑
k=1

L∑
ℓ=1
ℓ̸=k

γℓkpk,

which, after swapping variables k and ℓ, is equal to

L∑
ℓ=1

L∑
k=1
k ̸=ℓ

γkℓp̃ℓ =

L∑
ℓ=1

p̃ℓ

L∑
k=1
k ̸=ℓ

γkℓ.
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Finally, the augmented Lagrangian can be rewritten as

Lρ

(
p̃,
{
ĩℓ

}
ℓ∈L

,
{
{γℓk}k ̸=ℓ

}
ℓ∈L

,λ
)
=

L∑
ℓ=1

−Dℓαℓ

(
G̃ℓℓ + p̃ℓ

)
+Dℓαℓ log

 L∑
k=1
k ̸=ℓ

eĩℓk + eṼℓ


(2.12)

−Dℓβℓ + λℓ

(
p̃ℓ − P̃ℓ

)
+

L∑
k=1
k ̸=ℓ

γkℓG̃ℓk + p̃ℓ

 L∑
k=1
k ̸=ℓ

γkℓ

− L∑
k=1
k ̸=ℓ

γℓk ĩℓk

+
ρ

2

L∑
ℓ=1

L∑
k=1
k ̸=ℓ

(
G̃kℓ + p̃k − ĩℓk

)2
.

The regularization term in Lρ is already decomposable with respect to variables
{
ĩℓ

}
ℓ∈L

.

With respect to p̃ variable, it can also be decoupled across links, according to

L∑
ℓ=1

L∑
k=1
k ̸=ℓ

(
G̃kℓ + p̃k − ĩℓk

)2
=

L∑
k=1

L∑
ℓ=1
ℓ ̸=k

(
G̃kℓ + p̃k − ĩℓk

)2
=

L∑
ℓ=1

L∑
k=1
k ̸=ℓ

(
G̃ℓk + p̃ℓ − ĩkℓ

)2
,

where the first equality holds due to
∑N

x=1

∑N
y=1 f (x,y) =

∑N
y=1

∑N
x=1 f (x,y), and the second

one results after swapping variables k and ℓ.

Then, the optimization steps of ADMoM for the update of variables p̃,
{
ĩℓ

}
ℓ∈L

, and{
{γℓk}k ̸=ℓ

}
ℓ∈L

, can be executed in parallel across all links in the network. Applying also a

projected gradient step for the update of dual variable λ, and denoting by s the iteration index,

the iterates to be carried out at each link ℓ ∈ L boil down to

p̃ℓ(s) := argmin
p̃ℓ
−Dℓαℓp̃ℓ + λℓ(s− 1)p̃ℓ + p̃ℓ

 L∑
k=1
k ̸=ℓ

γkℓ (s− 1)


+
ρ

2

L∑
k=1
k ̸=ℓ

(
G̃ℓk + p̃ℓ − ĩkℓ(s− 1)

)2
(2.13)

{
ĩℓk
}
k ̸=ℓ

(s) := arg min
{ĩℓk}k ̸=ℓ

Dℓαℓ log

 L∑
k=1
k ̸=ℓ

eĩℓk + eṼℓ

− L∑
k=1
k ̸=ℓ

γℓk(s− 1)̃iℓk

+
ρ

2

L∑
k=1
k ̸=ℓ

((
G̃kℓ + p̃k

)
(s)− ĩℓk

)2
(2.14)

γℓk(s) := γℓk(s− 1) + ρ
((

G̃kℓ + p̃k

)
(s)− ĩℓk(s)

)
, k ̸= ℓ (2.15)

λℓ(s) :=
[
λℓ(s− 1) + δs

(
p̃ℓ(s)− P̃ℓ

)]+
0
. (2.16)
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Steps (2.13)–(2.16) are executed in parallel at all links, as long as certain feedback require-

ments are satisfied. Step (2.13) for link ℓ involves {γkℓ(s− 1)}k ̸=ℓ and
{
ĩkℓ(s− 1)

}
k ̸=ℓ

, i.e., dual

and auxiliary variables of all its interfering links k ̸= ℓ, as computed in the previous iteration

(s− 1). This information can be communicated via message passing. Then, (2.13) is a convex

quadratic in p̃ℓ, whose minimum can be found analytically. Specifically, the resulting closed

form update is given by

p̃ℓ(s) =

Dℓαℓ − λℓ(s− 1)−
∑L

k=1
k ̸=ℓ

γkℓ(s− 1) + ρ
∑L

k=1
k ̸=ℓ

(
ĩkℓ(s− 1)− G̃ℓk

)
ρ (L− 1)

, ∀ℓ ∈ L. (2.17)

The unconstrained minimization in (2.14) with respect to ĩℓ is carried out at link ℓ, which is

assumed to have knowledge of the interference
(
G̃kℓ + p̃k

)
(s) received from link k ̸= ℓ at itera-

tion s. Depending on the operational setup, this can either be estimated by ℓ, or communicated

to ℓ. Then, variables ĩℓ are updated by solving (2.14) using e.g., damped Newton’s method.

Next, step (2.15) is straightforward. Notice that ADMoM requires a step size for (2.15) equal to

the parameter ρ, in order for its convergence properties to hold, along with other assumptions;

cf. [2–4]. The update in (2.16) is carried out according to the dual ascent method. The associ-

ated step-size sequence δs can be chosen as δs = δ1/s, or a sufficiently small constant δs = δ can

be employed - convergence of the iterates to the optimal centralized solution is guaranteed in

both cases. We chose a small constant step size in our simulations, because it resulted in faster

convergence. The resulting distributed algorithm is summarized as follows:

Algorithm 6. Distributed convex approximation of BPPC (core step 1) algorithm :

Given Dℓ, αℓ, βℓ, ∀ℓ ∈ L, and s := iteration counter,

• Initialization: For s = 0 set: ρ > 0, δ0 > 0, {λℓ(0)}Lℓ=1 > 0,

{γℓk(0)}ℓ∈L,k ̸=ℓ > 0, and
{
ĩℓk(0)

}
ℓ∈L,k ̸=ℓ

random.

• ∀ℓ ∈ L : transmit initial γℓk(0) and ĩℓk(0) to link k, ∀k ̸= ℓ.

• Repeat: Set s := s+ 1

1. ∀ℓ ∈ L: update p̃ℓ(s) according to (2.17).

2. ∀ℓ ∈ L: update
{
ĩℓk(s)

}
k ̸=ℓ

by solving (2.14).

3. ∀ℓ ∈ L: update {γℓk(s)}k ̸=ℓ according to (2.15).
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4. ∀ℓ ∈ L: update λℓ(s) according to (2.16).

5. ∀ℓ ∈ L: transmit γℓk(s) and ĩℓk(s) to link k, ∀k ̸= ℓ.

• Until: convergence (within ϵ-accuracy);

then set: p̃optℓ := p̃ℓ(s), ĩ
opt
ℓ := ĩℓ(s), λ

opt
ℓ := λℓ(s),

{
γoptℓk

}
k ̸=ℓ

:= {γℓk(s)}k ̸=ℓ, ∀ℓ ∈ L.

Convergence of the algorithm can be determined based on local computation and communi-

cation. Each link ℓ keeps track of a local metric, such as the value of its local Lagrange function,

and/or the norm of its residual local equality constraint violation vector rℓ(s), with elements

rℓk(s) := G̃kℓ + p̃k(s)− ĩℓk(s), ∀k ̸= ℓ, evaluated at s. Each link maintains a binary flag taking

the value 1 whenever convergence with respect to its local metric has been achieved, within a

given accuracy. Then, a distributed consensus-on-the-min algorithm [10, 49] can be employed

among links, so that iterates terminate once all links reach convergence.

2.3.2 Variation with Varying Local Penalty Parameters

Convergence of ADMoM is guaranteed for any positive value of the penalty parameter, cf. [2–4].

However, many variations have been explored in the literature cf. [2,4] (and references therein).

Some of these variants can give superior superior convergence in practice compared to the

standard ADMoM. One possibility is to consider more general augmenting terms, allowing

for different penalty parameter for each constraint. It is also possible to vary the penalty

parameters by iteration according to a scheme, while convergence results still apply under

certain assumptions, or under the assumption that the penalty parameters become fixed after

a finite number of iterations, cf. [4, 18,57].

In order to possibly improve convergence of the core step 1 algorithm and to make its

performance less dependent on the initial choice of the penalty parameter, we develop here a

variation of the algorithm based on the aforementioned ideas. Specifically, we consider a different

penalty parameter for each link, used as the step-size for the update step of its dual variables

{γℓk}k ̸=ℓ, which can be varied by iteration according to the scheme proposed in [4]. Let therefore

ρsℓ denote the penalty parameter for link ℓ, used at iteration s. The varying scheme in [4] involves

the primal and dual residual vectors which are viewed therein as the residuals for the primal and

dual feasibility condition for the problem to which ADMoM is applied, respectively. By direct

application to problem (2.8)–(2.10), the primal residual vector, defined in [4], corresponds to



2.3 Distributed Successive Convex Approximation of BPPC 41

rℓ(s), with elements {rℓk(s)}k ̸=ℓ :=
{
G̃kℓ + p̃k(s)− ĩℓk(s)

}
k ̸=ℓ

, evaluated at s. The dual residual

vector corresponds to dℓ(s), with elements {dℓk(s)}k ̸=ℓ := ρsℓ {iℓk(s)− iℓk(s− 1)}k ̸=ℓ , evaluated

at s. Then, at each iteration s, the penalty parameter ρs+1
ℓ for the next iteration s+ 1, of each

link ℓ ∈ L, is updated according to the following scheme [4,18,57]:

ρs+1
ℓ :=


τρsℓ , ∥rℓ(s)∥2 > µ∥dℓ(s)∥2
ρsℓ
τ , ∥dℓ(s)∥2 > µ∥rℓ(s)∥2

ρsℓ , otherwise

(2.18)

where µ > 1 and τ > 1 are parameters. Typical choices might be µ = 10 and τ = 2.

According to the convergence properties of ADMoM (cf. [4]) both primal and dual residual

norms converge to zero, as the method converges. The above varying mode tends to keep

the residual norms within a factor of µ of one another, in order to speed up convergence. To

gain some insight, notice that a large value of ρℓ places a large penalty on violations of the

consensus constraints
{
G̃kℓ + p̃k(s)− ĩℓk(s)

}
k ̸=ℓ

of link ℓ and, therefore, tends to reduce the

norm of the residual vector rℓ. On the other hand, a small value of ρℓ implies small value of the

dual residual norm dℓ, as its definition suggests, and looses the penalty for the violation of the

consensus constraints of ℓ, allowing this way for larger primal residual norm. Thus, the varying

scheme in (2.18) favors in each case the smaller residual norm.

Following the derivation of the optimization steps of the core step 1 algorithm for the fol-

lowing augmented Lagrange function with {ρℓ}ℓ∈L penalty parameters

L{ρℓ}ℓ∈L =
L∑

ℓ=1

−Dℓαℓ

(
G̃ℓℓ + p̃ℓ

)
+Dℓαℓ log

 L∑
k=1
k ̸=ℓ

eĩℓk + eṼℓ

−Dℓβℓ + λℓ

(
p̃ℓ − P̃ℓ

)

+

L∑
k=1
k ̸=ℓ

γkℓG̃ℓk + p̃ℓ

 L∑
k=1
k ̸=ℓ

γkℓ

− L∑
k=1
k ̸=ℓ

γℓk ĩℓk

+

L∑
ℓ=1

ρℓ
2

L∑
k=1
k ̸=ℓ

(
G̃kℓ + p̃k − ĩℓk

)2
, (2.19)

the respective update steps, for each link ℓ ∈ L, become

p̃ℓ(s) := argmin
p̃ℓ
−Dℓαℓp̃ℓ + λℓ(s− 1)p̃ℓ + p̃ℓ

 L∑
k=1
k ̸=ℓ

γkℓ (s− 1)
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+

L∑
k=1
k ̸=ℓ

ρsk
2

(
G̃ℓk + p̃ℓ − ĩkℓ(s− 1)

)2
(2.20)

or,

p̃ℓ(s) =

Dℓαℓ − λℓ(s− 1)−
∑L

k=1
k ̸=ℓ

γkℓ(s− 1) +
∑L

k=1
k ̸=ℓ

ρsk

(
ĩkℓ(s− 1)− G̃ℓk

)
∑L

k=1
k ̸=ℓ

ρsk
(2.21)

{
ĩℓk
}
k ̸=ℓ

(s) := arg min
{ĩℓk}k ̸=ℓ

Dℓαℓ log

 L∑
k=1
k ̸=ℓ

eĩℓk + eṼℓ

− L∑
k=1
k ̸=ℓ

γℓk(s− 1)̃iℓk

+
ρsℓ
2

L∑
k=1
k ̸=ℓ

((
G̃kℓ + p̃k

)
(s)− ĩℓk

)2
(2.22)

γℓk(s) := γℓk(s− 1) + ρsℓ

((
G̃kℓ + p̃k

)
(s)− ĩℓk(s)

)
, k ̸= ℓ (2.23)

λℓ(s) :=
[
λℓ(s− 1) + δs

(
p̃ℓ(s)− P̃ℓ

)]+
0
. (2.24)

Note that in this case the power update step in (2.21) for link ℓ requires knowledge of the

penalty parameters {ρsk}k ̸=ℓ, of all its interfering links k ̸= ℓ, updated at iteration (s−1) accord-

ing to the scheme (2.18), whenever they do change. This information must be communicated

to ℓ additionally to the variables {γkℓ(s− 1)}k ̸=ℓ and
{
ĩkℓ(s− 1)

}
k ̸=ℓ

. Consequently, the poten-

tial benefit of using varying local penalty parameters in the efficiency and convergence of the

algorithm, comes at the expense of increasing the communication overhead. The version of the

core step algorithm with varying local penalty parameters is described next.

Algorithm 7. Distributed convex approximation of BPPC (core step 2) algorithm:

Given Dℓ, αℓ, βℓ, ∀ℓ ∈ L, and s := iteration counter,

• Initialization: For s = 0 set:
{
ρ1ℓ
}
ℓ∈L > 0, δ0 > 0, {λℓ(0)}Lℓ=1 > 0,

{γℓk(0)}ℓ∈L,k ̸=ℓ > 0, and
{
ĩℓk(0)

}
ℓ∈L,k ̸=ℓ

random.

• ∀ℓ ∈ L : transmit initial γℓk(0), ĩℓk(0), and ρ1ℓ to link k, ∀k ̸= ℓ.

• Repeat: Set s := s+ 1

1. ∀ℓ ∈ L: update p̃ℓ(s) according to (2.21).

2. ∀ℓ ∈ L: update
{
ĩℓk(s)

}
k ̸=ℓ

by solving (2.22).
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3. ∀ℓ ∈ L: update {γℓk(s)}k ̸=ℓ according to (2.23).

4. ∀ℓ ∈ L: update λℓ(s) according to (2.24).

5. ∀ℓ ∈ L: update ρs+1
ℓ according to scheme (2.18)

6. ∀ℓ ∈ L: transmit γℓk(s), ĩℓk(s), and ρs+1
ℓ to link k, ∀k ̸= ℓ.

• Until: convergence (within ϵ-accuracy);

then set: p̃optℓ := p̃ℓ(s), ĩ
opt
ℓ := ĩℓ(s), λ

opt
ℓ := λℓ(s),

{
γoptℓk

}
k ̸=ℓ

:= {γℓk(s)}k ̸=ℓ, ∀ℓ ∈ L.

Determination of local convergence by each link is based on the aforementioned local con-

vergence metrics, while termination of the iterates among links is accomplished via a consensus

on-the-min algorithm, as in the case of core step 1 algorithm.

2.3.3 Distributed Successive Convex Approximation Algorithms for BPPC

In this section we develop the decentralized batch algorithms for the BPPC problem in (2.6)–

(2.7), operating in the high-SINR and in the general SINR regime, in correspondence with their

centralized counterparts developed in [34]. In the unit time slotted system we consider, the batch

algorithms solve the problem (2.6)–(2.7), resulting at each time slot, from scratch. Similar to

the centralized algorithms, we make use of the following bound in order to lower-bound the

individual link rates [45, 46]:

α log(z) + β ≤ log(1 + z) for

 α = zo
1+zo

,

β = log(1 + zo)− zo
1+zo

log(zo)
(2.25)

which is tight at zo. The high-SINR approximation corresponds to using αℓ(t) = 1 and βℓ(t) =

0, ∀ℓ ∈ L, in (2.6)–(2.7), while we utilize the core-step algorithms developed herein for the

distributed implementation of the convex optimization problem. The distributed batch high-

SINR algorithm is then
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Algorithm 8. Distributed Batch high-SINR for BPPC:

For each time slot t ≥ 1:

1. ∀ℓ ∈ L: Calculate Dℓ(t) according to

Dℓ(t) :=

 max{0,Wi(t)−Wj(t)}, j ̸= N

Wi(t), j = N.

2. Initialization: ∀ℓ ∈ L: set αℓ(t) = 1 and βℓ(t) = 0.

3. Run the core step algorithm for the given Dℓ(t), αℓ(t), βℓ(t), ∀ℓ ∈ L,

get poptℓ (t) from p̃optℓ , ∀ℓ ∈ L.

For the distributed batch S.A. algorithm we successively refine this approximation by tight-

ening the individual link rates bounds, in correspondence with the centralized batch S.A. in [34],

yielding the following distributed algorithm

Algorithm 9. Distributed Batch Successive Convex Approximation for BPPC (Batch S.A.):

For each time slot t ≥ 1:

1. ∀ℓ ∈ L: Calculate Dℓ(t) according to

Dℓ(t) :=

 max{0,Wi(t)−Wj(t)}, j ̸= N

Wi(t), j = N.

2. Initialization ∀ℓ ∈ L: Reset iteration counter s = 1, set αℓ(t, s) = 1 and βℓ(t, s) = 0.

3. repeat:

4. If s = 1: Run the core step algorithm for the given Dℓ(t), αℓ(t, s), and βℓ(t, s), ∀ℓ ∈ L.

Set: λo := λopt,
{
{γℓk,o}k ̸=ℓ

}
ℓ∈L

:=

{{
γoptℓk

}
k ̸=ℓ

}
ℓ∈L

,
{
ĩℓ,o

}
ℓ∈L

:=
{
ĩ
opt
ℓ

}
ℓ∈L

.

Else for s > 1 : Run the core step algorithm for given{
Dℓ(t), αℓ(t, s), βℓ(t, s), λℓ,o, {γℓk,o}k ̸=ℓ , ĩℓ,o

}
ℓ∈L

.

Update: λo := λopt,
{
{γℓk,o}k ̸=ℓ

}
ℓ∈L

:=

{{
γoptℓk

}
k ̸=ℓ

}
ℓ∈L

,
{
ĩℓ,o

}
ℓ∈L

:=
{
ĩ
opt
ℓ

}
ℓ∈L

.

5. ∀ℓ ∈ L: Obtain solution pℓ(t, s) from p̃optℓ ,

use solution ĩ
opt
ℓ to calculate total received interference: Iℓ(t, s) =

∑L
k=1
k ̸=ℓ

eĩ
opt
ℓk .

6. Tightening step ∀ℓ ∈ L: Pick αℓ(t, s+ 1) and βℓ(t, s+ 1) according to (2.25),

for zo = log
(
1 + Gℓℓpℓ(t,s)

Iℓ(t,s)+Vℓ

)
.
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7. s = s + 1

8. until |αℓ(t, s)− αℓ(t, s− 1)| ≤ ϵ and |βℓ(t, s)− βℓ(t, s− 1)| ≤ ϵ, ∀ℓ ∈ L.

9. ∀ℓ ∈ L: set pℓ(t)
opt := pℓ(t, s).

For the termination criterion in step 8 of the above algorithm each link ℓ keeps track of a

local metric, such as the variation of its local augmented Lagrange function, or alternatively,

of its parameters αℓ(t), βℓ(t). Note that at convergence of the successive convex approximation

approach any further tightening step maps the parameters αℓ(t), βℓ(t) onto themselves, and thus,

results in the same operating point for each link. The outer iterations of the S.A. algorithm

(successive convex approximations) must terminate once all links reach convergence (within ϵ-

accuracy) with respect to their local metric. Towards this end, a consensus-on-the-min algorithm

[9,4] can be employed among links, similarly as in the core step algorithm. The distributed core

step algorithm employed in the above algorithms can be either the version with the constant

global ρ (core step 1), or the one using varying local penalty parameters {ρℓ}ℓ∈L (core step 2).

Note also that, as in the case of the centralized approximation algorithms, links destined to

more congested nodes have zero differential backlog from (2.3) and are down-weighted in (2.4).

Therefore, the above distributed algorithms account only for the scheduled links, i.e., links with

positive differential backlog. In practice, problem (2.8)–(2.10) corresponds to links ℓ ∈ L′,

where L′ := {ℓ|Dℓ(t) > 0}. Also, links with resulting zero operating point in step 6 of batch

S.A. (estimated by each link via its auxiliary variables), i.e., links which attain SINR below

machine precision, stop iterating and remain silent. This is enforced for technical reasons,

on the one hand, because, otherwise, these links cause inaccuracies and the Newton step in

the minimization (2.14), or (2.22), can not be computed (singular Hessian matrices). On the

other hand, it is also reasonable. To see this, consider some links, which after the high-SINR

convex approximation, where the individual link rate bounds are loose, are not operational, i.e.,

their attained SINRs are below machine precision. Then, these links are precluded from being

operational at the subsequent operating point, which corresponds to tighter lower bounds of all

link rates, and to increased interference level (general SINR regime). Whenever not operational

links result after every convex approximation they can be set idle.
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2.3.4 Distributed Adaptive Algorithms for BPPC

The motivation for considering adaptive solutions to the BPPC problem in [34] is that it has to

be solved on a per-slot basis. This is due to the fact that the differential backlogs can change

dynamically from each scheduling slot to the next, as packets are routed in the network, even if

the physical layer propagation conditions are assumed fixed. Assuming deterministic fixed-rate

(or random but bounded) arrivals and fixed physical layer propagation conditions, in addition to

no-listen-while -you-talk considerations, we expect, as explained in [34], the system to operate

in a multi-stage push-pull fashion, exhibiting this way a periodic-behavior, for stable setups.

In particular, the centralized solution to the BPPC problem, obtained in [34] via the S.A.

approach, for stable setups, is characterized by a periodic pattern with respect to the subsets

of activated links, their resulting differential backlogs and the power allocation. Exploiting

this expected (quasi-)periodicity of the solution for stable setups, we develop here analogous

distributed adaptive algorithms. The strategy used in [34] for the warm re-start of the adaptive

algorithms, is the initialization at the one of the W solutions computed for the past W time

slots, that is closer to the optimal one for the present slot. The length W of the window of

previous solutions must be larger than the expected emerging period.

The difference in the case of the distributed adaptive algorithms is that the corresponding

warm start must be also implemented in a distributed fashion. Each link must therefore utilize

a local metric in order to pick the one of its already encountered solutions that is closer to the

optimal one for the present slot, in terms of maximum stable end-to-end throughput. Note that

a selfish initialization of each link at the solution that maximizes its own rate, for the present

slot, is not optimal for the system’s utility maximization. Since for stable setups the system

returns to a previously visited state, each link should then pick the solution computed at the

one of the previous states, that is closer to the current state of the system. This is possible

by exploiting the periodicity of the differential backlogs arising in stable setups. Consequently,

each link ℓ picks the past solution corresponding to the differential backlog that is closer to the

current one. This idea is implemented in the following adaptive algorithms.
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Algorithm 10. Distributed Adaptive high-SINR for BPPC:

For each time slot t ≥ 1:

1. Calculate the differential backlogs Dℓ(t), ∀ℓ ∈ L, according to

Dℓ(t) :=

 max{0,Wi(t)−Wj(t)}, j ̸= N

Wi(t), j = N.

2. Initialization ∀ℓ ∈ L: set αℓ(t) = 1 and βℓ(t) = 0.

3. Variables initialization:

For t = 1 set ∀ℓ ∈ L: λℓ,o > 0, {γℓk,o}k ̸=ℓ > 0, and ĩℓ,o random.

For t ∈ [2,W ] set ∀ℓ ∈ L:

τo = arg min
τ∈{t−1,...,1}

|Dℓ(t)−Dℓ(τ)|

λℓ,o := λopt
ℓ (t− τo), {γℓk,o}k ̸=ℓ :=

{
γoptℓk (t− τo)

}
k ̸=ℓ

, ĩℓ,o := ĩ
opt
ℓ (t− τo)

For t ≥W + 1 set ∀ℓ ∈ L:

τo = arg min
τ∈{t−1,...,t−W}

|Dℓ(t)−Dℓ(τ)|

λℓ,o := λopt
ℓ (t− τo), {γℓk,o}k ̸=ℓ :=

{
γoptℓk (t− τo)

}
k ̸=ℓ

, ĩℓ,o := ĩ
opt
ℓ (t− τo).

4. Run the core step algorithm for given
{
Dℓ(t), αℓ(t), βℓ(t), λℓ,o, {γℓk,o}k ̸=ℓ , ĩℓ,o

}
ℓ∈L

;

get poptℓ (t) from p̃optℓ , ∀ℓ ∈ L,

set: λopt
ℓ (t) := λopt

ℓ ,
{
γoptℓk (t)

}
k ̸=ℓ

:=
{
γoptℓk

}
k ̸=ℓ

, ĩ
opt
ℓ (t) = ĩ

opt
ℓ , ∀ℓ ∈ L.

The distributed adaptive algorithm for the successive convex approximation approach, cor-

respondingly, follows next.

Algorithm 11. Distributed Adaptive Successive Convex Approximation for BPPC (Adaptive S.A.):

For each time slot t ≥ 1:

1. Calculate the differential backlogs Dℓ(t), ∀ℓ ∈ L, according to

Dℓ(t) :=

 max{0,Wi(t)−Wj(t)}, j ̸= N

Wi(t), j = N.

2. Initialization: Reset iteration counter s = 1.
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3. Variables-parameters initialization:

For t = 1 set ∀ℓ ∈ L: αℓ(t, s) = 1, βℓ(t, s) = 0,

λℓ,o > 0, {γℓk,o}k ̸=ℓ > 0, and ĩℓ,o random.

For t ∈ [2,W ] set ∀ℓ ∈ L:

τo = arg min
τ∈{t−1,...,1}

|Dℓ(t)−Dℓ(τ)|

αℓ(t, s) := αopt
ℓ (t− τo), βℓ(t, s) := βopt

ℓ (t− τo)

λℓ,o := λopt
ℓ (t− τo), {γℓk,o}k ̸=ℓ :=

{
γoptℓk (t− τo)

}
k ̸=ℓ

, ĩℓ,o := ĩ
opt
ℓ (t− τo)

For t ≥W + 1 set ∀ℓ ∈ L:

τo = arg min
τ∈{t−1,...,t−W}

|Dℓ(t)−Dℓ(τ)|

αℓ(t, s) := αopt
ℓ (t− τo), βℓ(t, s) := βopt

ℓ (t− τo)

λℓ,o := λopt
ℓ (t− τo), {γℓk,o}k ̸=ℓ :=

{
γoptℓk (t− τo)

}
k ̸=ℓ

, ĩℓ,o := ĩ
opt
ℓ (t− τo).

4. Run the core step algorithm for given
{
Dℓ(t), αℓ(t, s), βℓ(t, s), λℓ,o, {γℓk,o}k ̸=ℓ , ĩℓ,o

}
ℓ∈L

;

Update: p̃optℓ , ĩ
opt
ℓ , λopt

ℓ ,
{
γoptℓk

}
k ̸=ℓ

, ∀ℓ ∈ L.

5. ∀ℓ ∈ L: Obtain solution pℓ(t, s) from p̃optℓ ,

use solution ĩ
opt
ℓ to calculate total received interference: Iℓ(t, s) =

∑L
k=1
k ̸=ℓ

eĩℓk .

6. Tightening step ∀ℓ ∈ L: Pick αℓ(t, s+ 1) and βℓ(t, s+ 1) according to (2.25),

for zo = log
(
1 + Gℓℓpℓ(t,s)

Iℓ(t,s)+Vℓ

)
.

7. s = s + 1

8. until |αℓ(t, s)− αℓ(t, s− 1)| ≤ ϵ and |βℓ(t, s)− βℓ(t, s− 1)| ≤ ϵ, ∀ℓ ∈ L.

9. Set ∀ℓ ∈ L: pℓ(t)
opt := pℓ(t, s), α

opt
ℓ (t) := αℓ(t, s), β

opt
ℓ (t) := βℓ(t, s),

λopt
ℓ (t) := λopt

ℓ ,
{
γoptℓk (t)

}
k ̸=ℓ

=
{
γoptℓk

}
k ̸=ℓ

, ĩ
opt
ℓ (t) := ĩ

opt
ℓ .

In the adaptive algorithms, either of the two versions of the core step algorithm may be used,

whereas local convergence of each link and termination of the overall algorithm are determined

as in the case of the corresponding batch algorithms. In case of the adaptive S.A. algorithm, if

any link, at time slot t during the steady state of the system, is mapped via step 3 to a previous
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solution where it was not activated (the resulting SINR was below machine precision), then this

link remains idle for the present slot t, for the same reasons explained in the case of the batch

S.A. algorithm.

2.3.5 Communication Overhead and Complexity

The distributed implementation of batch and adaptive algorithms developed for BPPC is pos-

sible in practice, as long as certain assumptions do hold. First of all, it is assumed that local

link gain information is available at the transmitters of all links, i.e., Tx(ℓ) has knowledge of

Gℓk towards Rx(k), ∀ℓ, k ∈ L. Secondly, there are available low-rate control channels among

the nodes of the network, so that each link can feed back information to all other links in the

network.

We consider the case where relay nodes are not allowed to send packets back to the source,

they may transmit to any other node including themselves, and the destination node acts as a

sink. Then, there are L = (N − 1)2 possible links, where N is the number of nodes, and it is

assumed that links interfering with link ℓ are all other links k ̸= ℓ, ∀ℓ ∈ L.

All algorithms for BPPC developed herein require that each link ℓ is able to calculate its

differential backlog Dℓ(t), at the beginning of each time slot t. Although Dℓ(t) is considered

local parameter for link ℓ, its calculation implies that the receiver of link ℓ = (i, j), Rx(ℓ), feeds

back to the transmitter Tx(ℓ) its backlog Wj(t), except for the case where the link is destined

to the sink, i.e., j = N . Taking all possible links into account, the determination of differential

backlogs requires (N − 1)(N − 3) + 1 message exchanges among nodes, at the beginning of

each slot. In cases where relays are allowed to transmit back to the source (where there are

additionally N −2 links), the corresponding exchanges among nodes amount to (N −1)(N −2).

This is common for all algorithms developed for the BPPC problem.

In order for the optimization steps in the core step algorithms to be carried out in parallel

across links, additional message exchanges among links are required over the control channels.

Concerning core step 1 algorithm, according to step 5, each link ℓ transmits its dual variable γℓk

to link k, and this holds for all its interfering links, k ̸= ℓ. In total, link ℓ has to transmit L− 1

dual variables. The same holds for its auxiliary variables
{
ĩℓk
}
k ̸=ℓ

. Therefore, link ℓ transmits

2(L − 1) variables per iteration of the algorithm. Taking all possible links into account, the

communication overhead per iteration of the algorithm amounts to 2L(L− 1) exchanges across



2.3 Distributed Successive Convex Approximation of BPPC 50

the network. In the worst case, depending on the operational setup, where each link can not

estimate, but need to be passed around information G̃kℓ+ p̃k from all its interfering links k ̸= ℓ,

required for steps 2 and 3, then, a total of L(L − 1) exchanges, accounting for all links, must

be also encountered in the communication overhead per iteration. As long as core step 2 is

concerned, links need to transmit, additionally, their penalty parameters to all their interfering

links when these change, according to step 6 of the algorithm. Thus, extra L(L − 1) message

exchanges must be taken into account, compare to core step 1.

Summarizing, the first version of core step algorithm requires 2L(L − 1) exchanges among

links in the most favorable case (depending on the operational setup), and 3L(L−1) in the worst

case. The second version requires, accordingly, 3L(l−1), or 4L(L−1) exchanges per iteration of

the algorithm. The communication overhead of the batch/adaptive high-SINR/S.A. algorithms

can be evaluated only per iteration, which is equal to that determined by the respective core

step algorithm employed.

The computational complexity of both core step algorithms is mainly determined by the

method used for the unconstrained minimization with respect to
{
ĩℓ

}
ℓ∈L

variables in steps

(2.14) and (2.22), respectively. We used the damped Newton method as proved more efficient

in practice than other quasi-Newton methods. The computation of the Newton step per link

entails complexity O
(
(L− 1)3

)
, since the number of coefficients of ĩℓ is L − 1, for each ℓ. In

addition, the damped Newton method involves function, gradient and Hessian evaluations of

function in (2.14) (and (2.22)) with respect to ĩℓ, which are bounded roughly by O((L − 1)2)

operations. The closed form update steps for each link are much cheaper, therefore the overall

computational complexity per link and per iteration is bounded by O((L − 1)3). Taking all

update steps carried out in parallel for all links, the worst-case computational complexity per

iteration of the core step algorithms is roughly O(L4).

Batch S.A. algorithm converges typically in up to 5 tightening steps per slot in our ex-

periments, while, the total number of its core step iterations per slot is up to 2 times that of

batch high-SINR algorithm. Therefore, the average computational complexity of both batch

algorithms is again O(L4), where in the big O notation the number of total core step iterations

of the algorithms, per slot, is hidden. The adaptive algorithms have the same computational

complexity order, per iteration, as their batch counterparts, due to the Newton method used

in the core step algorithm. However, due to their warm re-start on past solutions, they require
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significantly less iterations per slot, compare to the batch ones, which results in a corresponding

reduction in their average complexity. This will be illustrated in the simulations section.

2.4 The Iteratively Weighted MMSE Approach for BPPC

The iteratively weighted MMSE approach in [50] can be utilized in our present multi-hop cross-

layer networking context. In particular, it can be used to handle the NP-hard power control

problem arising at the physical layer in the back-pressure power control policy. This is because

the weighted sum-rate maximization problem is equivalent to a properly weighted sum-MSE

minimization, in the sense that the two problems have identical global optimal solution, as

proved in [50], for the general MIMO interfering broadcast channel. This equivalence holds also

for the SISO interference channel, which models the wireless network in our context, viewed as

a special case of the MIMO IBC channel. The iterative weighted-MMSE algorithm (WMMSE),

proposed in [50], is proved therein to converge to at least a local optimal solution of the NP-

hard weighted sum-rate maximization problem, by solving an iteratively weighted sum-MSE

minimization problem. This algorithm can be used in our case in order to obtain a power

allocation that corresponds to a stationary point of the differential backlog-weighted sum-rate

maximization problem. Before presenting the WMMSE algorithm specialized in our context,

let us give the main points of the iteratively WMMSE approach in [50], as they correspond to

the special case of the SISO interference channel describing the wireless network we consider.

In the system model we consider in section 2.2 each node is equipped with a single antenna,

thus each transmitter-receiver pair has a single transmit and receive antenna. Also, parameters

Gkℓ denote the power loss between Tx(k) and Rx(ℓ), ∀k, ℓ ∈ L. The WMMSE approach

in [50] involves complex channel coefficients between each transmitter Tx(k) and receiver Rx(ℓ),

denoted by hkℓ. We may then generate hkℓ from the complex Gaussian distribution CN (0, 1),

but also scale them such that |hkℓ|2 = Gkℓ, ∀ℓ, k ∈ L, to be consistent with our context. The

transmit and receive beamforming matrices used for the MIMO interfering broadcast channel

in [50], become scalars in our case. Let, therefore, vℓ denote the complex gain used by the

transmitter of link ℓ, and uk the complex gain used by the receiver of link k. The positive

semidefinite matrix variables, used also as optimization variables in [50], become positive scalar

variables wℓ, used by the receiver of each link ℓ. Then, following the steps of the approach in [50]
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in our problem, the differential backlog-weighted {wℓ}ℓ∈L -weighted sum-MSE minimization

problem, under per link power constraints, is described as

min
{wℓ,uℓ,vℓ}ℓ∈L

L∑
ℓ=1

Dℓ(t) (wℓeℓ − log(wℓ)) (2.26)

subject to |vℓ|2 ≤ Pℓ , ℓ ∈ L. (2.27)

Here, eℓ is the mean squared estimation error for link ℓ, given by

eℓ := |uℓhℓℓvℓ − 1|2 +
L∑

k=1
k ̸=ℓ

|uℓhkℓvk|2 + Vℓ|uℓ|2, ∀ℓ ∈ L, (2.28)

where uℓ denotes the complex conjugate, and Vℓ denotes the background noise power at Rx(ℓ).

The optimal wℓ and uℓ, for fixed vℓ, can be derived from the first order optimality condition

applied to the objective (2.26), yielding

uoptℓ ≡ ummse
ℓ =

hℓℓvℓ∑L
k=1 |hkℓ|2|vk|2 + Vℓ

, ∀ℓ ∈ L. (2.29)

wopt
ℓ = e−1

ℓ ,∀ℓ ∈ L. (2.30)

Plugging the optimal uoptℓ in the expression (2.28) for the mean squared error yields

emmse
ℓ = 1− |vℓ|2|hℓℓ|2∑L

k=1 |hkℓ|2|vk|2 + Vℓ

, ∀ℓ ∈ L. (2.31)

Using (2.30) and (2.31) to simplify (2.26) in problem (2.26)–(2.27), results in the following

optimization problem

max
{vℓ}ℓ∈L

L∑
ℓ=1

Dℓ(t) log

(
1− |hℓℓ|2|vℓ|2∑L

k=1 |hkℓ|2|vk|2 + Vℓ

)−1

(2.32)

subject to |vℓ|2 ≤ Pℓ , ℓ ∈ L. (2.33)

which is further equivalent to

max
{vℓ}ℓ∈L

L∑
ℓ=1

Dℓ(t) log

1 +
|hℓℓ|2|vℓ|2∑L

k=1
k ̸=ℓ
|hkℓ|2|vk|2 + Vℓ

 (2.34)

subject to |vℓ|2 ≤ Pℓ , ℓ ∈ L. (2.35)
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Problem (2.34)–(2.35), upon a change of variables pℓ = |vℓ|2, ∀ℓ ∈ L, andGkℓ = |hkℓ|2, ∀k, ℓ ∈

L, coincides with our BPPC problem:

max
{pℓ}ℓ∈L

L∑
ℓ=1

Dℓ(t) log

1 +
Gℓℓpℓ∑L

k=1
k ̸=ℓ

Gkℓpk + Vℓ

 (2.36)

subject to pℓ ≤ Pℓ , ℓ ∈ L. (2.37)

2.4.1 The Iterative WMMSE Algorithm for BPPC

The WMMSE algorithm in [50] is an iterative algorithm that minimizes the weighted sum-

MSE cost function in (2.26), using a block coordinate descent technique. The optimization

problem (2.26)–(2.27) is in the space of (u,v,w) and it is convex with respect to each one of

the variables, assuming the other two fixed. Therefore, the authors in [50] propose to optimize

the constructed cost function with respect to only one of the variables each time, while keeping

the other two fixed. The optimization with respect to each one of the variables is also decoupled

across the links of the network, and it leads to closed form updates of the local variables of

each link. Consequently, the algorithm is amenable to distributed implementation and has low

computational complexity.

The update rule for the variable uℓ, for each link ℓ ∈ L, has been already derived, given by

the expression (2.29). The update of the variable wℓ is given by (2.30), which can be further

analyzed by rewriting the expression for the mean squared error eℓ as:

emmse
ℓ = 1− |vℓ|2|hℓℓ|2∑L

k=1 |hkℓ|2|vk|2 + Vℓ

≡ 1− uℓhℓℓvℓ, ∀ℓ ∈ L. (2.38)

Thus, the update for variable wℓ, ∀ℓ ∈ L, becomes

wopt
ℓ = (1− uℓhℓℓvℓ)

−1 , ∀ℓ ∈ L, (2.39)

requiring only the local variables of link ℓ.

The update of the transmit gain variables {vℓ}ℓ∈L can also be decoupled across links, as

long as the variables uℓ and wℓ are assumed fixed for each link ℓ ∈ L, since each wℓ is obtained

by solving the following convex quadratic optimization problem
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min
vℓ

Dℓ(t)wℓ|1− uℓhℓℓvℓ|2 +
L∑

k=1
k ̸=ℓ

Dk(t)wk|uk|2|hℓk|2|vℓ|2 (2.40)

subject to |vℓ|2 ≤ Pℓ , ℓ ∈ L. (2.41)

The associated local Lagrange function with the optimization problem (2.40)–(2.41), is given

by

Lℓ (vℓ, λℓ) = Dℓ(t)wℓ|1−uℓhℓℓvℓ|2+
L∑

k=1
k ̸=ℓ

Dk(t)wk|uk|2|hℓk|2|vℓ|2+λℓ

(
|vℓ|2 − Pℓ

)
, ∀ℓ ∈ L. (2.42)

The first order optimality condition of (2.42) with respect to vℓ yields

vℓ (λℓ) =
Dℓ(t)wℓuℓhℓℓ∑L

k=1Dk(t)wk|uk|2|hℓk|2 + λℓ

, ∀ℓ ∈ L. (2.43)

Plugging the optimal value of the lagrange multiplier λℓ in (2.43) results in the final closed

form expression for the optimal vℓ. The optimal λ∗
ℓ can be found by checking the associated

power constraint. Thus, whether it holds that |vℓ(0)|2 ≤ Pℓ, the optimal λ∗
ℓ = 0, otherwise, λ∗

ℓ

must be positive and satisfy the constraint |vℓ (λ∗
ℓ ) |2 = Pℓ. In the latter case, λ∗

ℓ can be found

using an one dimensional search technique, such as the bisection method, since the function

vℓ (λℓ) is decreasing in λℓ, for λℓ > 0.

Alternatively, we can work in the real domain in our context, where all channel coefficients

and design variables are real scalars. In this case hℓk, ∀k, ℓ ∈ L denotes the real channel between

Tx(ℓ) and Rx(k), and can be taken equal to
√
Gℓk. Similarly, the gains h2ℓk can be substituted

by the factors Gℓk, ∀k, ℓ ∈ L. The complex conjugate operators and the norms of the complex

scalar quantities can be removed. The problem of interest, in (2.26)–(2.27), now becomes

min
{wℓ,uℓ,vℓ}ℓ∈L

L∑
ℓ=1

Dℓ(t) (wℓeℓ − log(wℓ)) (2.44)

subject to v2ℓ ≤ Pℓ , ℓ ∈ L. (2.45)

The update expressions for the {wℓ}ℓ∈L variables in (2.39), and for {uℓ}ℓ∈L in (2.29), hold

the same. The difference is in the case of the {vℓ}ℓ∈L variables, where we can result in a closed

form update without computing the optimal lagrange multiplier λ∗
ℓ , for each link ℓ. Avoiding

the one dimensional search for λ∗
ℓ results in further computational efficiency. The solution for
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vℓ is nevertheless the same. This can be easily seen by noting that the problem (2.40)–(2.41) in

the real domain becomes

min
vℓ

Dℓ(t)wℓ (1− uℓhℓℓvℓ)
2 +

L∑
k=1
k ̸=ℓ

Dk(t)wku
2
kGℓkv

2
ℓ (2.46)

subject to v2ℓ ≤ Pℓ , ℓ ∈ L. (2.47)

The formulation of problem (2.46)–(2.47) allows instead of considering the associated la-

grange function, to solve, equivalently, directly with respect to vℓ, by taking the root of the

gradient of the objective (2.46) with respect to vℓ, and projecting it into the interval [0,
√
Pℓ],

to respect the associated power constraint. This leads to the following update rule for vℓ

voptℓ =

[
Dℓ(t)wℓuℓhℓℓ∑L

k=1Dk(t)wku
2
kGℓk

]√Pℓ

0

, ∀ℓ ∈ L, (2.48)

with the notation [x]ba := max (min (x, b) , a).

Testing the WMMSE algorithm for BPPC through simulation experiments in both complex

and real domains, it turned out that it converges to identical solutions for any instance of the

BPPC problem. We therefore adopt the version of the WMMSE algorithm in the real domain,

due to its gain in computational efficiency and its lower complexity. The batch version of the

WMMSE algorithm for BPPC, which solves approximately the original BPPC problem resulting

at each scheduling slot, from scratch, can be summarized as

Algorithm 12. Distributed Batch WMMSE for BPPC

For each time slot t ≥ 1:

1. Calculate the differential backlogs Dℓ(t), ∀ℓ ∈ L, according to

Dℓ(t) :=

 max{0,Wi(t)−Wj(t)}, j ̸= N

Wi(t), j = N.

2. Initialize {vℓ}ℓ∈L such that vℓ =
√
Pℓ ;

3. repeat

4. (wℓ)
′ ← wℓ, ∀ℓ ∈ L;

5. uℓ ← hℓℓvℓ∑L
k=1 Gkℓv

2
k+Vℓ

, ∀ℓ ∈ L;
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6. wℓ ← (1− uℓhℓℓvℓ)
−1, ∀ℓ ∈ L;

7. vℓ ←
[

Dℓ(t)wℓuℓhℓℓ∑L
k=1 Dk(t)wku

2
kGℓk

]√Pℓ

0

, ∀ℓ ∈ L;

8. until | log(wℓ)− log ((wℓ)
′) | ≤ ϵ, ∀ℓ ∈ L;

9. set pℓ(t) := v2ℓ , ∀ℓ ∈ L.

Let us note that, according to step 1, links destined to more congested nodes have zero

differential backlog, therefore are not included in the objective function (2.26), sought to be

minimized. Note that, otherwise, for links with Dℓ(t) = 0, the respective variables {wℓ, uℓ, vℓ}

are boosted to the triple {1, 0, 0}, according to the update steps 5, 6, and 7, of the algorithm.

Consequently, the algorithm may account only for the scheduled links, i.e., ℓ ∈ L′, where

L′ := {ℓ|Dℓ(t) > 0}. Therefore, in practice, the objective function in (2.26), is minimized with

respect to the set of variables {wℓ, uℓ, vℓ}ℓ∈L′ , where L′ ⊆ L.

2.4.2 Distributed Implementation and Computational Complexity

The WMMSE algorithm specialized in our context is amenable to distributed implementation.

The closed form update steps of the design variables {wℓ, uℓ, vℓ}ℓ∈L, have been shown, according

to [50], to be decoupled across links, when for each variable update the other two are kept fixed.

This allows for simultaneous update of the variables across the network. However, certain

feedback requirements among links must be satisfied, and the same assumptions considered

in case of the distributed S.A. algorithms must also hold here, in order for the algorithm to

operate in a distributed fashion. Recall that these basic assumptions are that local link gain

information is available at the transmitters of all links, i.e., Tx(ℓ) has knowledge of Gℓk towards

Rx(k), ∀ℓ, k ∈ L, and that there are available control channels among the nodes of the network,

so that links can exchange information.

We next evaluate the communication overhead that WMMSE algorithm entails per iteration.

The backlogs exchanges among nodes, for the determination of the differential backlog Dℓ(t)

of each link ℓ ∈ L, at the beginning of each time slot, according to step 1 of the WMMSE

algorithm, are equal to that in case of the S.A. algorithms, since this is a common initialization

step for all algorithms for BPPC. The update of variables {uℓ, wℓ} in steps 5, 6, of the algorithm,

require only local measurement of the total received signal, including background noise at Rx(ℓ).
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The vℓ update step 7 at Tx(ℓ) of link ℓ requires knowledge of the information Dku
2
kwk for all

its interfering links k ̸= ℓ. Thus, all links k ̸= ℓ must send this information to Tx(ℓ). For ease

of comparison with the S.A. algorithm, we consider Dℓ(t)u
2
ℓwℓ as local information for link ℓ,

and therefore, we do not encounter the feedback of this information from Rx(ℓ) to Tx(ℓ) in the

communication overhead. The simultaneous update of {vℓ}ℓ∈L, for all links, amounts to L(L−1)

exchanges across the network, per iteration of the algorithm. Note that the message exchanges

among links per iteration of WMMSE amount to 1
2 of the exchanges that S.A. requires via core

step 1, per iteration, and to 1
3 of the corresponding ones in case of the S.A. algorithm via core

step 2.

Yet, in order for the algorithm to be fully decentralized, it is furthermore necessary that its

convergence is achievable via local computation and communication among links. Any central

synchronization for the termination of the iterates is undesirable. Moreover, a predetermined

fixed number of iterations is not necessarily optimal in terms of solution accuracy, or requires

experimentation for every specific setup considered, which is not practical. The termination

criterion |
∑L

k=1 log(wℓ)−
∑L

k=1 log ((wℓ)
′) | ≤ ϵ, proposed in [50], requires central computation

and, therefore, is not suitable for our purpose. A local metric should be used instead, such as

the variation of log(wℓ), for each link ℓ. Another possible local metric is the variation of the

local Lagrange function Lℓ (wℓ, uℓ, vℓ, λℓ) in (2.42), for each link ℓ. The iterates, then, should

terminate only once all links reach convergence within a given tolerance, in terms of the adopted

local metric. This can be accomplished by employing a consensus on-min-the-algorithm [10,49]

among links, in a corresponding manner as in the case of the distributed S.A. algorithms.

As long as the computational complexity of the algorithm is concerned, we need to encounter

the update steps carried out by all links in one iteration of the algorithm. The update of u, v,

and w variables yield computational complexity equal to O(L2 + L2 + L), or roughly O(L2),

per iteration of the algorithm. Recall that the per iteration computational complexity of the

S.A.-based algorithms is O(L4).

2.4.3 Distributed Adaptive WMMSE Algorithm for BPPC

Inspired by the development of the adaptive versions of the centralized and distributed successive

convex approximation algorithms for BPPC, we develop here an analogous adaptive version of

the batch WMMSE algorithm. The main motivation, towards this end, remains the same as in
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the case of the S.A. approach; the differential backlogs can change dynamically at subsequent

time slots, as packets are routed in the network, even when physical layer propagation conditions

are fixed, or vary slowly with time. Thus, the differential backlog-weighted weighted sum-

MSE cost function in 2.26 changes, and a new problem arises at each time slot. Although

the computational complexity of the algorithm is low, an adaptive version, avoiding solving

the problem from scratch at each time slot, is not meaningless. Furthermore, its initial form

in [50] allows for a warm initialization of the algorithm, which is expected to improve further

its average complexity.

Since, theoretically, the WMMSE approach converges to a stationary point of the differential

backlog-weighted sum-rate maximization problem, as the S.A. approach does, we expect an

analogous steady state of the system’s evolution under control of the WMMSE algorithm, for

stable setups, as the one under control of the S.A. algorithms. Then, in the adaptive version,

WMMSE can be initialized according to the S.A. adaptive algorithms, exploiting this way the

potential quasi-periodicity of the solution arising in stable setups, due to the push-pull fashion

of the system’s operation. Utilizing the same strategy for the initialization step used in the case

of the S.A. algorithms, and using a window of W past solutions, large enough to capture the

emerging period, the adaptive WMMSE algorithm can be summarized as

Algorithm 13. Distributed Adaptive WMMSE for BPPC

For each time slot t ≥ 1:

1. Calculate the differential backlogs Dℓ(t), ∀ℓ ∈ L, according to

Dℓ(t) :=

 max{0,Wi(t)−Wj(t)}, j ̸= N

Wi(t), j = N.

2. Initialization:

For t = 1 set: vℓ =
√
Pℓ , ∀ℓ ∈ L;

For t ∈ [2,W ] set:

τo = arg min
τ∈{t−1,...,1}

|Dℓ(t)−Dℓ(τ)|, vℓ =
√

pℓ(t− τo), ∀ℓ ∈ L.

For t ≥W + 1 set:

τo = arg min
τ∈{t−1,...,t−W}

|Dℓ(t)−Dℓ(τ)|, vℓ =
√

pℓ(t− τo), ∀ℓ ∈ L.
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3. repeat

4. (wℓ)
′ ← wℓ, ∀ℓ ∈ L;

5. uℓ ← hℓℓvℓ∑L
k=1 Gkℓv

2
k+Vℓ

, ∀ℓ ∈ L;

6. wℓ ← (1− uℓhℓℓvℓ)
−1, ∀ℓ ∈ L;

7. vℓ ←
[

Dℓ(t)wℓuℓhℓℓ∑L
k=1 Dk(t)wku

2
kGℓk

]√Pℓ

0

, ∀ℓ ∈ L;

8. until | log(wℓ)− log ((wℓ)
′) | ≤ ϵ, ∀ℓ ∈ L;

9. set pℓ(t) := v2ℓ , ∀ℓ ∈ L.

The per-iteration computational complexity of the adaptive WMMSE, as well as the com-

munication overhead it entails per iteration, remain equal to the ones of its batch counterpart.

However, as will be illustrated in the simulations section, it typically requires 1-3 iterations per

problem instance during steady state, and for stable setups, reducing thus by far the average

complexity. This renders the adaptive algorithm more efficient than the original one, and lighter

in terms of the overall communication overhead per slot.

2.5 A Heuristic Scheduling Tool

Our experience from a rather comprehensive set of simulation experiments with the centralized

S.A algorithms for the BPPC problem, is that for the specific setups considered in our context

in section 1.8, where fixed physical layer propagation conditions and deterministic fixed-rate

arrivals are assumed, the system converges, for stable rates, to a periodic behavior. In addition,

due to no-listen-while-you-talk considerations, we observed that in the emerging periodic pat-

terns, non-interfering subsets of links were eventually activated in subsequent slots. Consider

now the case of two subsets of links, namely M and N , with M inserting to node i and N

departing from i. Recall that, according to the no-listen-while-you-talk constraint, node i is

able to either receive or transmit packets. Consequently, in such a case, only one of the two

candidate subsets is the winner. What we observed in our experiments with the centralized

algorithms is that the optimization at the physical layer (concerning the S.A. approximation of

the BPPC objective), in such cases, consistently favors the subset with the higher sum of its

links’ differential backlogs. Of course, this is only a result concluded from our simulations in
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section 1.8, under the specific setups considered, and does not hold in general. However, it can

be exploited whenever the same conditions, as the ones we considered, do hold. In simulations

with the distributed algorithms developed herein, under these specific setups, this result may

constitute a heuristic, but useful scheduling tool.

Based on the above idea, and given the specific fixed physical layer propagation conditions,

scheduling decisions can be taken beforehand at each node of the network, except for the sink.

This is possible under the necessary condition that each node (except for the destination which

is unnecessary) is aware of the backlogs of all other nodes in the network, required to calculate

the differential backlogs of all possible links inserting to it, or departing from it. This condition,

however, in the general case where relays are allowed to send packets back to the source, is

already satisfied, since, for the purpose of distributed implementation, each link ℓ is able to

calculate its differential backlog Dℓ(t), at each time slot t. To gain some insight, note that

according to (2.3), for each link ℓ = (i, j), where j ̸= N , its receiver, Rx(ℓ) = j, feeds back its

backlog, Wj(t), to the transmitter Tx(ℓ) = i. Since this holds for all possible links departing

from node i, node i has knowledge of the backlogs Wj′(t) of all other nodes j′ ̸= i,N . This

carries over verbatim to all nodes in the network, apart from node N , which acts as a sink, and

does not need such information. In case where the source node only transmits and links destined

to the source do not exist, then, in order for the relays to be aware of the source backlog, source

must feed back its backlog to them, at the beginning of each time slot. Since all nodes know on

a per-slot basis all the backlogs in the network, each one can calculate the differential backlogs

of all possible links inserting to, or, departing from it. Then, each node may schedule links

according to their priorities (differential backlogs) and the no-listen-while-you-talk constraint,

as follows

For each node i ∈ {N} \N :

• Calculate the differential backlogs Dℓ(t), ∀ℓ : Tx(ℓ) = i, according to

Dℓ(t) :=

 max{0,Wi(t)−Wj(t)}, j ̸= N

Wi(t), j = N.

• Calculate the differential backlogs Dk(t), ∀k : Rx(k) = i, according to

Dk(t) := max{0,Wj(t)−Wi(t)}, j ̸= N.

• If
∑

ℓ:Tx(ℓ)=iDℓ(t) >
∑

k:Rx(k)=iDk(t),



2.5 A Heuristic Scheduling Tool 61

set Dk(t) = 0, ∀k : Rx(k) = i,

else

set Dℓ(t) = 0, ∀ℓ : Tx(ℓ) = i.

The benefit from this scheduling scheme, whenever it can be safely employed without

performance-loss, is that it improves the computational efficiency of the distributed algorithms,

since it reduces the dimension of the network and, consequently, the total of the variables in-

volved in the optimization problem. This will be illustrated in the simulations section. The

above step can follow right after step 1 in the adaptive and batch S.A / high-SINR algorithms,

as well as after step 1 in the batch / adaptive WMMSE algorithms. In our simulations, we

will refer to this implementation of the aforementioned algorithms as mode 2, while the original

implementation, where all links with positive differential backlogs are scheduled, will be referred

to as mode 1.
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2.6 Simulation results

Extensive simulation results are provided in this section concerning all distributed algorithms

developed for the BPPC problem. Judicious simulations illustrate the merits of the proposed

algorithms, while discussion of results and insights are also added. We begin with the core

step algorithms in subsection 2.6.1, the successive convex approximation algorithms follow in

subsection 2.6.2, and finally, WMMSE-based algorithms are visited in subsection 2.6.3, where

comparison between the two approaches is also included.

2.6.1 Performance evaluation of distributed core step algorithms

In this section we examine the convergence properties and quality of approximation of the

proposed distributed version of the core step of successive convex approximation of BPPC

problem, through simulations. We compare the distributed solution with the centralized one

proposed in chapter 1. We include both versions of the distributed core step algorithm. In

the sequel, we refer to the version using a global constant penalty parameter as core step 1

algorithm, and the version using varying local penalty parameters as core step 2. The specific

setup used in our simulations is described next.

• Scenario 1 - small network with moderate interference: We consider a small network comprising

N = 6 nodes, randomly drawn from a uniform distribution over a 100 × 100 square. The

resulting topology is shown in Fig. 2.1. The network is assumed fixed throughout simulations.

The lower-left node is considered the source, and the upper-right node the destination. All

intermediates nodes are relays. We also assume a single flow (source-destination pair), and

deterministic fixed arrivals at the source. There are L = 25 possible links, since we assume

that the destination node act as a sink and relays are not allowed to sent packets back to

the source. We take direct and crosstalk power losses inversely proportional to d4, where d

denotes the distance between any transmitter and receiver. We also assume that each receiver

and transmitter is equipped with a single antenna. Furthermore, it is assumed that nodes are

not allowed to transmit and receive packets simultaneously. Then, the no-listen-while-you-talk

scenario is modeled by setting Gkℓ equal to 1/eps, if Rx(ℓ) = Tx(k), where eps is machine

precision. A spreading gain G = 128 is assumed to moderate interference. The background

noise power at the receiver of each link ℓ is set to Vℓ = 10−12. The transmit power budget for
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each link ℓ is set to Pℓ = 5.

We simulate the network for 100 packet/control slots under control of the centralized Batch

high-SINR algorithm in [34], which corresponds to setting αℓ(t) = 1 and βℓ(t) = 0, for each link

ℓ and time slot t. We assume deterministic arrivals at a rate of 9 packets/slot at the source.

The resulting differential backlogs {Dℓ(t)}ℓ∈L, at each time slot t ∈ {1, 100}, are then used to

solve 100 corresponding problem instances via the distributed algorithms.

Parameter choices for the distributed core step algorithms are as follows. A constant step-

size δs = δ = 0.01, ∀s was used for the gradient step in (2.16) of core-step 1, and in (2.24) of

core-step 2. For initialization, the dual parameters {λℓ}ℓ∈L and {γℓk}ℓ∈Lk ̸=ℓ were set equal to 1,

while we picked randomly auxiliary variables
{
ĩℓ

}
ℓ∈L

. For the termination criterion in both

algorithms, each link keeps track of i) the norm of its residual vector rℓ, and ii) successive

differences of the value of its local augmented Lagrangian. Both must drop under ϵ = 10−2

for the protocol to terminate. The reason is that in the case of core step 1 (global constant

ρ) higher ρ places a large penalty on the violation of the equality constraints and the residual

vectors rℓ, for all ℓ, are forced quickly to zero, however convergence towards an optimal (vis-

a-vis admissible) solution can be slow, because the γℓk update in (2.15) is coarse in the earlier

stages. Recall also, from the definition of the dual residual vector dℓ, that large values of ρ tend

to produce large dual residuals, whereas both residuals must converge to zero for convergence

of ADMoM. We used both these convergence metrics in the case also of core step 2, while the

parameters in the varying scheme in (2.18) were set to µ = 10 and τ = 2.

Our experiments concerning the core step 1 algorithm verified that convergence of ADMoM

to a solution of (2.6)–(2.7) is assured for any ρ, however the choice of ρ affects significantly

the number of iterations required to drop below a given tolerance threshold in terms of the

aforementioned convergence metrics, and slightly the value of (2.6) attained at termination. To

appreciate this, we present indicative results for the 30th time slot in Table 2.1. Solving the

problem for various values of ρ, we examine its impact on convergence speed and the finally

attained value of (2.6). Notice that, as ρ is increased from 0.002 to 5, there is an initial decrease

in the required number of iterations, reaching a ‘sweet spot’ at ρ ∼ 0.1, followed by an increase.

This notch-type behavior is typical. Also note that the higher ρ is the (slightly) lower the final

objective value of (2.6), because the quadratic regularizing term is more heavily weighted for a

given tolerance ϵ.
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On the other hand, core step 2 algorithm turned out to be less dependent on the initial choice

of the penalty parameters {ρℓ,o}ℓ∈L, in terms of both convergence speed and solution accuracy.

Similar to the case of core step 1, we varied the initial value of ρℓ,o, common for all links ℓ, from

0.002 up to 5. The respective results obtained from core step 2, for the same problem instance,

are also given in Table 2.1. It is clear that due to the varying scheme applied, core step 2 can

handle even extreme values chosen for the initialization of the penalty parameters. Convergence

is achieved faster compare to core step 1, and in a moderate number of iterations for all initial

values considered. Notice also from Table 2.1 that core step 2 algorithm yields almost the same

objective value in all cases. The final solution attained is not affected by the initial {ρℓ,o}ℓ∈L,

since the regularizing term can be differently weighted from iteration to iteration.

Our experience from a rather comprehensive set of simulations is that the proposed dis-

tributed algorithms consistently yield essentially the same solution as the centralized one - not

only in terms of the set of activated links (whose SINR turns out above machine precision), but

also in terms of numerical values of the corresponding SINRs, within a reasonable accuracy for

the ϵ- tolerance used. As an illustration, Table 2.2 summarizes results for the 30th time slot.

Convergence of the distributed algorithms is illustrated in Fig. 2.2 for core step 1, and in

Fig. 2.3 for core step 2. Specifically, Fig. 2.2 (left), concerning core step 1, depicts the progress

of the sum of augmented Lagrange functions for all links (left panels) versus iterations, and the

average, over all links, norm of the primal residual vector rℓ(s) and dual residual vector dℓ(s)

(right panels), for ρ = 0.01 (top), and ρ = 0.1 (bottom). The respective results for core step 2

algorithm are plotted in Fig. 2.3 (left), in corresponding panels. As can be seen, convergence

is achieved even at a moderate number of iterations, for both algorithms. Fig. 2.2 (right) and

Fig. 2.3 (right), for core-step 1 and core-step 2 respectively, depict the progress of the objective

function in (2.6) versus iterations, together with the value of (2.6) attained by the centralized

solution (left panels), for ρ = 0.01 (top), and ρ = 0.1 (bottom). For better visualization, the

difference of the two curves is plotted in Fig. 2.2 (right) for core step 1 (right panels), and in

Fig.2.3 (right) for core step 2 (right panels), for ρ = 0.01 (top), and ρ = 0.1 (bottom). Clearly,

performance of core step 1 comes closer to the centralized one for ρ = 0.01, at the cost of a higher

number of iterations till ϵ-convergence (notice the different scaling of the x-axes and y-axes).

Instead, core step 2 reaches the same solution accuracy for the two cases of the parameters

initialization, since achieves ϵ-convergence in almost the same number of iterations.
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Finally, the value of the objective in (2.6) obtained from core step 1 and the centralized

algorithm, for all 100 problem instances, is plotted in Fig. 2.4 (left-top), for ρ = 0.01. For

better appreciation of the difference, Fig. 2.4 (left-bottom) plots the absolute value of the

difference of the two curves in 2.4 (left-top). Respective results for ρ = 0.1, are shown in Fig.

2.4 (right). For the case of ρ = 0.01, the average number of iterations was 437, while for

ρ = 0.1, it was 185. Core step 2 algorithm was also tested in the same experiment. In this case

the parameters {ρℓ,o}ℓ∈L were initialized at 0.1. Fig. 2.5 (top) compares the objective value

attained from core step 2 and the centralized algorithm, while the absolute value of the two

curves is plotted in Fig. 2.5 (bottom). In this experiment the varying local penalty parameters

version averaged 180 iterations per problem instance.

Simulations suggest that that the distributed core step algorithms keep up with their cen-

tralized counterpart. The choice of the constant penalty parameter ρ when using the standard

form of ADMoM is particularly important in this context, as there appears to be a sweet spot

minimizing the number of iterations without much loss in terms of accuracy. On the other

hand, the variation using different varying penalty parameter for each link seems appealing in

practice, since it does not require experimentation on the initialization of the penalty parame-

ters for every specific setup considered. Convergence in a moderate number of iterations can be

assured this way, but at the cost of higher communication overhead. Our experimentation also

showed that tuning of ϵ, in case of both algorithms, and ρ, in case of core step 1, can be used

to trade-off solution accuracy for convergence speed, realizing favorable trade-offs.
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Table 2.1: Objective value and ♯ of iterations, for various ρ and initial {ρℓ,o}ℓ∈L. Tolerance

ϵ := 10−2. Objective value for Batch high-SINR: 97.6388.

ρ / {ρℓ,o}ℓ∈L 0.002 0.003 0.01 0.05 0.1 0.5 1 5

core step 1: 1058 732 318 226 106 311 463 1212

♯ iterations

core step 1: 97.712 97.7 97.673 97.636 97.523 97.493 97.427 97.076

objective value

core step 2: 127 103 103 98 97 125 127 256

♯ iterations

core step 2: 97.583 97.564 97.58 97.573 97.573 97.576 97.575 97.654

objective value

Table 2.2: SINR in dB attained at dominant links: ρ, {ρℓ,o}ℓ∈L := 0.01.

Algorithm ℓ1 ℓ2 ℓ3 ℓ4 ℓ5

Centralized 18.23 10.76 11.1 10.78 10.92

core step 1 18.27 10.8 11 10.85 10.87

core step 2 18.27 10.8 11 10.85 10.88
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Figure 2.1: Network topology
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Figure 2.2: Core step 1: Left: Sum of Augmented Lagrange functions (left panels) and average
norms of residual vectors (right panels) versus iterations, for ρ = 0.01 (top), and ρ = 0.1
(bottom). Right: Objective function (left panels) and approximation error (right panels) versus
iterations, for ρ = 0.01 (top), and ρ = 0.1 (bottom).
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Figure 2.3: Core step 2: Left: Sum of Augmented Lagrange functions (left panels) and average
norms of residual vectors (right panels) versus iterations, for ρ = 0.01 (top), and ρ = 0.1
(bottom). Right: Objective function (left panels) and approximation error (right panels) versus
iterations, for ρ = 0.01 (top), and ρ = 0.1 (bottom).
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Figure 2.4: Comparison between core step 1 and centralized algorithm: Left: Objective value
attained at 100 problem instances (top), absolute value of difference (bottom), ρ = 0.01. Right:
Objective value attained at 100 problem instances (top), absolute value of difference (bottom),
ρ = 0.1.
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Figure 2.5: Comparison between core step 2 and centralized algorithm: Objective value attained
at 100 problem instances (top), absolute value of difference (bottom), {ρℓ,o}ℓ∈L = 0.1.
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2.6.2 Performance evaluation of distributed Successive Convex Approxima-
tion algorithms

In this section we assess the performance of the distributed successive convex approximation

(S.A.) - based algorithms for the BPPC problem. Simulation experiments have been performed

in the three different scenarios of wireless networks considered in 1.8 for the performance eval-

uation of the centralized successive convex approximation algorithms for BPPC. However, the

specific setup used in each scenario will be briefly described again. In our simulations we include

the distributed batch high-SINR, batch S.A., as well as their adaptive versions. Both two ver-

sions of the core step algorithm are employed separately, yielding two variations for each batch

and adaptive algorithm. Unless otherwise noted, all links with positive differential backlogs are

scheduled at the beginning of each slot (mode 1), according to the initial form of the algorithms

given in sections 2.3.3 and 2.3.4. Core step algorithms are employed as described in section

2.6.1, i.e., we use both convergence metrics for termination. In our simulations experiments we

used ρ = 0.1 for core step 1 algorithm, while for core step 2 we initialized the penalty parameters

at 1, and we used µ = 10 and τ = 2 for the varying scheme in 2.18.

• Scenario 1 - small network with moderate interference: The network we consider in this scenario

is identical to the one used for the performance evaluation of the core step algorithms, which is

described in section 2.6.1. The network comprises N = 6 nodes and there is a total of L = 25

possible links. The same assumptions hold here, i.e., we consider a single flow, fixed physical

layer propagation conditions and deterministic fixed-rate arrivals at the source. We consider a

no-listen-while-you-talk scenario which is modeled as described in the previous section. We use

again a spreading gain G = 128 to model moderate interference. All parameters of the setup

are taken identical to the ones of the setup in 2.6.1. The network is simulated under control of

each algorithm considered for 100 packet/control slots.

We begin with the distributed batch high-SINR and batch S.A. algorithms. The tolerance

used for the termination criterion of the core step algorithms was set to ϵ = 10−3, and so was

the respective ϵ for the termination criterion in step 8 of the batch S.A. Simulations verified

that batch distributed algorithms keep up with their centralized counterparts developed in 1;

they managed to stabilize the system up to the same arrival rates, and we observed that the

system operates in the same two-stage push-pull fashion, as under control of the centralized

algorithms, exhibiting a periodic behavior for stable setups. In particular, batch high-SINR
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managed to stabilize the system for arrival rates up to 9.7 packets per slot (pps), and did so in

case either core step 1, or core step 2, is employed. Higher input loads could not be supported

since queues become unstable. Fig. 2.6 depicts the evolution of the source and relay backlogs,

the power allocation, and end-to-end throughput, for the arrival rate 9.7 pps (left) and 9.9 pps

(right), in the case of using varying local penalty parameters (core step 2). The respective

results obtained from the version employing core step 1, are plotted in Fig. 2.7 (left) for the

stable setup at 9.7 pps, and in Fig. 2.7 (right) for the unstable setup at 9.9 pps. Note that node

backlogs and end-to-end throughput settle in to a periodic pattern, with a period of two time

slots. The weighted sum-rate objective is also periodic, and the respective plot is common for

both variations. Fig. 2.14 (left) plots the objective value attained by batch high-SINR core step

2, together with the respective obtained by its adaptive version, and for the maximum stable

rate (9.7 pps).

Similar to its centralized counterpart, the distributed batch S.A. algorithm (via both core

step versions) managed to support higher stable throughput than the high-SINR one. In partic-

ular, batch S.A. can stabilize the system for arrival rates up to 10.4 pps, while queues become

unstable at higher arrival rates, as can be easily visualized for the rate 10.8 pps. Fig. 2.8 (left)

illustrates the evolution of all relevant quantities for the case of batch S.A. when core step 2 is

employed (varying local penalty parameters), for the rate 10.4 pps, and Fig. 2.8 (right) plots the

respective results for the rate 10.8 pps. Batch S.A. via core step 1 (constant penalty parameter)

yields qualitatively similar results, as can be seen in Fig. 2.9. The plot of the objective value

in 2.6 (common for the two batch S.A. versions) attained by batch S.A. core step 2 is depicted

in 2.15 (left), together with that obtained from its adaptive counterpart. As illustrated for the

stable setup, node backlogs, end-to-end throughput, as well as the weighted sum-rate attained,

converge shortly (after 5 slots) to a periodic pattern and the average throughput is equal to the

incoming traffic at the source. The emerging period is 2 time slots. It is worth noting here that

throughout the steady state, in case of both high-SINR and S.A. algorithms, two non-interfering

subsets of links are activated at subsequent time slots. In the one stage the links from source to

all nodes are activated, and in the other stage, links from source and relays to destination are

activated. While all other relevant quantities are periodic, the resulting power allocation may

present quasi-periodicity (with respect to the values of link powers), as is the case when using

varying local penalty parameters. For unstable setups, the average throughput is lower than
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the incoming traffic, as can be discerned in Fig. 2.6 (right) and Fig. 2.7 (right).

The adaptive algorithms are expected to have the same performance with their batch coun-

terparts in terms of maximum stable throughput attained, but to outperform in terms of average

complexity, for stable setups, due to their warm re-start. This turned out to hold true. In their

case, we used a window of W = 5 slots for initialization. We set the tolerance equal to ϵ = 10−3

for the termination criterion of core step algorithms, and in step 8 of adaptive S.A. algorithm,

during the transitional phase of the system, and equal to 10−2, throughout the steady state, in

order to improve further the efficiency of the algorithms. The rest parameters of the adaptive

high-SINR/S.A., and of the core step algorithms employed, are the same ones used in the batch

algorithms. Adaptive high-SINR attains the same stable throughput as its batch counterpart.

Results concerning the stable setup and the varying penalty parameters case (core step 2) are

illustrated in Fig. 2.10 (left) for the rate 9.7 pps, while Fig. 2.10 (right) plots the results for

rate 9.9 pps. The respective plots for the global penalty parameter case (core step 1) are given

in 2.11 (left) for 9.7 pps, and in Fig. 2.11 (right) for 9.9 pps. Likewise, adaptive S.A. algorithm

keeps up with its batch counterpart, as shown in Fig. 2.12 for the case of core step 2 used

(compare to Fig. 2.8), and in Fig. 2.13 for the case of core step 1 (compare to Fig. 2.9).

The weighted sum-rate obtained at each time slot by the adaptive high-SINR/S.A. algorithm

is plotted together with the objective attained by its batch counterpart, for the stable setup, in

Fig. 2.14 (left), for the adaptive high-SINR (core step 2), and in Fig. 2.15 (left) for the adaptive

S.A. (core step 2).

Our simulations verified that the system under control of all adaptive algorithms (high-

SINR, S.A.) operates in the same two-stage push-pull fashion as does in the case of the batch

ones, and exhibits a similar periodic behavior with two time slots period. Notice, also, that

although the same maximum stable throughput is attained by each adaptive algorithm and its

batch counterpart, the resulting power allocations do not coincide. The same holds also when

comparing the two variations of each batch or adaptive algorithm (via core step 1 and 2). First

of all, power allocations need not coincide, because the underlying problem does not have a

unique solution in general, as explained in 1.8. Nevertheless, from our simulations it turned

out that all versions of each high-SINR, or S.A. algorithm, activate the same subsets of links in

corresponding time slots. However, for each pair of algorithms under comparison, the differential

backlogs of links resulting at each time slot from one algorithm do not coincide precisely with
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the corresponding ones resulting from the other algorithm, but are close within ϵ− accuracy.

This is due to the different progress of each algorithm, affected by the number of total iterations

per slot, till ϵ− convergence, and by the specific penalty parameters used in each iteration. That

implies that the underlying problems resulting at each time slot for the two algorithms under

comparison are not identical, and therefore, the power allocations they yield are different. The

lower accuracy used, during steady state, in the case of adaptive algorithms compared to their

batch counterparts, should be taken also into account. Comparing the instantaneous weighted

sum-rate obtained from batch S.A. (core step 2) with the respective one from adaptive S.A.

(core step 2), as shown in Fig. 2.15 (right), it is clear that the two algorithms do not yield

exactly the same solution, but very close ones, within ϵ− accuracy, which justifies, furthermore,

the different resulting power allocations. The same also can be concluded from Fig. 2.14,

concerning the respective high-SINR algorithms. Numerical results concerning the maximum

stable average throughput and the average weighted sum-rate attained by each algorithm, for

all scenarios considered, are gathered in Table 2.3. Notice that loss in accuracy with resect

to the average weighted sum-rate attained by the adaptive algorithms, compare to their batch

counterparts, is not significant.

The transitional phase until the system settles in to a periodic steady state is up to 10

time slots for the high-SINR algorithms, while for the S.A. algorithms is 5 time slots. The

advantage of the adaptive versions of the algorithms is their remarkably reduced complexity

compare to their batch counterparts. Table 2.4 summarizes, for each algorithm separately,

the average run-time, average number of total iterations of core steps, and average number

of convex approximations of the objective (for S.A. algorithms), per slot, during transitional

phase and steady state. Notice that the adaptive high-SINR algorithms reduce the average

run-time during steady state by 2 orders of magnitude relative to their batch counterparts,

while adaptive S.A. algorithms do so by 3 orders of magnitude. When a higher accuracy of

ϵ = 10−3 is required also during steady state, the complexity advantage of the adaptive versions

of all algorithms over their batch counterparts remains in the same order of magnitude. In

this case, adaptive algorithms (both high-SINR and S.A.) require only a few more iterations

for convergence within ϵ− accuracy, and their average run-time during steady state is typically

doubled. It is also typical that the adaptive S.A. algorithms do not tighten further the link rates

lower bounds during steady state, but remain at the operating point of the previously visited
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state of the system at which they are initialized, whatever the ϵ− tolerance for convergence.

• Scenario 2 - small network with strong interference: In this scenario we consider the same

network as that in scenario 1, with the difference that here we use a spreading gain equal to

G = 8 instead of 128, in order to increase the interference level. All other parameters of the

setup are identical to those of scenario 1.

Our simulations showed that batch and adaptive high-SINR algorithms result in the same

two-stage push-pull evolution of the system, activating the two subsets of links described in

scenario 1 at subsequent time slots. However, due to stronger interference, the network can

be stabilized only for arrival rates up to 2.4 pps. We plot simulation results illustrating the

evolution of the system only for the case of adaptive high-SINR via core step 2 algorithm, as

all four versions have qualitatively similar performance. Instead, we provide numerical results

concerning maximum stable throughput, and averaged weighted sum-rate attained by all al-

gorithms in Table 2.3, while complexity results are summarized in Table 2.4. Fig. 2.16 (left)

illustrates the results for rate 2.4 pps, and Fig. 2.16 (right) for rate 2.6 pps. The objective value

attained per slot is plotted in Fig. 2.17 (left), for the stable setup.

The successive convex approximation algorithms in this scenario managed to support arrival

rates up to 7.8 pps. The system, under control of all S.A. algorithms, converges to a steady

state after a transitional phase of about 30 time slots. During steady state only one link is

activated: source transmits packets to the destination node, at maximum power. However, the

system can not support higher input loads and source backlog grows to infinity for rate 7.9, and

beyond. The same behavior of the system was observed under control of the centralized S.A.

algorithms, however, due to the longer transient of the source backlog in that case, the stable

setup at 7.5 pps was depicted, for ease of visualization. The evolution of the network under

control of the adaptive S.A. algorithm (core step 2) is illustrated in Fig. 2.18 for the rate 7.8

pps (left), and for 7.9 pps (right). The objective value attained for the stable setup is plotted in

Fig. 2.17 (right). Numerical results for all variations of the distributed algorithms are gathered

in Tables 2.3 and 2.4. As can be seen in Table 2.4, the adaptive algorithms keep their advantage

in complexity over their batch counterparts. Notice also, from the results in Table 2.3, that the

successive convex approximation approach yields significantly higher stable average throughput

and average weighted sum-rate than the high-SINR one.

• Scenario 3 - larger network, moderate interference: We consider a larger network in this scenario,
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consisting of N = 12 nodes and L = 121 possible links. We keep the interference level moderate,

as in scenario 1, by using a spreading gain G = 128. The setup is otherwise identical to the one

considered so far.

Under control of both high-SINR and S.A. algorithms, the network in this scenario exhibits

the same periodic behavior as the one observed in scenario 1. The system likewise evolves

in two stages during steady state: all nodes receive packets from the source during the one

stage, and all nodes transmit packets to the destination, during the next. The maximum stable

throughput that high-SINR algorithms can attain is 12.6 pps. As an illustration, Fig.2.19 (left)

plots the results for the rate 12.6 pps obtained from adaptive high-SINR core step 2, and Fig.

2.19 (right) the respective results for 12.7 pps. The S.A. algorithms proved again much better,

since the higher rate that they can support is 15.7 pps. Fig. 2.20 depicts the results obtained

from adaptive S.A. core step 2 algorithm, for the rate 15.7 pp (left) and 16.1 pps (right). The

weighted sum-rate attained by the aforementioned algorithms, for their corresponding stable

setups, is periodic with a period of two time slots, as all other relevant quantities. We skip the

associated plots for brevity, but provide instead the average value of the objectives in Table 2.3.

Complexity results for all versions of the high-SINR and S.A. algorithms are gathered in Table

2.5. Notice that the adaptive versions of all algorithms reduce the average complexity during

steady state by three orders of magnitude relative to the batch versions, and that variations with

local varying penalty parameters outperform in terms of computational efficiency and average

run-time.

Our simulation experiments concerning the distributed high-SINR and S.A. algorithms show

that the distributed algorithms keep up with their centralized counterparts, in all scenarios con-

sidered. It has been also shown, as in the centralized implementation, that the successive convex

approximation strategy delivers manifold improvement in end-to-end throughput and in attain-

able weighted sum-rate, relative to the high-SINR approximation. Moreover, the distributed

adaptive algorithms reproduce the results of their batch counterparts, at far lower complexity

in stable setups. Comparing the two types of the proposed algorithms, resulting from the two

versions of the core step algorithm employed, with respect to average complexity, based on

the results provided in Tables 2.4 and 2.5, we can conclude that using varying local penalty

parameters for the ADMoM method used in the core step, is favorable in case of large scale

problems, as complexity results concerning the larger network suggest. The same conclusion
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holds in case of stronger interference scenarios for the S.A. approach, as results show for the

network considered in scenario 2.

We have also examined the performance of the algorithms when the heuristic scheduling tool

in section 2.5 is applied. Our simulations verified that when scheduling decisions are taken by

the nodes of the network, at the beginning of each time slot, in our specific setups, the efficiency

of the distributed algorithms is improved significantly, with no performance loss. In particular,

it reduces the average complexity of the batch algorithms, in terms of both iterations required

(until convergence within the same accuracy used in mode 1 implementation of the algorithms)

and of run-time per slot, typically by a factor of 4, in all scenarios considered. However, this

gain widens with the size of the network; in case of the larger network in scenario 3, the

corresponding reduction amounts to an order of magnitude. Concerning the adaptive versions,

this scheduling scheme affects mainly their average complexity during the transitional phase

of the system evolution, where it results in a similar reduction of the average run-time, as the

one in case of the batch algorithms. Numerical results concerning the average throughput and

average weighted sum-rate attained this way, are summarized in Table 2.7, in subsection 2.6.3,

for all scenarios considered.
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Table 2.3: Maximum stable throughput and average weighted sum-rate attained by all algo-

rithms in all scenarios. (1):= core step 1, (2):= core step 2, w.s.r. := weighted sum-rate.

Scenario 1 Batch high-SINR Adapt. high-SINR Batch S.A. Adapt. S.A.

(1) / (2) (1) / (2) (1) / (2) (1) / (2)

Max stable rate 9.7 / 9.7 9.7 / 9.7 10.4 / 10.4 10.4 / 10.4

Avg. w.s.r 151.32 / 151.32 151.31/ 151.31 184.46 / 184.46 184.45 / 184.45

Scenario 2

Max stable rate 2.4 / 2.4 2.4 / 2.4 7.8 / 7.8 7.8 / 7.8

Avg. w.s.r. 0.95 / 0.96 0.95 / 0.96 107.48 / 107.48 107.47 / 107.47

Scenario 3

Max stable rate 12.6 / 12.6 12.6 / 12.6 15.7 / 15.7 15.7 / 15.7

Avg. w.s.r. 276.19 / 276.21 276.18 / 276.2 454.31 / 454.31 454.3 / 453.3
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Table 2.4: Average complexity of all algorithms for respective stable setups in scenarios 1 and

2. (1) := core step 1, (2): core step 2.

Scenario 1 Batch high-SINR Adapt. high-SINR Batch S.A. Adapt. S.A.

(1) / (2) (1) / (2) (1) / (2) (1) / (2)

Trans. phase: 56 / 60 30 / 32 62 / 73 58 / 61

avg. time (sec)

Steady state: 56 / 60 0.33 / 0.2 62 / 73 0.19 / 0.075

avg. time (sec)

Trans. phase: 263 / 298 158 / 173 329 / 420 305 / 360

avg. ♯ iter.

Steady state: 263 / 298 2.8 / 1.6 329 / 420 2.77 / 1

avg. ♯ iter.

Trans. state: - - 3.98 / 3.98 3.6 / 3.6

avg. ♯ approx.

Steady state: - - 3.98 / 3.98 1 / 1

avg. ♯ approx.

Scenario 2

Trans. phase: 53 / 58 28 / 31 35 / 32 38 / 31

avg. time (sec)

Steady state: 53 / 58 0.14 / 0.12 35 / 32 0.0065 / 0.0065

avg. time (sec)

Trans. phase: 255 / 281 162 / 184 283 / 267 314 / 244

avg. ♯ iter.

Steady state: 255 / 281 1.2 / 1 283 / 267 1 / 1

avg. ♯ iter.

Trans. state: - - 5.35 / 5.34 5 / 5

avg. ♯ approx.

Steady state: - - 5.35 / 5.34 1 / 1

avg. ♯ approx.
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Table 2.5: Average complexity of all algorithms for respective stable setups in scenario 3. (1)

:= core step 1, (2): core step 2.

Scenario 3 Batch high-SINR Adapt. high-SINR Batch S.A. Adapt. S.A.

(1) / (2) (1) / (2) (1) / (2) (1) / (2)

Trans. phase: 216 / 210 120 / 85 264 / 245 254 / 242

avg. time (sec)

Steady state: 216 / 210 0.65 / 0.57 264 / 245 0.44 / 0.24

avg. time (sec)

Trans. phase: 454 / 454 278 / 200 635 / 610 615 / 605

avg. ♯ iter.

Steady state: 454 / 454 2.1 / 2 635 / 610 2.9 / 1.2

avg. ♯ iter.

Trans. state: - - 4.46 / 4.46 4.12 / 4.12

avg. ♯ approx.

Steady state: - - 4.46 / 4.46 1 / 1

avg. ♯ approx.
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Figure 2.6: Scenario 1: Distributed Batch high-SINR for BPPC, varying local penalty parame-
ters version (core step 2), arrival rate = 9.7 pps (left) and 9.9 pps (right).
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Figure 2.7: Scenario 1: Distributed Batch high-SINR for BPPC, global constant penalty pa-
rameter version (core step 1), arrival rate = 9.7 pps (left) and 9.9 pps (right).
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Figure 2.8: Scenario 1: Distributed Batch S.A. for BPPC, varying local penalty parameters
version (core step 2), arrival rate = 10.4 pps (left) and 10.8 pps (right).
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Figure 2.9: Scenario 1: Distributed Batch S.A. for BPPC, global constant penalty parameter
version (core step 1), arrival rate = 10.4 pps (left) and 10.8 pps (right).
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Figure 2.10: Scenario 1: Distributed Adaptive high-SINR for BPPC, varying local penalty
parameters version (core step 2), arrival rate = 9.7 pps (left) and 9.9 pps (right).
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Figure 2.11: Scenario 1: Distributed Adaptive high-SINR for BPPC, global constant penalty
parameter version (core step 1), arrival rate = 9.7 pps (left) and 9.9 pps (right).
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Figure 2.12: Scenario 1: Distributed Adaptive S.A. for BPPC, varying local penalty parameters
version (core step 2), arrival rate = 10.4 pps (left) and 10.8 pps (right).
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Figure 2.13: Scenario 1: Distributed Adaptive S.A. for BPPC, global constant penalty param-
eter version (core step 1), arrival rate = 10.4 pps (left) and 10.8 pps (right).
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Figure 2.14: Scenario 1, rate 9.7 pps: Comparison between Batch high-SINR and Adaptive
high-SINR (core step 2) w.r.t. weighted sum-rate (left), absolute value of difference of the
objectives attained (right).
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Figure 2.16: Scenario 2: Distributed Adaptive high-SINR for BPPC, varying local penalty
parameters version (core step 2), arrival rate = 2.4 pps (left) and 2.6 pps (right).
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Figure 2.17: Scenario 2: Weighted sum-rate objective attained by distributed Adaptive high-
SINR for BPPC (core step 2) at 2.4 pps (left), and by Adaptive S.A. for BPPC (core step 2) at
7.8 pps (right).
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Figure 2.18: Scenario 2: Distributed Adaptive S.A. for BPPC, varying local penalty parameters
version (core step 2), arrival rate = 7.8 pps (left) and 7.9 pps (right).
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Figure 2.19: Scenario 3: Distributed Adaptive high-SINR for BPPC, varying local penalty
parameters version (core step 2), arrival rate = 12.6 pps (left) and 12.7 pps (right).
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Figure 2.20: Scenario 3: Distributed Adaptive S.A. for BPPC, varying local penalty parameters
version (core step 2), arrival rate = 15.7 pps (left) and 16.1 pps (right).



2.6 Simulation results 84

2.6.3 Performance evaluation of distributed WMMSE-based algorithms and
comparisons

The performance of the WMMSE-based algorithms for the BPPC problem is examined in this

section. For ease of comparison with the distributed S.A.-based algorithms, simulation exper-

iments have been performed in the three different scenarios of wireless networks considered

in section 2.6.2. We include the batch and adaptive version of the WMMSE algorithm for

BPPC. Different implementations of the algorithms are examined thoroughly through simula-

tions, while, we also compare WMMSE and S.A. algorithms under identical problem instances

of BPPC.

Unless otherwise noted, implementation of the WMMSE algorithms is according to their

initial forms in subsections 2.4.1 and 2.4.3, i.e., all links with positive differential backlogs are

scheduled at the beginning of each slot. We will refer to this implementation as mode 1. In

simulation experiments concerning this implementation, and for all three scenarios, the desired

accuracy in step 6 of the batch and adaptive WMMSE algorithms was set equal to ϵ = 10−2.

For the adaptive version, the window parameter was set to W = 4.

• Scenario 1 - small network with moderate interference: The first set of simulations concerns

the setup considered in scenario 1, and all parameters are identical. It turned out that in this

scenario, both batch and adaptive WMMSE algorithms yield the same solution: they keep only

one link on, the link from source to destination node, transmitting at maximum power. Source

transmits packets to all nodes in the network only in the first packet/control slot. Beyond, source

transmits directly only to the destination node, and this holds for all arrival rates examined.

This way, the network can be stabilized for arrival rates up to 12.4 packets per slot (pps).

This is the maximum stable throughput that can be achieved, since at arrival rate equal to

12.5 pps and beyond, the source backlog grows to infinity. The evolution of node backlogs, the

power allocation, and end-to-end throughput, are illustrated in Fig. 2.21 (left) for arrival rate

12.4 pps, and in Fig. 2.21 (right) for arrival rate 12.5 pps, for the case of batch WMMSE. Its

adaptive counterpart reproduces the results, as can be seen in Fig. 2.22 (left) for arrival rate

12.4 pps, and in Fig. 2.22 (right) for arrival rate 12.5 pps. The weighted sum-rate attained is

constant with time in this case, therefore we skip the respective plots. Both algorithms yield

objective equal to 155.45, for the stable maximum rate. Numerical results concerning maximum

stable rate and average weighted sum-rate, for all WMMSE-based algorithms, in all simulation
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experiments, are provided in Table 2.6.

WMMSE algorithms proved very fast, as expected, however the adaptive version improves

further the average complexity. Table 2.8 summarizes results concerning average complexity of

all WMMSE-based algorithms, in all scenarios considered. As an indication, the batch version

averaged 117 iterations per slot, requiring 0.045 seconds per slot, on average. On the other hand,

the adaptive version did just 1 iteration per slot at the steady state (after first two time slots),

requiring on average 0.0064 seconds per slot. Obviously, the adaptive algorithm is significantly

lighter in terms of complexity during steady state, compared to its batch counterpart, due to

its warm initialization. Note also that this amounts to a reduction in average run-time by an

order of magnitude.

Comparing the batch (or adaptive) S.A. algorithm with the batch (or adaptive) WMMSE

in this scenario, it is worth noting that the former yields an average weighted sum-rate (184.46)

that it is significantly higher than that of WMMSE (155.45), however S.A. achieves lower stable

average throughput (10.4 pps) than that of WMMSE (12.4, pps). This may seem surprising,

but there is no contradiction here. According to the throughput-optimal policy in [53, 54], solv-

ing to optimality the differential backlog-weighted sum-rate maximization problem, yields the

maximum stable throughput. Here we compare two suboptimal algorithms which can attain

only approximate solutions to the NP-hard BPPC problem. Besides, if we compare the respec-

tive instantaneous weighted sum-rate objectives attained by the two algorithms, throughout the

network’s evolution, which is the objective of Fig. 2.23, it can be clearly seen that in half time

slots the objective of S.A. hovers above the respective of WMMSE, while the reverse holds in

the other half time slots.

This result implies that when comparing two suboptimal algorithms for the NP-hard BPPC

problem, picking the algorithm which yields higher average weighted sum-rate need not neces-

sarily result in the maximum possible stable throughput.

• Scenario 2 - small network with strong interference: WMMSE algorithms exhibit in this scenario

the same behavior as in scenario 1. The solution is again that of keeping only the link from

source to destination, after the first packet/control slot, on, and transmitting at maximum

power. The maximum stable rate in this case is 12.4 pps. Both batch and adaptive algorithms

do not stabilize the network for higher arrival rates. For the rate 12.4 pps, the source backlog is

stabilized after a transient of 80 slots, therefore we provide the respective plots for the arrival
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rate 12.3 pps. The adaptive algorithm keeps up with its batch counterpart, so we skip the

associated plots for the batch algorithm. Fig. 2.24 plots the results for arrival rate 12.3 pps

(left), and 12.5 pps (right). The weighted sum-rate is constant and equals to 168.62, as obtained

from both algorithms. The adaptive algorithm keeps its complexity advantage relative to the

batch one in this scenario, reducing the average run-time by an order of magnitude, as can be

concluded from Table 2.8.

The WMMSE algorithms (batch and adaptive) turned out to be better, performance-wise,

than the respective S.A. algorithms, in this scenario. WMMSE algorithms attain higher average

weighted sum-rate (168.62) compared to the S.A. ones (107.48), and they also achieve higher

stable throughput (12.3 pps) than S.A. ones (7.8 pps). Fig. 2.26 (left) shows that, almost

in all time slots, the instantaneous weighted sum-rate attained by the WMMSE algorithms is

significantly higher. It is worth noting that although in this scenario S.A. algorithms converge,

at the steady state, to the same solution as WMMSE ones (one link at max. power), the system,

under control of the S.A. algorithms, evolves differently during the long transient, which has

impact on the eventual stability and its overall evolution.

• Scenario 3 - larger network, moderate interference: WMMSE algorithms activate, in this case

also, only the link from source to destination, after the first time slot, and the system converges

to a steady state. They both attain this way the same maximum stable throughput, which

amounts to 12.1 pps. The queues become unstable at higher arrival rates. The respective

results can be visualized in Fig. 2.25, for the arrival rate 12.1 pps (left), and for 12.2 pps

(right), concerning the adaptive version. We skip the associated plots for the batch algorithm,

since are identical. The resulting weighted sum-rate in this case is 149.03. Both versions of the

WMMSE algorithm proved very fast in this scenario, also. Respective complexity results are

given in Table 2.8.

In the case of the larger network considered here, the S.A. algorithms clearly outperform the

WMMSE ones, in terms of stable throughput, as well as of the attainable weighted sum-rate.

Recall that the maximum stable rate that S.A. algorithms can support in this case is 15.7 pps.

The average weighted sum-rate obtained from S.A. algorithms is 454.3, while from the WMMSE

ones is 149. Comparison between the two types of algorithms, for all scenarios considered, with

respect to maximum stable rate and average weighted sum-rate, can be easily made by the

results summarized in Table 2.7. Notice also in Fig. 2.26 (right), where the objective function
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is plotted with time for both algorithms, that the instantaneous weighted sum-rate obtained by

batch S.A., although periodic, hovers significantly above that of batch WMMSE algorithm, in

all time slots.

So far the WMMSE algorithms consistently converge, in all three scenarios considered, to

the same qualitatively solution. Only the direct link from source to destination is favored. This

solution may be throughput optimal, as proved, in both two cases of the small network we

considered, however, it proved inferior to the solution of the S.A. approach, in terms of the

average weighted sum-rate, in the case of moderate interference (scenario 1). Furthermore, it

has been proved that in the case of the setup in scenario 3, keeping only one link on is far worse

than activating a subset of links, in terms of both maximum stable throughput and attainable

weighted sum-rate. This result motivated us to pursue possibly different solutions to the BPPC

problem via the WMMSE algorithm. One possibility, towards this end, is to set a fixed number

of iterations for convergence. In case of scenario 1, we found that for 105 iterations per slot,

the system converges to a periodic behavior, similar as in the case of S.A. algorithm, where five

links are activated periodically. The maximum stable average throughput that WMMSE attains

this way is 10.3 pps. Higher rates can only be supported by letting the algorithm terminate

in more iterations. In such cases, it eventually results in the one-link solution in order to

stabilize the network. However, setting the appropriate number of iterations for every specific

setup considered requires experimentation, and renders the algorithm impractical. Another

choice is to adopt the centralized termination criterion used in the initial form of the algorithm

in [50]. In this implementation the results are accurate at convergence of the algorithm within

accuracy of ϵ = 10−4, in which case the same one-link solution is obtained. WMMSE can

not, therefore, do any better under the centralized criterion, which is anyway unsuitable for

distributed implementation, since it would require more information exchanges among links,

increasing the communication overhead.

Upon further experimentation on the WMMSE algorithm, it turned out that it can produce

solutions that are qualitatively similar to the ones of the S.A. algorithms. This is possible when

the termination criterion adopted here (step 8) is used, but the heuristic scheduling scheme in

section 2.5 is also applied. We will refer to this implementation as mode 2. It should be noted

that this implementation is possible in the specific setups considered here, since physical layer

propagation conditions are assumed fixed, and the optimization that takes place at the physical
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layer favors, under the given propagation conditions, the subset of links at each node with the

maximum sum of differential backlogs, as proved from our simulations so far.

In this set of experiments we set the window parameter to W = 5 for the adaptive version,

and the desired accuracy in step 8, of the batch and adaptive WMMSE algorithms, equal to

ϵ = 10−4. Simulations have been performed in all three different networks considered, and

showed that the adaptive version keeps up with its batch counterpart, consistently. Moreover,

WMMSE algorithms attain the same stable average throughput as the S.A. ones, in all cases.

A similar periodic behavior of the system also emerges. Fig. 2.27 concerns scenario 1 and the

arrival rates 10.4 pps (left) and 10.8 pps (right), for the adaptive WMMSE algorithm (mode

2). The maximum sustainable rate for scenario 2 is 7.8 pps, and for scenario 3 is 15.7 pps. The

associated results are illustrated in Fig. 2.28 (left) and Fig. 2.28 (right), for these two stable

setups, respectively. Numerical results, concerning the stable rates and the average weighted

sum-rate attained by both versions of WMMSE (batch and adaptive), are given in Table 2.6.

The average weighted sum-rate that WMMSE algorithms yield is very close to that of the

S.A. ones, given in Table 2.7 (within 10−1 in the worst case), however, WMMSE algorithms

converge to a different power allocation than that of the S.A. ones. Note that the resulting

power allocations from the two types of algorithms need not coincide, due to the same reasons

explained in the case of the S.A.-based algorithms, in section 2.6.2. Complexity results are also

summarized in Table 2.8. Notice there that the adaptive version still reduces the average run-

time, during steady state, by an order of magnitude compare to the batch one. Comparing the

average complexity of the WMMSE algorithms under implementation of mode 1 and of mode

2, in corresponding stable setups, as shown in Table 2.8, it can be concluded that the adaptive

version of WMMSE via mode 2 gains in average run-time over its counterpart via mode 1, and

significantly more during steady state. This holds despite the increased number of iterations

till ϵ− convergence, in case of mode 2, and is due to the reduced number of optimization

variables (because scheduling scheme is applied). However, the same doesn’t hold for the batch

algorithms, but note that in case of mode 2 a higher accuracy is used for convergence.

A fair way to compare the S.A. approach with the WMMSE one, with respect to the at-

tainable weighted sum-rate (the objective function of BPPC), is assuming the same weighting

factors, i.e., differential backlogs. This way, the two algorithms are about to solve identical

problem instances, given that direct and crosstalk power losses are assumed fixed in our setups.
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Therefore, we considered the following experiment. We let the network evolve under control

of the batch S.A. algorithm (core step 2) without employing the scheduling scheme in section

2.5, i.e., taking all links with positive differential backlogs into account (mode 1). Then, we

use the differential backlogs resulting at each packet/control slot, in order to solve the resulting

problem instance via batch WMMSE algorithm. We tested both the original implementation of

WMMSE algorithm (mode 1) and its implementation according to mode 2 (scheduling scheme

applied). We also considered the stable setups, according to the S.A. algorithms, in all three

scenarios. We used the same accuracy, ϵ = 10−3, in the respective termination criterion of each

algorithm, for ease of comparison with respect to solution accuracy.

The objectives attained by batch S.A. and batch WMMSE (mode 1), in the case of the stable

setup of scenario 1 (10.4 pps), are compared in Fig. 2.29 (left). The respective comparison with

WMMSE via mode 2 is shown right next, in Fig. 2.29 (right). For ease of visualization of

the results, we plot in different panels, besides the instantaneous weighted sum-rates plotted

together, their corresponding absolute difference per slot, as well as their average value, over

all time slots, together. The respective plots concerning the stable case of scenario 2 (7.8 pps)

are gathered in Fig. 2.30, and in Fig. 2.31, for scenario 3 (15.7 pps). As long as WMMSE

via mode 2 is concerned, it is worth noting that it keeps up with the S.A. algorithm, as figures

show, in all setups considered. Via mode 2, WMMSE activates the same subsets of links in

subsequent slots, as S.A. does, in all cases. The weighted sum-rate attained by WMMSE (mode

2) is constantly close, within 10−2 accuracy, to the one resulting from the S.A. algorithm. This

suggests that the two approaches yield essentially the same approximate solution to the NP-hard

BPPC problem. On the other hand, batch S.A. clearly outperforms batch WMMSE via mode 1,

in terms of the attainable weighted sum-rate, in all scenarios considered. This is due to the fact

that WMMSE (mode 1) does not always activate the same subset of links as S.A. does, under

the same problem instance. The completely different behavior that WMMSE presents under

these two implementations is due to the different sets of optimization variables used in each

case (mode 1 and mode 2), in combination with the different number of iterations it eventually

requires until convergence within the given ϵ− tolerance.

From a complexity point of view, WMMSE algorithms clearly outperform the S.A. ones, as

can be easily seen comparing the results in Table 2.4 and Table 2.5, concerning S.A. algorithm,

with the corresponding ones in Table 2.8, for WMMSE. The gain in efficiency of the batch
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WMMSE algorithm over the batch S.A. amounts to orders of magnitude. This is reasonable since

the computational complexity per iteration of the WMMSE algorithm is two orders of magnitude

lower than the respective of S.A. However, the adaptive S.A. versions reduce significantly their

average complexity during steady state, for stable setups, and doing so, they remain comparable

to the WMMSE algorithms, in certain cases.

We now summarize some noteworthy insights and take-home points from our simulations:

• Comparing suboptimal BPPC solutions on the basis of average attained weighted sum-

rate may be a fallacy - as this does not predict which algorithm is better in terms of stable

throughput.

• While WMMSE is clearly better than S.A.-BPPC complexity-wise, weighted sum-rate and

throughput performance-wise, the results are inconclusive. WMMSE clearly outperforms

in the strong interference scenario, while S.A.-BPPC holds the edge for larger networks.

• The two different suboptimal solutions to the BPPC problem obtained suggest that acti-

vating only the direct link from source to destination in case of strong interference-limited

scenarios is better, form a throughput and weighted sum-rate perspective, whereas it is

far from optimal in large networks with moderate interference.

• Surprisingly, our proposed scheduling heuristic improves the throughput performance of

WMMSE in the larger network scenario.

• The performance of WMMSE is significantly affected by the specific implementation

adopted. Thus, when the scheduling heuristic is employed for WMMSE, the WMMSE

and S.A. approaches to the BPPC objective maximization yield essentially the same ap-

proximate solution.

• The scheduling heuristic improves the average complexity/feedback cost of S.A.-BPPC,

with no performance loss.

• The improvement in the original version of WMMSE algorithm, which is possible in our

context, is simple but worthwhile. The gain in communication/computational complexity

of the algorithm comes from its modification in the real domain, as well as from the warm

re-start in the adaptive version proposed.
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Table 2.6: Maximum stable throughput and average weighted sum-rate attained by WMMSE

algorithms in all scenarios. w.s.r. := weighted sum-rate.

Scenario 1 Batch WMMSE Adapt. WMMSE Batch WMMSE Adapt. WMMSE

mode 1 mode 1 mode 2 mode 2

Max stable rate 12.4 12.4 10.4 10.4

Avg. w.s.r 155.48 155.48 184.48 184.48

Scenario 2

Max stable rate 12.3 12.3 7.8 7.8

Avg. w.s.r. 168.62 168.62 107.32 107.32

Scenario 3

Max stable rate 12.1 12.1 15.7 15.7

Avg. w.s.r. 149.03 149.03 454.42 454.41

Table 2.7: Comparison between WMMSE and S.A. algorithms with respect to average through-

put and average weighted sum-rate attained, in all scenarios. w.s.r. := weighted sum-rate.

Scenario 1 WMMSE WMMSE S.A. S.A.

(Batch / Adapt) (Batch / Adapt) (Batch / Adapt) (Batch / Adapt)

mode 1 mode 2 mode 1 mode 2

Max stable rate 12.4 10.4 10.4 10.4

Avg. w.s.r 155.4 184.4 184.4 184.4

Scenario 2

Max stable rate 12.3 7.8 7.8 7.8

Avg. w.s.r. 168.6 107.3 107.4 107.4

Scenario 3

Max stable rate 12.1 15.7 15.7 15.7

Avg. w.s.r. 149 454.4 454.3 454.3
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Table 2.8: Average complexity of WMMSE algorithms for respective stable setups in all scenar-

ios.

Scenario 1 Batch WMMSE Adapt. WMMSE Batch WMMSE Adapt. WMMSE

mode 1 mode 1 mode 2 mode 2

Trans. phase: 0.045 0.128 0.0794 0.0905

avg. time (sec)

Steady state: 0.045 0.0064 0.0794 0.0052

avg. time (sec)

Trans. phase: 118 41 376 210

avg. ♯ iter.

Steady state: 118 1 376 3

avg. ♯ iter.

Scenario 2

Trans. phase: 0.015 0.1128 0.055 0.0409

avg. time (sec)

Steady state: 0.015 0.0061 0.055 0.0045

avg. time (sec)

Trans. phase: 20 6 242 117

avg. ♯ iter.

Steady state: 20 1 242 1

avg. ♯ iter.

Scenario 3

Trans. phase: 0.06 0.1182 0.1148 0.097

avg. time (sec)

Steady state: 0.06 0.0125 0.1148 0.0083

avg. time (sec)

Trans. phase: 73 25 297 154

avg. ♯ iter.

Steady state: 73 1 297 1

avg. ♯ iter.
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Figure 2.21: Scenario 1: Distributed Batch WMMSE for BPPC, arrival rate = 12.4 (left) and
12.5 (right).
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Figure 2.22: Scenario 1: Distributed Adaptive WMMSE for BPPC, arrival rate = 12.4 (left)
and 12.5 (right).
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Figure 2.23: Scenario 1: Comparison between objectives attained by Batch S.A. (10.4 pps) and
Batch WMMSE (12.4 pps).
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Scenario 2: arrival rate = 12.3
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Figure 2.24: Scenario 2: Distributed Adaptive WMMSE for BPPC, arrival rate = 12.3 (left)
and 12.5 (right).
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Scenario 3: arrival rate = 12.2
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Figure 2.25: Scenario 3: Distributed Adaptive WMMSE for BPPC, arrival rate = 12.1 (left)
and 12.2 (right).
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Scenario 2: Weighted sum−rate for S.A.(7.8 pps) versus w.s.r. for WMMSE (12.3 pps)
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Scenario 3: Weighted sum−rate for S.A.(15.7 pps) versus w.s.r. for WMMSE (12.1 pps)
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Figure 2.26: Batch S.A. vs Batch WMMSE: comparison between objectives attained. Scenario
2, Batch S.A. (7.8 pps) and Batch WMMSE (12.3 pps) (left), Scenario 3: Batch S.A.(15.7 pps)
and Batch WMMSE (12.1 pps) (right).
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Scenario 1: arrival rate = 10.4
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Scenario 1: arrival rate = 10.8
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Figure 2.27: Scenario 1: Distributed Adaptive WMMSE for BPPC (mode 2), arrival rate =
10.4 (left) and 10.8 (right).
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Scenario 2: arrival rate = 7.8
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Scenario 3: arrival rate = 15.7
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Figure 2.28: Distributed Adaptive WMMSE for BPPC (mode 2): scenario 2, arrival rate = 7.8
(left) and scenario 3, arrival rate = 15.7 (right).
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Scenario 1; S.A. vs WMMSE: weighted sum−rate, common link differential backlogs
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Scenario 1; S.A. vs WMMSE: weighted sum−rate, common link differential backlogs
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Figure 2.29: Scenario 1, rate = 10.4 pps; Batch S.A. vs Batch WMMSE: objective values
attained, Batch WMMSE mode 1 (left) and Batch WMMSE mode 2 (right).
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Scenario 2; S.A. vs WMMSE: weighted sum−rate, common link differential backlogs
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Scenario 2; S.A. vs WMMSE: weighted sum−rate, common link differential backlogs

 

 
S.A.
WMMSE

0 50 100
107.4845

107.485

107.4855

107.486

time slot

A
ve

ra
ge

 W
ei

gh
te

d 
su

m
−

ra
te

 

 

S.A.
WMMSE

0 50 100
0

0.005

0.01

0.015

0.02

time slot

A
bs

ol
ut

e 
di

ffe
re

nc
e

Figure 2.30: Scenario 2, rate = 7.8 pps; Batch S.A. vs Batch WMMSE: objective values attained,
Batch WMMSE mode 1 (left) and Batch WMMSE mode 2 (right).
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Scenario 3; S.A. vs WMMSE: weighted sum−rate, common link differential backlogs
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Figure 2.31: Scenario 3, rate = 15.7 pps; Batch S.A. vs Batch WMMSE: objective values
attained, Batch WMMSE mode 1 (left) and Batch WMMSE mode 2 (right).
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2.7 Conclusions

The distributed implementation of the back-pressure power control policy in wireless multi-hop

networks has been considered, aiming to maximize stable end-to-end throughput. Back-pressure

power control problem has been shown in [34] to be NP-hard, yet effective approximate solu-

tions have been also proposed therein, based on the successive convex approximation approach.

Although this strategy delivers manifold improvement in end-to-end throughput relative to the

prior art in wireless networking, the drawback is that existing implementations are centralized.

The contribution here is the distributed implementation of the successive convex approximation

of BPPC, motivated by the need of distributed power control in wireless networking. The main

concern, towards this end, is to derive in a decentralized fashion a solution to the convex approx-

imation of the differential backlog-weighted sum-rate maximization problem, to which BPPC

amounts at the physical layer. This proved possible upon utilizing the alternating direction

method of multipliers, in view of its favorable properties. Two fully decentralized algorithms

for the core step of the successive convex approximation to BPPC have been developed, which

match the performance of their centralized counterpart, as judicious simulations reveal.

Elaborating on distributed warm start and on consensus-on-termination issues, as well as

exploiting the quasi-periodicity of the solution due to the push-pull operation of the system in

stable setups in our context, we come up, next, with efficient distributed adaptive algorithms,

that allow tight approximation of BPPC in the general interference regime. The computational

complexity of the algorithms and the communication overhead they entail are reasonable, since

they yield high-quality approximate solutions to an NP-hard problem, in a fully decentralized

fashion. Extensive simulation results show that the distributed adaptive algorithms keep up

with their centralized counterparts, and do so with low average complexity in stable setups,

which renders them operational for real-time network control, considering slow time-varying

channels.

It has also been shown that the iteratively re-weighted Minimum Mean Square Error ap-

proach in [50] to weighted sum-rate maximization for the MIMO interference channel, applies

in our context, and can be utilized for the approximation of the BPPC problem at the physical

layer. One advantage of the WMMSE algorithm in [50], specialized in our context, over the

S.A.-based algorithms, is that it provides an one-shot approximate solution to the weighted
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sum-rate maximization problem. A second one is its low computational complexity. Despite its

efficiency, we have proposed an improved version of the original algorithm in [50], inspired by

the development of adaptive solutions to BPPC via the S.A. approach, which reduces further

its complexity and feedback cost. Both batch and adaptive versions of WMMSE algorithm,

however, enjoy low average complexity and, therefore, are operational in general physical layer

propagation conditions. WMMSE is also lighter in terms of communication overhead, rela-

tive to the S.A.-based algorithms. Yet, our simulation experiments, considering fixed physical

layer propagation conditions, showed that the WMMSE algorithm, in its original formulation,

does not attain the best approximate solution to the BPPC problem, from a throughput and

weighted sum-rate perspective, in large scale problems. This is due to activating only one link

in the network, which is not preferable from other perspectives as well, such as robustness and

sharing of the load in the network, for compatibility with the buffering capabilities of the nodes.

However, specific implementations of the WMMSE algorithm, in the setups considered here,

have revealed the potential of the WMMSE approach to yield different possible approximate

solutions to the BPPC problem, and to achieve the same high-quality approximation to BPPC,

as the S.A. approach, even for large scale problems.



Chapter 3

Efficient Batch and Adaptive

Approximation Algorithms for Joint

Multicast Beamforming and

Admission Control

Wireless multicasting is becoming increasingly important for efficient distribution of stream-

ing media and location-aware services to mobile and hand-held devices, network management,

and software updates over cellular (UMTS-LTE) and indoor/outdoor wireless networks (e.g.,

802.11/16). Multicast beamforming was recently proposed as a means of exploiting the broad-

cast nature of the wireless medium to boost spectral efficiency and meet Quality of Service

(QoS) requirements. Infeasibility is a key issue in this context, due to power or mutual interfer-

ence limitations. We therefore consider the joint multicast beamforming and admission control

problem for one or more co-channel multicast groups, with the objective of maximizing the

number of subscribers served and minimizing the power required to serve them. The problem is

NP-hard even for an isolated multicast group and no admission control; but drawing upon our

earlier work for the multiuser SDMA downlink, we develop an efficient approximation algorithm

that yields good solutions at affordable worst-case complexity. For the special case of an iso-

lated multicast, Lozano proposed a particularly simple adaptive algorithm for implementation

in UMTS-LTE. We identify strengths and drawbacks of Lozano’s algorithm, and propose two
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simple but worthwhile improvements. All algorithms are carefully tested on publicly available

indoor/outdoor measured channel data.

3.1 Introduction

Wireless multicasting is gaining ground as an enabling technology for mass content distribution

(Internet TV, streaming media, pay-per-view, network management, software updates) over

wireless networks. Multicasting lies in between two widely used information dissemination

modalities: broadcasting, where common information is addressed to all nodes in a network,

and parallel (orthogonal or co-channel) unicast transmissions. The middle ground between the

two is important for existing and emerging applications.

Multicasting has been traditionally viewed as a network-layer issue, addressed by multicast

routing. This viewpoint is natural for wired networks, but wireless is different due to the so-

called broadcast advantage (a node’s transmission may reach multiple receivers) and its flip-side:

co-channel interference.

Unlike traditional broadcast radio, wireless networks nowadays incorporate feedback mech-

anisms that provide varying grades of Channel State Information at the Transmitter (CSI-T).

The availability of CSI-T coupled with the proliferation of antenna arrays open the door for mul-

ticast beamforming at the transmitter. The idea is to shape the transmit beampattern in a way

that steers power in the directions of multicast subscribers while minimizing leakage in other

directions. It is also possible to design multiple beampatterns to transmit simultaneously to

more than one multicast groups, provided that the different groups are spatially well-separated.

Multicast beamforming under Quality of Service (QoS) constraints, measured via the received

Signal to Noise Ratio (SNR), was treated in [51], where it was shown that the problem is NP-

hard, yet amenable to convex approximation tools. The case of multiple co-channel multicast

groups was treated in [22]. A key problem that arises in this context is potential infeasibility,

due to power or inter-group crosstalk limitations. If the QoS constraints are rigid, one is led

to consider the problem of joint transmit beamforming and admission control. This has been

considered in [37] for the multiuser Space-Division Multiple Access (SDMA) downlink scenario,

comprising interfering co-channel unicast transmissions.

In this paper, we consider the joint co-channel multicast beamforming and admission control
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problem from the viewpoint of maximizing the number of subscribers served at or above a

prescribed Signal to Interference plus Noise Ratio (SINR), under an overall power constraint.

We pay special attention to the case of a single multicast group, which is important in view of

ongoing standardization activity [26,40]. The Evolved Multimedia Broadcast/Multicast Service

(E-MBMS) in the context of 3GPP1 / UMTS-LTE2 specifically provisions point-to-multi-point

physical layer multicasting [40]. Motivated by [51], Lozano [26] proposed a particularly simple

alternating gradient iteration for the case of a single multicast group. This being an NP-hard

problem, the results reported in [26] are intriguing given the simplicity of Lozano’s algorithm.

Our specific contributions in this paper can be summarized as follows:

• We generalize the convex approximation framework developed in [37] for the multiuser

SDMA downlink to the co-channel multicast context. This yields an efficient approxi-

mation algorithm that is directly applicable in a far broader range of problems: from

single-group multicast to the SDMA downlink and everything in between.

• We take a closer look at Lozano’s alternating gradient iteration, and identify strengths

and weaknesses. We show, by means of simple but instructive examples, that it is sensitive

with respect to initialization and can exhibit limit cycle behavior.

• We propose two simple improvements of Lozano’s iteration that mitigate these drawbacks

and significantly boost overall performance. The resulting algorithm is an ideal candidate

for practical implementation in next-generation cellular systems.

• We present a comprehensive suite of carefully designed numerical experiments using pub-

licly available measured channel data, for both indoor and outdoor scenarios.

3.2 Problem Formulation

Consider a base station or access point equipped with N transmit antennas and a population

of K subscribers, each with a single receive antenna. Let hi be the N × 1 complex channel

vector from the transmit antenna array to receiver i, i ∈ {1, · · · ,K}. We begin by assuming

instantaneous CSI-T, but our formulation and algorithms can be readily adapted to work with

long-term CSI-T, as will be explained in the sequel.

1Third Generation Partnership Project.
2Universal Mobile Telecommunications System - Long Term Evolution.
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Consider 1 ≤ G ≤ K multicast groups, {G1, . . . ,GG}, where Gm contains the indices of

receivers that wish to subscribe to multicast m. Since the transmissions are co-channel, we may

assume without loss of generality that Gm∩Gl = ∅, l ̸= m, ∪mGm = {1, . . . ,K}, and with Gm :=

|Gm|,
∑G

m=1Gm = K. Let wH
m be the weight vector applied to the N transmitting elements

to beamform towards group m, m ∈ {1, · · · , G}, where (·)H denotes Hermitian transpose.

Streaming media applications demand a minimum instantaneous3 Signal to Interference plus

Noise Ratio (SINR). With this in mind, the multicast beamformer design problem can be cast

as follows.

min
{wm∈CN}Gm=1

G∑
m=1

∥wm∥22 (3.1)

subject to :
G∑

m=1

∥wm∥22 ≤ P, (3.2)

|wH
mhi|2∑

ℓ ̸=m |wH
ℓ hi|2 + σ2

i

≥ ci, ∀i ∈ Gm, ∀m ∈ {1, · · · , G} , (3.3)

where σ2
i is the additive noise power at receiver i and ci stands for the associated minimum

SINR requirement. The objective function reflects the desire to pick the minimum power solution

when the problem is feasible, while the explicit sum power constraint accounts for regulatory

and equipment limitations4.

The above problem is NP-hard, for it contains the case of a single multicast group (G = 1),

which is already NP-hard as shown in [51]. Still, it has been shown [22, 51] that it is possible

to compute high-quality approximate solutions via convex (semidefinite) approximation. The

idea is to approximate the non-convex and NP-hard problem using a suitable convex problem,

then use the solution of the convex problem to guide the search for a good feasible solution of

the original NP-hard problem. The second step in [22,51] is based on Gaussian randomization,

which can provide provably good approximate solutions in the sense that the distance to the

optimum can be analytically bounded [27]. The case of G = K corresponds to the multiuser

Space Division Multiple Access (SDMA) downlink [13] whose convexity was shown in [1].

(In)Feasibility is a key issue with the above formulation. Infeasibility may arise for a number

of reasons: due to proximity of channel vectors of users interested in different multicast streams,

scattering of users belonging to a given multicast group, degrees of freedom (few transmit

3Lower-priority services such as software updates can operate under a long-term average SINR constraint,

which can be guaranteed given only long-term CSI-T, as will be discussed in the sequel.
4Per-antenna power amplifier constraints can be easily incorporated in our approach; we skip them for brevity.
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antennas relative to the number of multicast groups), spatial group interleaving, and power

limitations. The power constraint alone may limit coverage even for a single multicast group.

While in most cases infeasibility can be detected using the tools developed in [22], what one

does next is far less obvious. If the SINR constraints are infeasible, then some form of admission

control is needed; but this should ideally be considered together with the beamformer design

problem, for the two are obviously coupled.

Towards this end, it makes sense to consider maximizing the number of subscribers that can

be served at their desired SINR, and then minimizing the power required to serve those selected

in the first step. This approach can be mathematically formulated in two stages.

So = argmax
S⊆{1,··· ,K},{wm∈CN}Gm=1

|S| (3.4)

subject to :
∑

m | Gm∩S ̸=∅

∥wm∥22 ≤ P, (3.5)

|wH
mhi|2∑

ℓ | Gℓ∩S ̸=∅,ℓ̸=m |wH
ℓ hi|2 + σ2

i

≥ ci, ∀i ∈ Gm ∩ S, ∀m, (3.6)

where |S| denotes the cardinality of S. Note that if Gm∩S = ∅, then no constraints are imposed

for the given m. Given So, we then wish to

min
{wm∈CN}m | Gm∩So ̸=∅

∑
m | Gm∩So ̸=∅

∥wm∥22 (3.7)

s.t.
|wH

mhi|2∑
ℓ | Gℓ∩So ̸=∅,ℓ̸=m |wH

ℓ hi|2 + σ2
i

≥ ci, ∀i ∈ Gm ∩ So, ∀m. (3.8)

The second optimization stage in (3.7)-(3.8) is feasible (provided So is a solution of (3.4)-

(3.6)), but remains NP-hard, as per [22], [51]. This is different from the multiuser SDMA

downlink case, considered in [37]. In addition, we have the following result.

Claim 2. The problem in (3.4)-(3.6) is NP-hard.

Proof. Consider the decidability version of problem (3.4)-(3.6) for G = 1, S = {1, · · · ,K} (i.e.,

|S| = K, the maximal value), and ci = c, ∀i: does there exist a vector w such that

||w||22 ≤ P,

and for which

|wHhi|2

σ2
i

≥ c, ∀i ∈ S?
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This problem is the decidability version of the following problem

maxmin
i∈S

|wHhi|2

σ2
i

subject to : ||w||22 ≤ P,

which has been shown to be NP-hard in [51].

The two-stage formulation in (3.4)-(3.6) and (3.7)-(3.8) is not particularly convenient, for

a number of reasons. Nested optimization problems are awkward to work with; perhaps more

importantly, the nested formulation does not suggest a way to approach the problem from a con-

vex approximation perspective. Towards this end, we will use a technique originally developed

in [37] for the multiuser SDMA downlink - which is a special case of our present formulation for

G = K.

Introduce binary admission control (“slack”) variables si, one for each receiver i ∈

{1, · · · ,K}. When si = −1 (si = +1) receiver i is scheduled (rejected, respectively). Con-

sider the following optimization problem.

min
{wm∈CN ,{si∈{−1,+1}}i∈Gm}

G

m=1

J
({

wm, {si}i∈Gm

}G
m=1

)
:=

ϵ

G∑
m=1

∥wm∥22 + (1− ϵ)

G∑
m=1

∑
i∈Gm

(si + 1)2 (3.9)

subject to :

G∑
m=1

∥wm∥22 ≤ P, (3.10)

|wH
mhi|2 + δ−1(si + 1)2∑
ℓ ̸=m |wH

ℓ hi|2 + σ2
i

≥ ci, ∀i ∈ Gm, ∀m ∈ {1, · · · , G} (3.11)

Claim 3. With

δ ≤ min
m∈{1,··· ,G}

min
i∈Gm

4c−1
i

P maxn∈{1,··· ,K} ∥hn∥22 + σ2
i

,

and ϵ < 1
P/4+1 , the problem in (3.9)–(3.11) is always feasible, and solution of (3.9)–(3.11) is

equivalent to first solving (3.4)-(3.6) and then solving (3.7)-(3.8). If there are multiple solutions

of (3.4)-(3.6), i.e., if the maximal subset of users that can be served is not unique, then (3.9)–

(3.11) will automatically pick a maximal subset requiring minimal total power.

Proof is deferred to the Appendix.
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By virtue of Claim 3, solution of (3.9)-(3.11) could be used to obtain a solution of (3.4)-(3.6),

which is NP-hard per Claim 2. It follows that

Claim 4. The problem in (3.9)-(3.11) is NP-hard.

This means that if we insist on polynomial complexity in the worst case, we have to give

up optimality (unless P=NP); that is, we can only hope for an approximate solution, rather

than an optimal one. A key benefit of the single-stage formulation in (3.9)-(3.11) is that it is

naturally amenable to convex approximation, as explained next.

3.3 A Semidefinite Relaxation Approach

Define Hi := hih
H
i , and introduce rank-one positive semidefinite matrix variables Wm :=

wmwH
m, and Si := sis

T
i , where si := [si 1]T . Then (e.g., cf. [31, 37]) the optimization problem

in (3.9)–(3.11) can be transformed to the following equivalent form

min
{Wm∈CN×N ,{Si∈R2×2}i∈Gm}

G

m=1

ϕ
({

Wm, {Si}i∈Gm

}G
m=1

)
:=

ϵ
G∑

m=1

Tr(Wm) + (1− ϵ)
G∑

m=1

∑
i∈Gm

Tr(12×2Si) (3.12)

subject to :

G∑
m=1

Tr(Wm) ≤ P, (3.13)

Tr(HiWm) + δ−1Tr(12×2Si)∑
ℓ ̸=mTr(HiWℓ) + σ2

i

≥ ci, ∀i ∈ Gm, ∀m, (3.14)

Wm ≥ 0, rank(Wm) = 1, ∀m, (3.15)

Si ≥ 0, rank(Si) = 1,Si(1, 1) = Si(2, 2) = 1, ∀i ∈ Gm, ∀m. (3.16)

The above is a quadratically constrained quadratic programming (QCQP) problem, in which

only the rank-one constraints are non-convex. Wolkowicz [58] has shown that simply dropping

the rank-one constraints in this case yields the Lagrange bi-dual problem, which is the strongest

convex relaxation of the QCQP problem in the Lagrangian class. Dropping the rank-one con-

straints yields a semidefinite programming (SDP) problem, which can be efficiently solved using

modern interior point methods [5].

min
{Wm∈CN×N ,{Si∈R2×2}i∈Gm}

G

m=1

ϕ
({

Wm, {Si}i∈Gm

}G
m=1

)
=
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ϵ

G∑
m=1

Tr(Wm) + (1− ϵ)

G∑
m=1

∑
i∈Gm

Tr(12×2Si) (3.17)

subject to :
G∑

m=1

Tr(Wm) ≤ P, (3.18)

Tr(HiWm) + δ−1Tr(12×2Si)∑
ℓ ̸=mTr(HiWℓ) + σ2

i

≥ ci, ∀i ∈ Gm, ∀m, (3.19)

Wm ≥ 0, ∀m, (3.20)

Si ≥ 0,Si(1, 1) = Si(2, 2) = 1, ∀i ∈ Gm, ∀m. (3.21)

Remark 1. Being a relaxation of (3.12)-(3.16), the problem in (3.17)-(3.21) is also feasible

when ϵ and δ are chosen as per Claim 3.

Solution of the relaxed problem in (3.17)-(3.21) in general only provides a lower bound on

the cost of an optimal solution to the original problem in (3.12)-(3.16). If a particular solution

of (3.17)-(3.21) consists of rank-one Wm, ∀m and rank-one Si, ∀i, then it is also a solution

(3.12)-(3.16); although this situation does happen in practice, it does not always happen. What

is needed is a way to “convert” an optimal solution of (3.17)-(3.21) into a good feasible solution

of (3.12)-(3.16). This step is presently an art guided by partial results. A commonly used

technique is Gaussian randomization, which can generate provably good approximate solutions

in certain cases (e.g., see [27] which is applicable in the special case of an isolated multicast

scenario, albeit not accounting for admission control). In other cases reasonable heuristics are

often used, and the overall solution is benchmarked against the relaxation lower bound5 and/or

exhaustive search when applicable - in particular for small problem instances.

In our present context, the following algorithm seems to work best in practice, among

numerous options we have tried:

Algorithm 14. Multicast Membership Deflation by Relaxation (MDR):

1. U ← {1, ...,K}

2. Gm ← Gm ∩ U , ∀m
5We know that an optimal solution of the original NP-hard problem can never have lower cost than that

attained by the possibly higher-rank solution of the corresponding rank relaxation.



3.4 Special case: Single Multicast 107

3. Solve (3.41)-(3.45), and let W̌m denote the resulting transmit covariance matrices

4. For each m such that Gm ̸= ∅, extract the principal component of W̌m, and scale it to

power Tr(W̌m); i.e., set w̌m :=
√
Tr(W̌m)ǔm, where ǔm is the unit-norm principal

component of W̌m.

5. For all m such that Gm ̸= ∅, and each i ∈ Gm, check whether

|w̌H
mhi|2∑

ℓ | Gℓ ̸=∅,ℓ̸=m |w̌H
ℓ hi|2 + σ2

i

≥ ci

holds. If this is true for all i ∈ Gm, and all m such that Gm ̸= ∅, stop (a feasible solution

has been found); else pick the user with largest gap to its target SINR (smallest attained

SINR if all the SINR targets are equal), remove from U and go to step 2.

3.3.1 Implementation Complexity

The worst-case complexity of MDR is O(K4.5 log(1/ϵ)), where ϵ is the required relative accuracy

of the duality gap at termination [37,59].

Note that it is possible to further reformulate (3.17)-(3.21) to reduce complexity by a factor

of two, as shown in the Appendix.

3.4 Special case: Single Multicast

The special case of a single (isolated) multicast group (G = 1) is of particular interest, due to

on-going standardization activity in the context of UMTS-LTE. This has been considered in [51],

but without regard to infeasibility / admission control issues. In the case of a single multicast,

assuming that hi ̸= 0, ∀i, infeasibility arises only due to the transmit power constraint - there is

no interference from other groups. An alternative scenario where the same problem arises is when

the beamformers of the different groups are sequentially optimized, and interference is clumped

together with the additive noise terms. Letting U denote the set of potential subscribers, the

two-stage formulation in (3.4)-(3.8) reduces to the following problem

So = argmaxS⊆U ,w∈CN |S| (3.22)

subject to : ∥w∥22 ≤ P, (3.23)

|wHhi|2

σ2
i

≥ ci, ∀i ∈ S, (3.24)
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and given So

min
w∈CN

∥w∥22 (3.25)

subject to :
|wHhi|2

σ2
i

≥ ci, ∀i ∈ So. (3.26)

The single-stage reformulation in (3.9)-(3.11) reduces to

min
w∈CN ,{si∈{−1,+1}}i∈U

ϵ∥w∥22 + (1− ϵ)
∑
i∈U

(si + 1)2 (3.27)

subject to : ∥w∥22 ≤ P, (3.28)

|wHhi|2 + δ−1(si + 1)2

σ2
i

≥ ci, ∀i ∈ U , (3.29)

where δ ≤ mini∈U
4c−1

i

σ2
i
, ϵ < 1

P/4+1 , as per Claim 3. The final optimization problem after

“squaring” of variables and rank relaxation is the following SDP.

min
W∈CN×N ,{Si∈R2×2}i∈U

ϵTr(W) + (1− ϵ)
∑
i∈U

Tr(12×2Si) (3.30)

subject to : Tr(W) ≤ P, (3.31)

Tr(HiW) + δ−1Tr(12×2Si)

σ2
i

≥ ci, ∀i ∈ U , (3.32)

W ≥ 0, (3.33)

Si ≥ 0,Si(1, 1) = Si(2, 2) = 1, ∀i ∈ U . (3.34)

The overall convex approximation approach for G = 1 entails a trimmed-down version of MDR,

listed below for clarity.

Algorithm 15. Single group MDR:

1. U ← {1, ...,K}

2. Solve the relaxed problem (3.30)-(3.34), and let W̌ denote the resulting transmit covariance

matrix

3. w̌ = principal component of W̌, scaled to power Tr(W̌).

4. For each i ∈ U , check whether |w̌Hhi|2/σ2
i ≥ ci. If true ∀ i ∈ U , stop (feasible solution

has been found); else pick user with largest gap to its target SNR, remove from U and go

to step 2.
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Extensive experiments with measured channels (cf. Section ??) indicate that MDR provides

very satisfactory performance (about one user less than optimum, on average, in our experi-

ments) at a moderate average and worst-case complexity that grow gracefully with the problem

size. Still, MDR takes order of second to execute on a typical PC, and, perhaps more impor-

tantly, it is a batch algorithm that solves the problem from scratch every time. Even though

warm-start options can be readily envisioned and could be used to track small variations inex-

pensively, a practitioner would naturally prefer a solution that works well at very low complexity

- an adaptive filtering-type algorithm, preferably.

Is it possible to have good performance at really low complexity for an NP-hard problem?

This seems a priori highly unlikely. Yet Lozano recently proposed an intriguing adaptive filtering

algorithm that apparently works well in limited but realistic experiments in the context of

UMTS-LTE [26]. In the following section, we take a closer look at Lozano’s algorithm.

3.5 Lozano’s Algorithm

In the sequel, let Hi denote either hih
H
i or its expectation, depending on whether instantaneous

CSI-T or long-term CSI-T is assumed. When instantaneous CSI-T is available, wHHiw/σ2
i is

the instantaneous SNR at receiver i for weight vector w; with long-term CSI-T, wHHiw/σ2
i

is the expected SNR at receiver i for weight vector w. Lozano’s algorithm is a very simple

alternating gradient iteration: at each step it sorts users according to presently attained SNRs,

discards the users with the poorest SNRs, and makes a gradient step in the direction of the

weakest retained user. The choice of users to drop is based on either a fixed SNR threshold, or

(better) a fixed number / percentage of users to keep at each iteration. Dropped users participate

as candidates in the next iteration. Lozano’s algorithm can be summarized as follows.

Algorithm 16. Lozano’s iteration for single-group multicast [26]:

1. Initialize: w = [1 0 · · · 0]T

2. Compute SNRi(t− 1) = P
σ2
i
wH

t−1Hiwt−1, ∀i ∈ U

3. Sort SNRi(t− 1), ∀i ∈ U .

4. Drop a fixed proportion of users with lowest attained SNRs.
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5. Find weakest link among remaining ones (→ k)

6. Take step in its direction: wt = wt−1 + µHkwt−1; then wt = wt/∥wt∥2

7. Repeat until no significant change in minimum SNR.

The ingenuity of this algorithm lies precisely on giving up on the weakest links - to focus on

the remaining, more promising ones. Performance is far worse when rejection is not employed.

The choice of number / percentage of users to keep at each iteration has a significant impact on

performance. The choice of step-size parameter µ is also important. Unfortunately, theoretical

analysis of Lozano’s algorithm appears difficult, precisely due to the rejection step; but even

empirical choice of parameters is difficult, as illustrated next.

3.5.1 A closer look to Lozano’s Algorithm

Despite its conceptual simplicity, Lozano’s algorithm exhibits intricate convergence behavior.

Consider the following contrived but instructive scenario: there are N = 2 transmit antennas

and K = 2 users, with channels h1 = [1 0]T and h2 = [0 1]T (each user only listens to a single

transmit antenna). Let σ1 = σ2 = P = 1. If both users should be served, the optimal solution is

w = 1√
2
[1 1]T , attaining an SNR of 1

2 for each user. Lozano’s algorithm initialized with w0 = h1

(say, because it was previously serving only user 1, and now user 2 comes into the system) has

a fixed point at h1, which is in the null space of H2 - thus wt = w0 for all t ≥ 0 and all µ,

implying that user 2 is simply shut off from the system. This shows that the algorithm can

converge to a suboptimal and unfair solution.

A small perturbation of either h2 or w0 takes the algorithm away from this undesirable fixed

point; for small enough µ, the iterates typically approach the optimum solution, albeit slowly.

Beyond the usual speed - misadjustment trade-off, however, in this simple scenario Lozano’s

algorithm typically exhibits limit cycle behavior when randomly initialized. Choosing a smaller

µ helps reduce the magnitude of the oscillation, but naturally reduces the speed of adaptation,

as illustrated in Figure 3.1. Limit cycles are particulary annoying because they make it hard to

select an appropriate tolerance threshold.

Evidently, Lozano’s algorithm may fail to converge, or converge to a suboptimal or unfair

solution, and is sensitive with respect to initialization, problem instantiation, and the choice

of parameters. These issues do arise in realistic scenarios, however the algorithm performs
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considerably better, on average, than what the above example may suggest, and its simplicity

is certainly appealing. It therefore makes sense to consider modifying it to mitigate its two

major shortcomings (sensitivity to initialization, and the potential for limit cycle behavior)

while maintaining its simplicity.

3.6 Improving Lozano’s Algorithm

We propose the following two simple but worthwhile improvements to Lozano’s algorithm.

• Lopez [25] considered multicast beamforming from the viewpoint of maximizing average

SNR.Whileminimum SNR is what determines the common multicast rate [51], the average

SNR solution can serve as a reasonable starting point for further improvement via adaptive

algorithms. Lopez has shown [25] that maximizing the average SNR in a multicast context

reduces to determining the principal eigenvector of the (normalized) channel correlation

matrix. In the case of instantaneous CSI-T, this is defined as
∑K

k=1 hkh
H
k /σ2

k = HHH ,

where H := [h1/σ1, · · · ,hK/σK ]; whereas for long-term CSI-T it is
∑K

k=1E[hkh
H
k /σ2

k].

Finding the principal eigenvector can be accomplished via adaptive algorithms (e.g., based

on the power method), which can also be employed in tracking mode. As a result, the

overall solution remains simple and adaptive in nature. We call this algorithm LLI, for

Lozano with Lopez Initialization. The only difference between LLI and Lozano’s original

algorithm is in the initialization - step 1), where the average SNR beamformer of Lopez

is used in LLI.

• A simple and effective way to suppress limit cycle behavior is to damp µ according to

a predefined back-off schedule. This should be balanced against our primary objective,

which is to find a good solution. Aggressively damping µ limits how much of the search

space we can explore.

The weight update of Lozano’s algorithm can be interpreted as taking a step in the direc-

tion of the local subgradient of mini∈At SNRi(t−1), where the minimum is taken over the

currently active user set At. There are two difficulties here: this is not a subgradient in the

usual sense, because it is only a local, not a global under-estimator of mini∈At SNRi(t−1);

and At can change as iterations progress. These difficulties arise because we are dealing
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with a non-convex and NP-hard problem. For convex problems it is known that subgradi-

ent optimization using a step-size sequence µt such that
∑∞

t=1 µt =∞ but
∑∞

t=1 µ
2
t <∞

(e.g., µt =
1
t , t > 0) yields an algorithm that converges to the optimum. In our context,

the choice of back-off schedule is not obvious. We have tried the following options (µ0 = 1

in all cases):

1. µt =
1
t ;

2. µt =
1

floor(t/10) (thus µt is reduced every 10 iterations);

3. µt =
µt−1

2 (exponential back-off);

4. µt =
µt−1

2 if t mod 10 = 0, else µt = µt−1 (exponential back-off every 10 iterations);

5. µt =
µt−1

t (even more aggressive);

6. µt = µt−1

t/10 if t mod 10 = 0, else µt = µt−1 (same as the previous one but back-off

every 10 iterations).

We have tested these options (with Lopez initialization) in extensive experiments with

simulated and measured channel data (cf. simulations section). Options 1, 2, 6 performed

equally well, whereas 3, 4, 5 were worse. Between 1, 2, and 6, option 6 was two orders

of magnitude faster than the other two. We therefore settled on option 6, in which µ is

aggressively damped every 10 iterations. This is of course ad-hoc, but so is the overall

algorithm - and it is hard to argue with something simple that works very well in practice,

as we will show in our experiments. We call this variant dLLI (for damped LLI). dLLI

differs from Lozano’s original algorithm in that it uses Lopez initialization in step 1), and

step-size back-off option 6 for the weight update in step 6).

Remark 2. Lozano’s algorithm and LLI use a fixed step-size, thus having the potential to track

changes in the operational environment - e.g., due to users coming in and out of the system

and/or user mobility. The use of a vanishing step-size, on the other hand, implies that dLLI

per se is not capable of tracking. In our particular context, however, channel vector updates will

generally be infrequent (relative to the downlink signaling rate), and users will drop or attempt

to join at an even slower time scale. In between such updates, we have to solve a static problem.

Each static problem can be solved with dLLI, using either the average SNR beamformer (Lopez)

or the beamvector computed for the previous “slot” (problem instance) as initialization. Which
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initialization is best will depend on the type of update (e.g., new user or updated channel vector

for existing user, and user mobility). Since dLLI is a cheap algorithm, the pragmatic approach

would be to run two parallel iterations with both initializations and choose the best in the end.

3.7 Experiments

The problems we are aiming to solve are important in practice, albeit NP-hard. MDR is only

a well-motivated approximation, and the adaptive algorithms (Lozano’s, LLI, dLLI) are merely

common-sense engineering. We have conducted extensive and carefully designed experiments

to assess the performance of all algorithms using measured channel data. We further tested all

algorithms in simulations with i.i.d. Rayleigh channels. We do not report the i.i.d. Rayleigh

results for brevity, but note that these were consistent with those obtained using measured

channels.

Approximate solutions should ideally be compared to exact (optimal) ones to assess the

quality of approximation. Unfortunately, this is not possible in our context, because even the

single-group version of the problem without admission control is NP-hard. Still, for fixed SINR

targets, we can enumerate over all possible subsets of users using the potentially higher-rank

SDP relaxation in [22] to test each subset. This will be referred as ENUM in the sequel, and

it yields an upper bound on the number of users that can be served (and a lower bound on

the power required to serve them) under the given SINR and power constraints. This bound is

the tightest that can be obtained via duality theory, but remains optimistic in general, because

it allows for higher-rank transmit covariances (beamforming corresponds to rank-one transmit

covariance).

If after testing all subsets ENUM returns a set of transmit covariances which are all rank-one,

then this set is an exact (optimal) solution of the original NP-hard problem in (3.4)-(3.6), and

thus ENUM yields the ultimate benchmark. This is because it is not possible to serve any more

users in this case, even using higher-rank transmit covariances - this possibility has already been

tested during ENUM. This is very important, because it happens in the vast majority of cases

considered in our experiments. Only in rare cases does ENUM return higher-rank solutions, as

we will see in the sequel. The drawback of ENUM is of course its exponential complexity in the

number of users, K, which makes it prohibitive for K over 10− 12 on a current PC.
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Two different kinds of wireless scenarios are considered for both single multicast and multiple

multicast groups: measured outdoor channel data, and measured indoor channel data. Measured

channel data were downloaded from the iCORE HCDC Laboratory, University of Alberta, at

http://www.ece.ualberta.ca/ mimo/ (see also [16]). The outdoor scenario (‘Quad’) is illustrated

in Figure 3.2 and described in [35,37]. The indoor scenario (‘2nd Floor ECERF’) is illustrated

in Figure 3.3, and is briefly described next. In both Figures, Tx denotes the (four-element)

transmit antenna array location, whereas the numbers denote the positions of each user’s single

receive antenna. Data selection and pre-processing follows [35,37].

‘2nd Floor ECERF’ is a typical office environment. The floor includes many small offices,

divided by thin wooden plates with embedded windows. There are many small corridors as

well. The whole room is mainly used by staff and professors of the University of Alberta. The

transmitter is placed at the reception area, where many people walked into during measurements.

Both the transmitter and the receivers are fixed; positions where measurements have been taken

are marked in the floor plan. The distance of the transmitter to a concrete wall, which is covered

by wooden plates, is less than 0.5 meters. The main corridor, in which locations 1, 2 and 6 are

marked, has a width of 2.5 meters and a height of 4 meters to a concrete ceiling. Locations 1 and

2 are about 18 and 34 meters, respectively, from the transmitter. Location 6 is halfway between

the transmitter and location 2. Locations 3,4 and 5 have a distance of 23, 19, and 10 meters,

respectively to the main corridor. No measurements are available for location 7. Both the

transmitter and the receivers are equipped with antenna arrays, each comprising four vertically

polarized dipoles, spaced λ/2 (≈ 16 cm) apart. As described in [37], at each Rx Location, 9

different measurements were taken by shifting the Rx antenna array on a 3×3 square grid with

λ/4 spacing. Each measurement contains about 100 4 × 4 channel snapshots, recorded 3 per

second. We used measurements corresponding to the locations that are marked in Figure 3.3.

We next present experiments for the case of multiple co-channel multicast groups, in which

the simpler adaptive algorithms are not applicable; the case of an isolated multicast follows.

3.7.1 Multiple co-channel multicast groups

In experiments 1 and 2 we consider the case of G = 3 co-channel multicast groups. The number

of transmit antennas is N = 4, while the number of single-antenna receivers is K = 12, in

all cases. We use instantaneous channel vectors (rank-one channel covariance matrices). The
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reported results are averages over 30 temporal channel snapshots, spanning 30 seconds.

Experiment 1 concerns the ‘Quad’ measured outdoor scenario. Users are split in the following

three groups of four users each: G1 = {1, 3, 13, 15}, G2 = {4, 6, 10, 16}, G3 = {7, 8, 9, 19}, see

Figure 3.2. The remaining parameters are as follows: P = 103; σ2
i = σ2 = 1, ci = c, ∀i; for

MDR, e = 10−9 < 1
P/4+1 , and δ = 1/24c−1

P maxm ∥hm∥22+σ2 . Performance of MDR is compared to that

of ENUM. The detailed results are reported in Table 3.1. For ease of visualization, Figure 3.4 is

a plot of the average number of users served, as a function of target SINR in dB, for both ENUM

and MDR. It is important to note here that ENUM returned only rank-one transmit covariance

matrices in 95% of the cases considered. Only in the rest 5% of the cases were higher-rank

covariance matrices returned by ENUM, and in all these cases it was possible to serve only one

additional user using these higher-rank covariances, and this required significant excess power.

In this experiment, MDR serves on average about half a user less than ENUM when the target

SINR is high, and about one and a half user less when the target SINR is low.

Experiment 2 concerns the ‘2nd Floor ECERF’ measured indoor scenario. Users are split in

the three groups G1 = {1, 2, 3, 13}, G2 = {5, 14, 6, 16}, G3 = {4, 15, 9, 8}, see Figure 3.3. Detailed

results are reported in Table 3.2, and summary plots in Figure 3.5. The parameters are the

same as in Experiment 1. In this indoor scenario, MDR serves on average about one user less

than ENUM, which returns higher-rank covariance matrices in 9% of cases.

Summarizing the multi-group multicast experiments, MDR appears to work well in the cases

considered, albeit the gap to ENUM is not as small as in the multiuser SDMA downlink case

considered in [37]. This is natural, because multicasting is a much harder problem - even its

plain-vanilla version is NP-hard. The gap in MDR performance relative to ENUM should be

considered in light of the associated complexities: MDR terminates in under 1 second in all

cases considered, whereas ENUM takes 5-50 minutes for K = 12, on a current PC (see tables

3.1, 3.2, for more detailed execution time results).

It is also worthwhile to note that ENUM indeed yields the exact solution of the original NP-

hard problem in the vast majority of cases considered - which was rather unexpected. It appears

that subset selection diversity plays a role here: among the many possibilities of choosing a subset

of users of fixed cardinality, there is typically one for which the optimal beamforming problem

is “easy” - rank relaxation is not a relaxation after all; see also [11], where again a suboptimal

solution operates close to the optimal one. In the few cases that ENUM returned a higher-rank
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solution, this served exactly one additional user, and required significant excess power to do so.

The conclusion is that ENUM indeed yields a tight upper bound on the achievable performance.

3.7.2 Single multicast

We now turn to single group multicasting (G = 1), and compare ENUM, MDR , Lozano’s

algorithm, LLI , and dLLI.

The three adaptive algorithms (Lozano’s, LLI, dLLI) fix coverage (number of users served)

and attempt to maximize the minimum SNR among those served under the transmit power

constraint. MDR, on the other hand, attempts to maximize coverage subject to received SNR

and transmit power constraints, while ENUM yields a (usually tight) upper bound on the

number of users that can be served under the same constraints. A meaningful way to compare

all algorithms is via the respective minimum SNR - coverage curves, parameterized by transmit

power P . This is analogous to the use of the Receiver Operating Characteristic (ROC) to

compare different detectors.

We again consider two different wireless scenarios: measured outdoor, and measured in-

door (i.i.d. Rayleigh simulations were also conducted, yielding consistent results, but these are

omitted for brevity). In addition to instantaneous CSI-T, we also considered long-term CSI-T.

For the latter, we estimated channel correlation matrices by averaging over 30 temporal snap-

shots; i.e., with hi,n denoting the channel from the transmit antenna array to receiver i at time

n ∈ {1, 2, · · · , 30}, we used Ĥi :=
1
30

∑30
n=1 hi,nh

H
i,n in place of Hi for all algorithms.

In all experiments with a single multicast group, ENUM yielded the optimum rank-one

solution of the original NP-hard problem in all cases except for those that correspond to full

coverage (i.e., the received signal power requirements are low enough to ensure that everyone

can be served - there is no need for admission control). This is interesting in itself, and it also

suggests that ENUM is a tight upper bound in all cases where admission control is active.

The parameters used in the experiments were as follows: N = 4; K = 10 in experiments

3, 4 and K = 12 for experiments 5, 6; P = 30; ci = c and σ2
i = σ2 = 1, ∀i; for MDR, ϵ = 10−10,

δ < mini∈U 4c−1/σ2
i . For Lozano’s and LLI algorithm, µ = 10−3. For dLLI, µ0 = 1 and back-off

schedule number 6 is used. For all three adaptive algorithms, convergence is declared when

the change in minimum SNR drops below 10−3. These parameters were empirically tuned to

optimize the performance of each algorithm.
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Experiments 3 and 4 concern the ‘Quad’ measured outdoor scenario. Measurements corre-

sponding to positions 1, 3, 4, 6, 7, 9, 12, 13, 15, 17 in Figure 3.2 were selected for the respective

ten users. Results for instantaneous CSI-T (experiment 3) are summarized in Figure 3.6, while

those for long-term CSI-T (experiment 4) in Figure 3.7.

In Figure 3.6 (instantaneous CSI-T), MDR and dLLI perform very close to the optimum,

while Lozano’s algorithm is far behind. Specifically, the average coverage gap of Lozano’s

compared to MDR and dLLI is up to 5 users (50%) for a given average minimum SNR, while

the average minimum SNR gap is up to 5 dB for a given average coverage. LLI’s curve falls

between Lozano’s and MDR; dLLI significantly improves the performance of LLI. Unlike MDR

and dLLI, the other two adaptive algorithms (Lozano’s and LLI) do a poor job for full coverage.

MDR and dLLI are on par performance-wise (MDR is somewhat better at lower coverage, dLLI

at higher coverage); but dLLI is faster.

The situation is different for long-term CSI-T, as illustrated in Figure 3.7. Here dLLI is close

to optimal throughout the coverage range and clearly outperforms the rest, including MDR.

Indoor measurements (‘2nd Floor ECERF’) were used for the next two experiments. Mea-

surements corresponding to positions 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12 in Figure 3.3 were

selected for the respective twelve users. Instantaneous CSI-T is used in experiment 5, whereas

long-term CSI-T is used in experiment 6. As can be seen in Figure 3.8, MDR almost coincides

performance-wise with ENUM, dLLI performs very close to MDR, while LLI keeps trailing both

MDR and dLLI, by a significant margin. This picture changes (again) when long-term CSI-T is

considered, in Figure 3.9: dLLI clearly outperforms all other algorithms, including MDR; but

this time, dLLI is not as close to optimal as in the outdoors case.

Summarizing the insights obtained from single-group experiments, MDR and dLLI emerge

as the clear winners (in light of the fact that ENUM is prohibitively complex for realistic values

of K). Performance-wise, MDR is somewhat better for instantaneous CSI-T (rank-one channel

correlations), especially in the higher SNR / lower coverage regime, whereas dLLI is clearly

preferable for long-term CSI-T (higher rank channel correlations), and is generally close to

MDR even for instantaneous CSI-T. The proposed modifications of Lozano’s algorithm (LLI,

dLLI) are simple, yet significantly boost performance. Complexity-wise, Lozano’s algorithm

together with LLI are the fastest ones, requiring typically 10−3 to 10−2 seconds to terminate,

per problem instance. LLI is slightly faster than Lozano due to its better initialization, but
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their run-times remain in the same order of magnitude. dLLI is somewhat slower, requiring on

average 10−2 seconds. MDR follows next, requiring from 10−1 up to 1.5 seconds to run. dLLI is

more than an order of magnitude faster than MDR in all cases considered. ENUM takes from

2 to 7 minutes per problem instance.
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Figure 3.1: Illustration of the effect of µ on Lozano’s algorithm for a contrived but instructive
two-user scenario.

Figure 3.2: Quad: Outdoor measurement scenario from http://www.ece.ualberta.ca/∼mimo/
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Figure 3.3: 2nd Floor of ECERF: Indoor office measurement scenario from
http://www.ece.ualberta.ca/∼mimo/
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Figure 3.4: Experiment 1 (Outdoor): Average number of users served versus target SINR for
30 measured channel snapshots.
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Figure 3.5: Experiment 2 (Indoor): Average number of users served versus target SINR for 30
measured channel snapshots.
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Figure 3.6: Experiment 3 (Outdoor, single multicast, instantaneous CSI-T): Average minimum
SINR versus average number of users served over 30 measured channel snapshots.
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Figure 3.7: Experiment 4 (Outdoor, single multicast, long-term CSI-T): Minimum SINR versus
number of users served.
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Figure 3.8: Experiment 5 (Indoor, single multicast, instantaneous CSI-T): Average minimum
SINR versus average number of users served over 30 measured channel snapshots.
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Figure 3.9: Experiment 6 (Indoor, single multicast, long-term CSI-T): Minimum SINR versus
number of users served.
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Table 3.1: Experiment 1: Stationary Outdoor, three multicast groups; Monte-Carlo results (30

measured channel snapshots): N = 4 Tx Ant., K = 12 users (all depicted in Fig. 3.2), P = 1000;

σ2
k = σ2 = 1, ck = c, λk = 1, ∀k; e = 10−9 < 1

P/4+1 , δ = 1/24c−1

P maxm ∥hm∥22+σ2 . Entries formatted as

n @ p/30 mean that n users (or groups) are served in p out of 30 cases. All powers reported in

linear scale.

QoS target Alg. ♯ users served ♯ Groups Avg. Min Max Min Avg. Time

Tx Power Tx Power

3 ENUM 12 @ 10/30 3 @ 30/30 70 224 2960 s

11 @ 19/30

10 @ 1/30

3 D-SDR 12 @ 2/30 3 @ 29/30 26 88 0.95 s

11 @ 6/30 2 @ 1/30

10 @ 13/30

9 @ 4/30

8 @ 5/30

5 ENUM 11 @ 24/30 3 @ 30/30 185 749 1064 s

10 @ 6/30

5 D-SDR 11 @6/30 3 @ 30/30 122 846 0.88 s

10 @ 22/30

9 @ 2/30

10 ENUM 10 @ 6/30 3 @ 30/30 146 774 535 s

9 @ 24/30

10 D-SDR 10 @ 3/30 3 @ 24/30 123 803 0.99 s

9 @ 14/30 2 @ 6/30

8 @ 13/30

15 ENUM 9 @ 16/30 3 @ 16/30 414 950 352 s

8 @ 14/30 2@ 14/30

15 D-SDR 9 @1/30 3 @ 3/30 153 447 0.79 s

8 @26/30 2 @ 27/30

7 @ 3/30
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Table 3.2: Experiment 2: Stationary Indoor, three multicast groups; Monte-Carlo results (30

measured channel snapshots): N = 4 Tx Ant., K = 12 users (all depicted in Fig. 3.3), P = 1000;

σ2
k = σ2 = 1, ck = c, λk = 1, ∀k; e = 10−9 < 1

P/4+1 , δ = 1/24c−1

P maxm ∥hm∥22+σ2 . Entries formatted as

n @ p/30 mean that n users (or groups) are served in p out of 30 cases. All powers reported in

linear scale.

QoS target Alg. ♯ users served ♯ Groups Avg. Min Max Min Avg. Time

Tx Power Tx Power

3 ENUM 12 @ 12/30 3 @ 30/30 76 432 479 s

11 @ 18/30

3 MDR 12 @ 4/30 3 @ 30/30 51 422 0.40 s

11 @ 7/30

10 @ 11/30

9 @ 7/30

8 @ 1/30

5 ENUM 11 @ 14/30 3 @ 30/30 101 388 308 s

10 @ 16/30

5 MDR 11 @ 1/30 3 @ 30/30 145 997 0.43 s

10 @ 15/30

9 @ 11/30

8 @ 3/30

10 ENUM 10 @ 1/30 3 @ 30/30 194 983 383 s

9 @ 29/30

10 MDR 10 @ 15/30 3 @ 21/30 338 981 0.45 s

8 @ 14/30 2 @ 9/30

6 @ 1/30

15 ENUM 8 @ 30/30 3 @ 29/30 296 692 330 s

2 @ 1/30

1 15 MDR 8 @ 7/30 3 @ 2/30 226 752 0.53 s

7 @ 17/30 2 @ 28/30

6 @ 6/30
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3.8 Conclusions

We have considered the problem of joint multicast beamforming and admission control for

cellular and indoor/outdoor wireless networks. The objective is to serve as many potential

subscribers as possible at or above their prescribed SINR, and minimize the power required to

serve them. The problem is unfortunately NP-hard, but we have shown that it is possible to

design approximate solutions of acceptable complexity.

Two distinct approaches have been developed: one extending our earlier work for the mul-

tiuser SDMA downlink; the other building upon Lozano’s alternating gradient iteration. The

former (MDR) is a batch algorithm based on convex approximation, and handles multiple co-

channel multicast groups. The latter (dLLI) is an adaptive filtering-type algorithm that is

restricted to a single multicast group. These algorithms were thoroughly tested in experiments

using measured indoor and outdoor wireless channel data. These experiments indicate that

MDR and dLLI are generally good and sometimes remarkably good low-complexity approxima-

tions for the problem at hand.

For a single multicast group, dLLI has better or comparable performance relative to MDR,

in all cases considered. For long-term CSI-T, dLLI is the clear winner. Long-term CSI-T is more

realistic in a cellular context, due to mobility and the desire to limit signaling overhead. The

simplicity of dLLI is also very appealing. Taken together, these factors swing the verdict in favor

of dLLI, at least for cellular applications and a single multicast group (multiple multicasts can be

served via frequency- or time-division multiplexing, but this is generally not spectrally efficient).

When multiple co-channel multicasts are considered, and/or in fixed wireless applications where

instantaneous CSI-T is available, MDR is the method of choice.
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3.9 Appendix

3.9.1 Proof of Claim 3

Feasibility: Using the Cauchy-Schwartz inequality, it is easy to show that wm = 0, ∀m, si = 1,

∀i is always feasible for (3.9)-(3.11), provided

δ ≤ min
m∈{1,··· ,G}

min
i∈Gm

4c−1
i

P maxn∈{1,··· ,K} ∥hn∥22 + σ2
i

. (3.35)

Optimality: We next show that under the additional condition

ϵ <
1

P/4 + 1
, (3.36)

the single-stage reformulation in (3.9)–(3.11) is equivalent to the two-stage problem in (3.4)-

(3.8). The proof is by contradiction. Let
{
w̌m, {ši ∈ {−1,+1}}i∈Gm

}G
m=1

be a solution of

(3.9)-(3.11), and let
{
w̃, {s̃i ∈ {−1,+1}}i∈Gm

}G
m=1

denote a feasible alternative [that satisfies

(3.10)-(3.11)] for which

G∑
m=1

∑
i∈Gm

1(s̃i = −1) >
G∑

m=1

∑
i∈Gm

1(ši = −1),

where 1(·) stands for the indicator function. It follows that

G∑
m=1

∑
i∈Gm

(s̃i + 1)2 ≤
G∑

m=1

∑
i∈Gm

(ši + 1)2 − 4,

so

ϵ

G∑
m=1

∥w̃m∥22 + (1− ϵ)

G∑
m=1

∑
i∈Gm

(s̃i + 1)2 ≤

ϵP + (1− ϵ)

G∑
m=1

∑
i∈Gm

(ši + 1)2 − (1− ϵ)4.

Now, ϵ < 1
P/4+1 ⇔ ϵP − (1− ϵ)4 < 0, therefore

ϵ
G∑

m=1

∥w̃m∥22 + (1− ϵ)
G∑

m=1

∑
i∈Gm

(s̃i + 1)2 <

(1− ϵ)

G∑
m=1

∑
i∈Gm

(ši + 1)2 ≤

ϵ
G∑

m=1

∥w̌m∥22 + (1− ϵ)
G∑

m=1

∑
i∈Gm

(ši + 1)2,

which is a contradiction.
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This shows that serving more than
∑G

m=1

∑
i∈Gm

1(ši = −1) users is impossible. It remains

to show that users whose ši = −1 are served by
{
w̌m ∈ CN

}G
m=1

at minimum power.

For this, notice that joint optimality of
{
w̌m, {ši ∈ {−1,+1}}i∈Gm

}G
m=1

implies conditional

optimality of {w̌m}Gm=1 given {ši} - for otherwise we would again have a contradiction. For given

{ši}, and denoting So := ∪i | ši=−1, note that Gm∩So = ∅ ⇒ w̌m = 0N×1. This comes from the

cost function and constraints in (3.9)–(3.11): if the constraints for a certain subset of users are

satisfied via the slack variables, allocating power to these users is wasteful (increases the cost

function) and simply adds interference to other users. It follows that, conditioned on {ši}, the

{w̌m}Gm=1 should minimize ϵ
∑

m | Gm∩So ̸=∅ ∥wm∥22+constant under
∑

m | Gm∩So ̸=∅ ∥wm∥22 ≤ P ,

and

|wH
mhi|2∑

ℓ | Gℓ∩So ̸=∅,ℓ̸=m |wH
ℓ hi|2 + σ2

i

≥ ci, ∀i ∈ Gm ∩ So, ∀m. (3.37)

Finally, note that if there are multiple solutions of (3.4)-(3.6), i.e., if the maximal subset of users

that can be served is not unique, then (3.9)–(3.11) will automatically pick a maximal subset

requiring minimal total power - for otherwise a contradiction would emerge: cf. (3.9), and note

that the second term is only a function of the number of users served. This completes the proof.

3.9.2 Further simplifications

The reformulated problem in (3.9)-(3.11) can be further simplified as follows

min
{wm∈CN ,{si∈{−1,+1}}i∈Gm}

G

m=1

J
({

wm, {si}i∈Gm

}G
m=1

)
:=

ϵ
G∑

m=1

∥wm∥22 + (1− ϵ)2
G∑

m=1

∑
i∈Gm

(si + 1) (3.38)

subject to :

G∑
m=1

∥wm∥22 ≤ P, (3.39)

|wH
mhi|2 + δ−12(si + 1)∑
ℓ ̸=m |wH

ℓ hi|2 + σ2
i

≥ ci, ∀i ∈ Gm, ∀m, ℓ ∈ {1, · · · , G} , (3.40)

since for si ∈ {−1,+1} it holds that (si+1)2 = s2i +2si+1 = 2(si+1). This way, the quadratic

penalty term in the objective and the constraints can be equivalently replaced by the linear

term 2(si+1). In a similar vain, the semidefinite relaxation in (3.17)-(3.21) can be equivalently
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rewritten as

min
{Wm∈CN×N ,{si∈R}i∈Gm}

G

m=1

ϕ
({

Wm, {si}i∈Gm

}G
m=1

)
=

ϵ

G∑
m=1

Tr(Wm) + (1− ϵ)2

G∑
m=1

∑
i∈Gm

(si + 1) (3.41)

subject to :
G∑

m=1

Tr(Wm) ≤ P, (3.42)

Tr(HiWm) + δ−12(si + 1)∑
ℓ ̸=mTr(HiWℓ) + σ2

i

≥ ci, ∀i ∈ Gm, ∀m, ℓ ∈ {1, · · · , G} (3.43)

Wm ≥ 0, ∀m, (3.44)

−1 ≤ si ≤ 1, ∀i ∈ Gm, ∀m. (3.45)

which avoids the introduction of 2× 2 positive semidefinite matrix variables Si, using instead

scalar variables. This helps speed up computations, by roughly a factor of two.
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