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#### Abstract

In this study the development of a methodology for the numerical solution of steady-state compressible fluid flow and radiative heat transfer problems is reported. For the discretization of the computational domains, three-dimensional unstructured hybrid grids with tetrahedral, prismatic and pyramidical elements are employed along with a node-centered finite-volume scheme. Flow modelling is achieved via the Reynolds-Averaged Navier-Stokes (RANS) equations, along with appropriate two-equation turbulence models, namely, $k-\varepsilon$ (in three versions), $k-\omega$ and SST. For the computation of the inviscid fluxes an upwind method, applying Roe's approximate Riemann solver, is implemented, together with a higher-order accurate spatial scheme, while for the viscous ones the required gradients are evaluated with an element-based (edge-dual volume) or a nodal-averaging approach. The time advancement of the aforementioned equations is achieved with either an explicit scheme, applying a second-order temporal accurate four-stage Runge-Kutta (RK(4)) method, or an implicit one, implementing the Jacobi or the Gauss-Seidel algorithm. For the modelling of radiative heat transfer in general enclosures through absorbing, emitting, and either isotropically or anisotropically scattering gray media, the time-dependent or steady (non time-dependent) Radiative Transfer Equation (RTE) is employed. Similarly to fluid flow, a second-order accurate spatial scheme along with appropriate slope limiters is applied to increase accuracy of the solution, especially at the boundary regions, while time integration is obtained with simple iterative approximations or the same to flow model explicit scheme. In order to increase the efficiency of the proposed methodology additional acceleration techniques are used, namely, an edge-based data structure, a parallelization strategy based on the domain decomposition approach and MPI library functions, and an agglomeration multigrid method employed in isotropic or directional formulation for the flow solver and in spatial, angular or nested spatial/angular one for radiative heat transfer algorithm. Finally, the hrefinement technique is incorporated to increase accuracy at pre-selected regions of the examined grid, by enriching them with more nodes during the solution procedure; as a result, the generation of dense meshes from the very beginning is avoided. Based on the aforementioned methods, an academic CFD code, named Galatea, was developed; it has been validated against three- and quasi-three-dimensional benchmark test cases presented in the open literature, while its results have been compared with wind tunnel experimental data as well as results obtained by reference numerical solutions, confirming its capability to effectively perform such simulations in terms of accuracy, geometric flexibility and computational efficiency.
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## (Extended Abstract in Greek)
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 $\varepsilon \xi \iota \sigma \omega ́ \sigma \varepsilon ı \varsigma$ Navier-Stokes (RANS/Reynolds-Averaged Navier-Stokes), $\chi \rho \eta \sigma \mu о \pi о \iota \omega ́ v \tau \alpha \varsigma ~ \tau \eta v ~ v \pi o ́ \theta \varepsilon \sigma \eta$
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## Nomenclature

| $\underline{A}, \underline{L}$ | Jacobian matrices | $q_{i}$ | thermal tensor |
| :---: | :---: | :---: | :---: |
| $A_{H}$ | spatial forcing function | $q$ | incident radiative heat flux, $\mathrm{W} / \mathrm{m}^{2}$ |
| $A^{M N}$ | angular forcing function | $\vec{R}$ | flux balance vector |
| c | propagation speed of radiation in the medium | Re | Reynolds number |
| $\tilde{c}_{P}$ | sound speed of node $P$ | $R_{g}$ | gas constant ( $\left.R_{g}=287.04 \mathrm{~m}^{2} \sec ^{-2} \mathrm{~K}^{-1}\right)$ |
| $C_{j}$ | Legendre polynomials' coefficients | $\vec{S}$ | source term |
| $c_{p}$ | constant pressure specific heat | $S_{i j}$ | strain rate |
| $c_{v}$ | constant volume specific heat | $\hat{s}$ | unit vector in $s$ direction of a solid angle |
| CFL | Courant-Friedrichs-Lewy number | $t$ | time |
| $D_{c i}^{m n}$ | directional weight of solid angle $m n$ | $T_{u}$ | turbulence intensity |
| $e$ | energy per unit mass | $T$ | temperature ( $K$ only for radiative heat transfer problems) |
| $\hat{e}_{x}, \hat{e}_{y}, \hat{e}_{z}$ | unit vectors in $x, y$ and $z$ directions | $u, v, w$ | components of the velocity |
| $E$ | total energy per unit mass (reference energy in radiative heat transfer problems) | $\tilde{U}$ | averaged Roe value of a primitive variable |
| $\vec{F}, \vec{G}, \vec{J}$ | Navier-Stokes and turbulence models PDE's vectors | $u_{\tau}$ | friction velocity |
| $G^{*}$ | dimensionless average radiative heat flux | $V_{P}$ | volume of control volume of a node $P$ |
| $h_{t}$ | specific total enthalpy | $\vec{W}$ | conservative variables' vector |
| $I$ | unit matrix | $x, y, z$ | cartesian coordinates |
| $I(\vec{r}, \hat{s})$ | radiative intensity, $W / m^{2} s r$ | $y^{+}$ | dimensionless distance |
| $k$ | turbulent kinetic energy | $\alpha_{c i}^{m m}$ | pixelation coefficient |
| $k_{\alpha}$ | absorption coefficient, $m^{-1}$ | $\beta$ | extinction coefficient, $\beta=k_{a}+\sigma_{s}$ |
| M | Mach number | $\gamma$ | ideal gas constant ( $\gamma=1.4$ ) |
| $N_{P}$ | number of nodes (finest grid) | $\delta_{i j}$ | Kronecker's delta |
| $N_{\theta}, N_{\varphi}$ | number of polar and azimuthal angles (finest resolution) | $\Delta A_{i}$ | part $i$ of surface area of control volume |
| $p$ | pressure | $\Delta \Omega^{m m}$ | discrete control angle |
| $P_{j}$ | Legendre polynomials of order $j$ | $\varepsilon$ | dissipation rate |
| $P_{k}$ | turbulent energy production term | $\varepsilon_{w}$ | wall emissivity |
| Pr | laminar Prandtl number ( $\operatorname{Pr}=0.72$ ) | $\theta$ | polar angle |
| Pr $r_{t}$ | turbulent Prandtl number ( r $_{t}=0.9$ ) | $\kappa$ | Von Karman constant ( $\kappa=0.41$ ) |


| $\mu$ | laminar viscosity | Subscripts |  |
| :---: | :---: | :---: | :---: |
| $\mu_{t}$ | turbulent viscosity | $b$ | blackbody |
| $\rho$ | density | $h$ | first non-agglomerated grid |
| $\sigma$ | Stefan-Boltzmann constant ( $\sigma=$ $5,6710^{-8} \mathrm{~W} / \mathrm{m}^{2} \mathrm{~K}^{4}$ ) | H | agglomerated grid |
| $\sigma_{s}$ | scattering coefficient, $m^{-1}$ | in | inlet |
| $\tau_{i j}$ | stress tensor | $k, \varepsilon, \omega$ | equations of turbulence models |
| $\tau_{w}$ | friction stress tensor | $m$ | medium |
| $\varphi$ | azimuthal angle | out | outgoing |
| $\Phi$ | scattering phase function | $P Q$ | edge connecting $P$ and $Q$ nodes |
| $\bar{\Phi}$ | average scattering phase function | P, p | present control volume |
| $\omega$ | specific dissipation rate (scattering albedo $\omega=\sigma_{s} / \beta$ in radiative heat transfer problems) | $Q, q$ | adjacent control volume |
| Superscripts |  | $r$ | reflected |
| inv | inviscid | rad | radiative |
| $m n$ | first non-agglomerated angular resolution | $t$ | turbulent |
| MN | agglomerated angular resolution | ref | reference |
| vis | viscous | $w$ | wall |
| $\sim$ | normalized variable |  |  |

## 1. Introduction

### 1.1. Objectives

As the title of this thesis suggests, its main objective is the development of methodologies capable of solving numerically steady-state compressible fluid flow and radiative heat transfer problems. Such a methodology has many academic and industrial engineering applications, e.g., in aircrafts, engine inlets, industrial furnaces, combustion chambers, ramjet engines, etc. Considering the aforementioned goal, the following objectives were accomplished, while main attention was directed toward the improvement of the obtained solutions' accuracy as well as of the efficiency of the simulations:

- A node-centered finite-volume algorithm for the prediction of inviscid and viscous (laminar and turbulent) compressible fluid flows on unstructured tetrahedral or hybrid three-dimensional grids.
- A corresponding methodology simulating radiative heat transfer.
- Improvement of solutions' accuracy, employing:
a) Higher-order accurate schemes along with appropriate limiting functions, especially in case of radiative heat transfer.
b) A grid adaptation technique (h-refinement).
- Improvement of methods efficiency, implementing:
a) A parallelization strategy.
b) A spatial agglomeration multigrid scheme.
c) An angular and a combined (nested) spatial/angular agglomeration multigrid methodology for radiative heat transfer simulations.
- Validation of the developed method against benchmark test cases, via the qualitative and quantitative comparison of the obtained results with experimental data as well as with the results of acclaimed corresponding solvers.
This Chapter is continued with a literature review, concerning the main features of this type of algorithms, i.e., fluid flow and radiative heat transfer modelling, parallel computation, multigrid methodology and grid adaptation, while in its final section an overview of the proposed methodology along with its original contributions is summarized.


### 1.2. Literature review

### 1.2.1. Fluid flow modelling

The attempt of English mathematician L.F. Richardson around 1920 to predict weather by solving Partial Differential Equations (PDE's) is assumed to be the beginning of Computational Fluid Dynamics or CFD for short, as it included the main four features of CFD: a practical problem, PDE's to model mathematically this problem, a numerical scheme and computers (the original sense of word computers is utilized here - people, and not machines, doing calculations) [Tor97]. Nevertheless, many years passed for CFD history to actually start, mainly due to the limited computing capabilities; its beginning is dated about the early 1970's [Bla01]. Since then, CFD has denoted the combination of physics, numerical analysis and computer science, employed to simulate fluid flows, while it has routinely been applied to the scientific fields of aeronautics, marine engineering, turbomachinery, meteorology, oceanography, astrophysics, oil recovery and architecture [Tor97, Bla01].

A significant effort has been exerted during the past decades in the field of aerodynamics for the development of industrial, commercial and academic CFD algorithms, mainly due to their capability for analyzing the aerodynamic behaviour of complete aircraft configurations in a relatively short period of time; one of the first such codes was developed by Jameson et al. [Jam86]. Nowadays, the aerodynamics designers rely strongly on the CFD algorithms' results, as in that way they may avoid (initially at least) a
large fraction of the extremely time and money consuming experiments in wind tunnels. The decreased effort, obtained by the employment of CFD codes, especially those based on the Reynolds Averaged Navier-Stokes (RANS) equations, produces finally a reduced design cycle time. Nevertheless, the results obtained even by the most acclaimed methodologies appear not to always match with the corresponding wind tunnel experimental results. As the accuracy of the numerically derived flow affects significantly the lift, drag and general aerodynamic payload of an aircraft, which subsequently influences its final design, a continuous need arises for more accurate and more efficient methods, making CFD an evolving scientific field. Therefore, although various academic and commercial compressible flow solvers have been developed in the past years, many issues concerning the methods of grid generation, discretization, flux computation, turbulence modelling, etc., are still subjects of continuous research.

Considering the previous state, the first issue to be defined for a CFD algorithm is the type of the grid used to represent the physical domain under examination. For the first solvers, structured grids were employed, constructed either by algebraic methods or by using PDE's; in test cases requiring meshes with increased complexity overlapping grids were also utilized, derived by the Chimera technique [Bla01]. As excessive time was demanded for their construction (even weeks in case of a military aircraft), the researchers started to focus on the development of unstructured grid generators [And94, Bla01]. Unstructured grids, usually consisted of tetrahedral elements (triangular faces in two dimensions), offer the largest possible flexibility in the treatment of complex geometries along with reduced time and minimum user intervention for their generation/adaptation (compared to structured ones). In case of a viscous flow simulation a hybrid mesh should be selected instead, including prismatic or hexahedral elements at boundary layer region to resolve effectively the severe anisotropy of the flow at this area which demands a priori smaller spacing besides excessive geometric flexibility; tetrahedra are used for the rest of the field, while pyramids fill the transition region (from prismatic to tetrahedral elements) [Kim03, Kal05a]. In that way, not only the accuracy of the final solution is improved, but the number of required elements, faces and edges is decreased, compared to a tetrahedral grid with appropriate spacing, resulting in reduced computational effort and memory requirements [Bla01]. Considering the aforementioned advantages of unstructured grids, they appear to be preferable compared to structured ones for problems concerning external aerodynamic flow over a complex geometry, in which the mesh size is adapted to local geometrical and flow features, e.g., in case of an aircraft. Despite their arbitrary nodal distribution, which typically results to approximately twice the number of edges of a corresponding structured hexahedral mesh and consequently to double computational and memory cost when an edgebased technique is employed, they remain the preferred choice for such simulations [Bar92, Kal96, Bla01, Sor03, Kal05a]. In addition, the unstructured meshes have another important feature as analyzed at a next paragraph, the easy adaptation; it can be performed during the solution procedure to capture more efficiently localized phenomena such as shocks [Loh92, Kal96, Bla01, Kal05a].

For the discretization of the computational field and subsequently the numerical approximation of the governing equations an appropriate modelling strategy is required, such as the finite-volume method, probably being the most widely applied in three-dimensional flow simulations [Jam81, Bar92, Kal96, Lan98, Bla01, Lyr02, Kim03, Kou03, Kal05a, Del11]. According to this scheme the computational domain is discretized into a certain number of arbitrary finite control volumes, at each of which the magnitude of variables is assumed to be constant (for first order schemes) [Kim01]. This method can be implemented to both structured and unstructured grids, while it can be categorized in two main types, the cell-centered and the node-centered (also named vertex-centered), depending on the location of the computational nodes surrounded by the corresponding control volumes [Del11]. In the first case, the mesh elements represent the aforementioned control volumes, while the variables are stored at their barycenters. For the node-centered approach, the control volumes are constructed around the nodes of the grid; several methodologies have been developed for their construction, e.g., by connecting lines defined by edge midpoints, barycenters of faces and barycenters of elements, sharing a node [Kim03, Kal05a]. Although one should expect the wider implementation of the cell-centered scheme, considering that for the same computational grid it includes many more Degrees of Freedom (DoF's) compared to the nodecentered one, both options are almost equally used nowadays [Bla01]. Moreover, there exist studies
indicating the equal or even superior potential of the node-centered method in terms of accuracy, compared to the cell-centered one for the same number of Degrees of Freedom [Del11].

Another important issue in CFD methodologies concerns the scheme implemented for the computation of the numerical fluxes. The upwind method, considering a one-dimensional Riemann problem in the direction of the normal vector of each face of a finite control volume (interface between adjacent control cells), appears to be strongly established as the most appropriate model for the evaluation of the inviscid fluxes [Bar89, Dec92, Bla01]. For the solution of this problem approximate Riemann solvers have been developed (Roe, Osher-Engquist, HLLC, etc.), as the exact solution would require excessive computational effort [Roe81, Osh84, Bar89, Bar92, Dec92, Lan98, Bla01, Sor03]. Unfortunately, the discretization of the continuous computational field into finite control volumes results in significant values of numerical diffusion; a remedy to this drawback is the implementation of higherorder spatial schemes, such as the Monotonic Upstream Scheme for Conservation Laws (MUSCL), that reconstructs the variables' values at computational nodes using Taylor series expansion [VanA82, VanL85, Bar89, Bar92, And94, Kal96, Lan98, Bla01, Kal05a]. Moreover, to control the total variation of the reconstructed field and assure monotonicity between the adjacent control volumes, appropriate slope limiters accompany the aforementioned scheme, such as the Van Albada-Van Leer, Min-mod, BarthJespersen, Superbee, etc., [VanA82, Swe84, Bar89, Bar92, Bla01]. For the viscous fluxes, the temperature and velocity components' gradients have to be evaluated at the control volumes' interfaces; usually a nodal-averaging or an element-based method (approximate Galerkin finite-element approach, face-centered control volume approach, etc.,) are applied [Bra96, Ka196, Bla01, Ka105a]. Although the first approach, especially when considering a simple arithmetic nodal-averaging, is susceptive to odd/even oscillations, it is frequently selected due to the relatively increased computational effort required by the element-based approach [Bra96].

For the simulation of turbulent flows the Direct Numerical Simulation (DNS) and the Large Eddy Simulation (LES) models appear to be the methods producing the most accurate numerical results; nevertheless, their computing requirements for excessively decreased spatial and temporal discretization cannot yet be afforded widely [Bla01]. As such, the RANS equations with an appropriate statistical turbulence model, such as $k-\varepsilon, k-\omega$, SST (Shear Stress Transport) or Spalart-Allmaras, is still the most widely employed methodology in engineering applications [Lau74, Saf74, Men03a, Du05, Kal05a]. The aforementioned one- or two-equation models are typical examples of PDE's with source terms, based on the Boussinesq assumption, according to which the turbulent shear stress is associated with the mean rate strain with a linear relationship [Bla01, Kou03, Du05]. One of the most popular turbulence models is revealed to the $k-\varepsilon$ [Lau74, Lar91, Kun92, And94, Ste94, Mav94, Jon97, Yod99, Koo00, Kou03, Du05], being a well established method for the prediction of unsteady mean characteristics of a class of lowspeed vortex dominated flows [Koo00]. It has been developed in various formulations, depending mainly on the boundary wall treatment; for example it can be applied at the solid wall boundary region via wall functions [Koo00] or with a one-equation model employed at the same area [Jon97]. Although strong non-linearities of the model may interact with numerical errors in such a way that positivity of the variables $k$ and $\varepsilon$ is lost, appropriate treatment can overcome these difficulties quite easily [Lar91, Du05]. Another also widely applied turbulence model is the $k-\omega$ of Wilcox [Saf74, Lar91, Men94, Chi96, Liu96, Pen99, Bre02, Kim03, Men03a], which unlikely the $k-\varepsilon$ does not usually consider wall functions at the solid wall region but allows simple Dirichlet boundary conditions to be specified (low Reynolds number approach). Despite its high level accuracy at this area, it appears to be relatively sensitive to the value of free-stream dissipation rate [Men94, Men03a, Men03b]. This was one of the main motivations for the development of the SST scheme [Men94], which is actually a combination of the aforementioned models. It utilizes the $k-\omega$ at the inner region of the boundary layer and switches via an appropriate blending function to the standard $k-\varepsilon$ at the outer region and at the free shear flow• As such, it has a similar performance to the $k-\omega$ model, but avoids at the same time its strong free-stream sensitivity [Men94, Men03a, Men03b]. Significant efforts have been made for the efficient treatment of source term of the pre-described models, in order to alleviate its rapid increase during the iterative solution of corresponding equations (especially in case of an explicit iterative scheme), a phenomenon usually arising at stagnation
points [Lar91, Mav94, Dur96, Du05]. As a result, various methods have been developed, such as the explicit limiting of the obtained corrections of model's variables [Mav94], use of different time step for the flow and turbulence model PDE's [Mav94], implicit treatment of the source term in case of an explicit iterative scheme [Bla01], utilization of only negative contributions of the source term for the construction of the corresponding Jacobian matrix [Lar91, Koo00], etc. All these models were originally applied in aeronautical applications, but since then have made their way into most industrial, commercial and many research codes. Although they give satisfactory results in a computationally acceptable time, they are still statistical models, so they do not derive turbulent variables' distributions in total agreement with DNS data [Men94].

As CFD concerns numerical methods, the last main issue, which has to be defined is the iterative approximation scheme employed for the solution of flow and turbulence model's equations (in a strongly or loosely coupled manner) [Bla01]. The simplest means of solving iteratively a system of PDE's is the implementation of an explicit scheme [Jam81, And94, Mav94, Ven95, Ka196, Kim03, Sor03, Kal05a], e.g., a multi-stage Runge-Kutta method [Lal88a]. According to this scheme the temporal derivative of conservative variables is discretized using a finite-difference formulation at each time step, after evaluating the flux sum at the same step [Ven95]; in that way the explicit methods call for only simple updates, resulting in easy parallelization and reduced memory requirements. Nevertheless, for large-scale flow simulations, such as flows over aircrafts necessitating millions or tens of millions of computational nodes, the rate of convergence slows down dramatically, resulting in relatively inefficient solution schemes. Implicit schemes appear under certain circumstances more appropriate for fine grids, as they allow for the use of larger CFL (Courant-Friedrichs-Lewy) numbers and consequently for larger time steps, accelerating the solution process [Ven91, Ven95, Gri98, Joh04, Pet07]. Nevertheless, they aren't so simple to implement, compared to the explicit ones, especially in a parallel computational environment, while they call for increased memory storage. The point-implicit schemes (a category of implicit iterative methods), usually implemented with the Jacobi or the Gauss-Seidel iterative algorithms, preserve relatively the simple implementation of explicit schemes, even in parallelized simulations, along with the utilization of large time steps [Kou03].

In order to increase the convergence rate and consequently accelerate the solution procedure independently of the iterative scheme (explicit or implicit), especially in large-scale flow problems, various techniques have been developed during the past years. Considering the use of unstructured grids and the increase of computational effort and memory requirements which entail (especially the hybrid ones), a more sophisticated data structure with indirect addressing, such as an edge-based one, can be utilized [Bar92, Eva92, Bla01, Sor03]. According to this approach, the solver gets information from the examined mesh as sets of nodes connected by an edge; in that way the nature of the hybrid mesh is concealed from the main calculation loops, enhancing the solver with the capability of handling grids composed of complex elements [Eva92]. Besides the main solver, h-refinement methodologies, analyzed at a next paragraph, take advantage from the edge-based data storage, considering that the new nodes, enriching the mesh, are introduced at the middle of the existing edges [Eva92, Loh92]. Another widely applied acceleration method is the local time-stepping technique, defining for each computational node the maximum allowable time step, which consequently results to the improvement of convergence of the simulation [Bla01]. In case of an explicit iterative scheme usually entailing a relatively low convergence rate, an implicit residual smoothing technique may be employed, which enhances the procedure with implicit features and allows for the utilization of larger CFL numbers [Kim03]. Last but certainly not least methods reducing the required wall-clock simulation time are the parallel computation [Ven95, Lan96, Smi96, Kar99] and the multigrid method [Mav94, Mav96, Mav97, Mav98, Car00, Bla01, Sor03, Nis10, Nis11, Nis13], analyzed in detail in the following sections.

### 1.2.2. Radiative heat transfer modelling

Radiative heat transfer has to be considered and therefore be modelled in the simulation of any engineering problem including combustion, e.g., fire in the internal area of a building or a tunnel, combustion chambers, etc. Therefore, various methodologies were developed during the past decades,
mainly divided in two categories, those using exchange view factors (zonal type approaches) and those utilizing flux models (CFD type approaches) [Bor13].

The first model employing the Radiative Transfer Equation (RTE), which describes mathematically radiative heat transfer in a general enclosure, was the Hottel's zone method [Hot67, Loc81]. Although it has been widely applied, it appears to be relatively inefficient, due to its requirement for pre-computation of the necessary exchange view factors. For complex geometries with a large number of discrete surfaces the time for these evaluations increases excessively; therefore its implementation is limited to enclosures including few discrete surfaces [Loc81]. This shortcoming was alleviated partially by the Monte Carlo method, which considers the automatic computation of exchange view factors, tracking in a random manner selected energy releases [Ste71, Loc81]. Based on the feature of geometric flexibility, the Monte Carlo method became quite popular, though it didn't also achieve satisfactory convergence rates [Loc81]. Nevertheless, for both aforementioned methods belonging to the first category, which depend on the utilization of exchange view factors, adequate accuracy is achieved only in the expense of a relatively high computational cost [Sas95].

The second category of methods, employed for the prediction of radiative heat transfer, is based on flux models (also named differential approximations), which, similarly to CFD, depend on the exchange and balance of fluxes at control cells in which a computational domain is discretized. They have been widely implemented in engineering applications, as they appear to be relatively more computationally efficient, compared to the pre-mentioned zonal type approaches. In a similar manner to CFD solvers, extra accuracy is gained with the increase of DoF's, e.g., by applying a grid adaptation technique, in expense however of an also increased simulation time. Various algorithms involving flux models have been developed and tested during the past decades, such as the six-flux model [Loc81, Hof88, Sas95, Ker00], the Finite-Element Method (FEM) [Raz83, Fiv94, Fum04, Liu04, Liu05, Liu06], the Discrete Ordinates Method (DOM) [Car68, Fiv84, Fiv87, Fiv88, Jam92, Kim98, Rai99, Gri08, Hun11, Coe14] and the Finite-Volume Method (FVM) [Rai90, Chu92, Chu93a, Chu93b, Mur98a, Mur98b, Mur98c, Mat99, Rai99, Kim01, Kim08, Kim10, Cap 10, Coe14].

The six-flux model [Hof88] was one of the first CFD type approaches, which became quite popular, mainly due to its capability to retain the important effects of hot enclosure cases along with computational economy by solving directly on the flow domain spatial grid and without needing any special description of the geometry [Ker00]. Hybrid versions of this model have been also developed, such as the hybrid sixflux/zone model. The Discrete Transfer Model (DTM) [Loc81, Sas95], which combines also characteristics of zonal type methodologies [Loc81], was widely applied, due to its potential of preserving the physics of the problem with relatively simple mathematics and controlling its accuracy by increasing the number of rays projected from each physical surface and the number of zones that the domain is divided into; this increase of DoF's results of course to a corresponding increase of required computational resources [Ker00]. Therefore, an accurate surface model, being necessary for the examined geometry to be described, along with accurately shaped control volumes and positioning of the rays are prerequisites in order also accurate solutions to be obtained by this method [Ker00].

Other broadly employed flux models for radiative heat transfer simulations are the Finite-Element Method (FEM) [Raz83, Fiv94, Fum04, Liu04, Liu05, Liu06] and the Discrete Ordinates Method (DOM) [Rai90, Chu92, Chu93a, Chu93b, Mur98a, Mur98b, Mur98c, Mat99, Rai99, Kim01, Kim08, Kim10, Cap10, Coe14]. The popularity of the first model derives mainly from its feature that the radiative intensity in a computational cell can differentiate across this domain and that this variation can be traced to increase degrees of approximation [Liu06]. Despite DOM's inflexibility in anisotropic scattering modelling and angular discretization [Rai99], especially in cylindrically configured enclosures under axisymmetric or non-axisymmetric radiative heat transfer [Car68, Jam92, Gri08, Hun11], it has been applied in various multidimensional problems, providing accurate and computationally efficient solutions [Fiv84, Fiv87, Fiv88, Kim98, Coe14]. For axisymmetric radiative heat transfer in cylindrical enclosures the Modified Discrete Ordinates Method (MDOM) has been also proposed, according to which any set of arbitrary control angles can be selected, while the simplicity of the conventional DOM is retained [Bae98a].

The Finite-Volume Method (FVM), proposed initially by Raithby and Chui [Rai90], is revealed as one of the most viable and robust tools for analyzing radiative heat transfer, mainly due to its simplicity and its applicability to complex geometries. Considering these characteristics, many researchers have focused on this methodology, studying its potential for effective radiative heat transfer prediction in various shapes of enclosures, represented by structured or unstructured tetrahedral (triangular for 2D), hybrid or polygonal grids and Cartesian or cylindrical coordinates. For example, Chui et al. [Chu92, Chu93a, Chu93b] as well as Grissa et al. [Gri08] employed this method on cylindrical enclosures, Kim and Baek treated unstructured meshes, including complex geometries and obstacles [Bae97, Kim01], Murthy and Mathur [Mur98a, Mur98b, Mur98c, Mat99] implemented it on structured, unstructured and hybrid grids, extending it to account also for periodic boundaries, while Kim et al. applied it in unstructured polygonal meshes [Kim08, Kim10], etc. Modifications of this method were also developed, as its coupling with the Mie theory for anisotropically scattering media by Trivic et al. [Tri04a, Tri08], its combination with the lattice Boltzmann method in conjunction with genetic algorithms for transient conduction-radiation heat transfer problems by Das et al. [Das08], the corresponding to MDOM Modified Finite-Volume Method (MFVM) for axisymmetric radiative heat transfer in cylindrical enclosures by Kim and Baek [Kim05b], etc. Other researchers worked on the improvement of its efficiency, such as Kim et al. proposing a parallelized version of it [Kim05a], or on the increase of its accuracy, such as Guedri et al. implementing a higher-order spatial differencing scheme [Gue09] and Hassanzadeh and Raithby employing a second-order radiative transfer equation [Has08].

According to the finite-volume scheme, the RTE is discretized and solved in a discrete number of control cells (similarly to CFD) as well as for a discrete number of finite solid control angles; it is integrated for each direction over the control volume under examination. Conservation of energy, spatial discretization, application of boundary conditions, and, formulation and solution of discrete equations are common procedures for fluid flow and radiation [Rai99, Kim05a]. It is this the main feature making this method attractive for CFD scientists, as it allows radiative heat transfer to be treated in a way familiar to them, compared for example with Monte-Carlo method, which requires additional knowledge and experience considering the employed exchange view factors [Rai99, Ste07]. Consequently, via the finitevolume modelling of radiative heat transfer, the assets of well established in CFD techniques can be utilized, e.g., the employment of hybrid unstructured grids with highly stretched elements at boundary surfaces, resulting in increased accuracy at the same regions, or the incorporation of acceleration techniques, such as parallel computation [Ven95, Lan96, Smi96, Kar99, Kim05a] and multigrid scheme [Mav94, Mav96, Mav97, Mav98, Car00, Bla01, Sor03, Nis10, Nis11, Nis13]. Despite the aforementioned similarities, an important difference exists between them; heat transfer via radiation occurs simultaneously in all directions [Rai99]. Nevertheless, considering its main features it appears to be the first choice for performing radiative heat transfer simulations by scientists familiar with CFD [Rai99, Kim05a], and for enhancing existing finite-volume CFD solvers with additional radiative heat transfer computation capability [Kim96, Ko08].

Based on the test cases solved with the finite-volume scheme during the past years, two main shortcomings have been identified, causing reduction of the method's accuracy: the ray effect and the false scattering [Cha93, Coe02, Cap10]. The first drawback derives from the discretization of the continuous angular field in finite solid control angles, and can be alleviated with a denser angular resolution [Cha93]. It doesn't depend at all on the selected spatial resolution; therefore, it can be observed even to a very fine mesh. On the other hand, the false scattering is associated only to the spatial discretization, resembling false or numerical diffusion in CFD scientific field [Coe02], while its effects can be subdued by the utilization of finer grids (globally or locally employing grid adaptation) or more accurate spatial schemes [Cap10]. Significant efforts have been exerted during the last years to moderate the consequences of this drawback and improve the accuracy of the finite-volume method, such as the development of the second-order RTE [Has08] or of higher-order accurate spatial schemes [Cap10, Gue09].

As mentioned in the previous section a higher-order accurate spatial scheme, based on the MUSCL methodology, considers the reconstruction of variables' values (radiative intensity in case of RTE)
employing the Taylor series expansions [VanA82, VanL85, Bar89, Bar92, And94, Ka196, Lan98, Kal05a, Bla01]; in that way more mesh nodes are taken into account for the computation of radiative intensity numerical fluxes, avoiding significant amounts of false scattering. Limiting by appropriate functions, such as those of Van Albada-Van Leer [VanA82] and Min-mod [Swe84], is required mainly for boundary surfaces, where strong discontinuities arise similarly to shock waves in compressible flow. Unfortunately, higher-order schemes may lead sometimes to negative - unphysical - values of radiative intensity; a fix-up procedure, reverting them to zero or to their previous values [Cap10], can be employed to subdue this problem. Despite this temporary remedy, such values along with the common practice of solving RTE with simple iterative approximations, a procedure being susceptible to oscillations, may lead the simulation even to failure. Although the time-dependent RTE is applied usually to transient-unsteady simulations [Das08, Hun11, Tan02, Cha03], it can be employed along with more sophisticated iterative schemes to mitigate the aforementioned problem. Such a scheme is the multi-stage Runge-Kutta method [Lal88a], formulated suitably to provide a second-order temporal discretization [Bla01], considering that a higher-order spatial scheme shall be accompanied by an also higher-order temporal one.

### 1.2.3. Parallel computation

Large-scale test cases involving grids with millions or tens of millions DoF's, e.g., in flows over aircrafts, result in very time-consuming simulations; thus, considerable efforts were exerted during the past decades for the development of appropriate strategies to enhance the existing numerical solvers with the capability of solution of such problems in a parallel computation environment. These efforts were significantly augmented by the rapid increase of computing capabilities during the same decades, as well as by the widespread availability of multi-processor computer systems. According to the so called Flynn's taxonomy [PARCOMP], proposed by the American Professor Michael J. Flynn in 1966, the following classifications of multi-processor computer architecture, based on the two independent dimensions of Instruction Stream and Data Stream, can be distinguished [Fly98, PARCOMP]:

- SISD (Single Instruction-Single Data Stream),
- SIMD (Single Instruction-Multiple Data Stream),
- MISD (Multiple Instruction-Single Data Stream),
- MIMD (Multiple Instruction-Multiple Data Stream).

From the aforementioned categorization, the first group does not actually correspond to parallel computing (a single processor/process is assigned), while the SIMD or the slightly different SPMD (Single Program-Multiple Data Stream, corresponding to the same program but not necessarily to the same instruction) appears to be the most widely applied one in CFD numerical methods, based on the domain decomposition methods [Loh92, Ven95, Lan96, Smi96, Gri98, Sor03, Kim05a]. Considering the aforementioned governing PDE's, the domain decomposition approach entails the process of distributing and exchanging data among the processors/processes in a distributed memory computational system. In this context, domain decomposition indicates the methodologies developed for decomposing a data structure; thus, data decomposition is perhaps a more appropriate term [Smi96].

In CFD simulations the domain decomposition approach is implemented via the division of the examined grid among the available processors/processes (almost always one process corresponds to one processor); a mesh partitioning application, such as METIS, can be used for this division. Special care is required in order decomposition to be performed in a judicious manner, since it has a significant impact on the parallel performance of the solver via the work balance and the communication load among the processors [Tai03, Kal05a]. Since initial partitioning of computational field is accomplished, two main strategies can be employed in order the communication among the adjacent sub-domains to be established; the first is based on overlapping of interface cells, whose nodes are assigned to multiple partitions, as well as the exchange of values of the variables and nodal gradients, while the second considers straightforward the exchange of numerical fluxes at interfacing faces with no overlapping areas
[Tai03, Kal05a]. Although the first strategy might seem more memory consuming, it appears to be quite efficient, as for an explicit especially iterative scheme it is not the memory usage that should concern, but the communication cost between the adjacent sub-grids [Kal05a]. Finally, an appropriate interface protocol, such as the Message Passing Interface (MPI), is required in order internal boundary data of each sub-domain to be exchanged and the iterative communication to be achieved [Loh92, Ven95, Sor03, Tai03, Kal05a].

### 1.2.4. Multigrid methodology

Although unstructured mesh solvers offer the largest possible flexibility in the treatment of complex geometries, they appear to be relatively inferior in terms of efficiency compared to structured ones [Mav99, Car00]. A remedy to this significant shortcoming is the multigrid methodology; a scheme originally introduced to increase the convergence rate of the numerical solution of elliptic problems [Bra84, Mav97, Fer02], but since then it has made its way into most types of numerical simulations in CFD. Its main idea derives from an observation identified to most of the well-established iterative methods; they converge more slowly on finer resolutions as information is carried out to only one node per iteration (one-dimensional problem) [Fer02]. As a result information has to go back and forth on the computational domain several times during an iterative solution, generating both high and low frequency errors, whose damping defines actually the convergence rate of the simulation [Fer02]. The commonly implemented iterative schemes succeed in efficient relaxation of the first errors, but they seem to be relatively inefficient against the low frequency ones [Fer02]. The multigrid method, which is based on the solution of governing PDE's on successively coarser grids, actually transforms these low frequency errors in high frequency ones on the coarser resolutions, allowing for their efficient damping [Fer02]. The solutions, obtained by the coarser meshes in a relatively negligible computation time, are prolongated to these of the finer grids up to the initial finest one, requiring as such an associating relation between two successive grids. More specifically, appropriate operators, namely restriction and prolongation operators, have to be defined; the first one considers a method for transferring smoothed values of flux balances and/or conservative variables from the finer to the coarser grid (restriction procedure), while the second operator includes a scheme for interpolating conservative variables' corrections from the coarser to the finer grid (prolongation) [Fer02]. Many researchers have focused on the multigrid methodology during the past years, developing various types; their differences are mainly identified on the generation of the coarser resolutions as well as on their associating relation [Mav94, Bra96, Liu96, Mav96, Mav97, Mav98, Car00, Dar06, Bla01, Fer02, Han02, Sor03, Tai03, Liu06, Kat09, Vak09, Nis10, Nis11, Nis13].

Considering the way the coarser resolutions are generated, the multigrid method can be divided in two main types, the geometrical and the agglomeration approach [Bla01]. According to the first classification, the sequence of the coarser grids is obtained either by the construction from scratch of completely independent grids with a corresponding application (non-nested grids approach) or by the generation of associated grids (nested) [Bla01]. If the second (topological) method is selected, the successive grids can be obtained either by starting from the coarsest one enriching it with more mesh nodes via a grid adaptation technique, such as h-refinement, or by starting from the finest one removing nodes and implementing re-triangulation [Bla01]. In a similar way to the previous topological approach, the second (agglomeration) multigrid type, initially proposed by M.H. Lallemand [Lal88b], begins from the initial finest grid generating the sequence of required successive coarser grids via merging the adjacent control volumes; in this way coarser meshes of irregular polyhedral elements are constructed. Despite the satisfactory performance of this scheme for inviscid flow problems along with tetrahedral grids, some studies indicate the reduced gained acceleration in case of its implementation for viscous flow simulations accompanied by hybrid meshes with highly stretched elements at the boundary layer region [Mav97, Mav98, Lam04, Nis10, Nis11, Nis13]. A semi-coarsening or directional-coarsening agglomeration technique was proposed by D.J. Mavriplis [Mav97, Mav98] to alleviate the effects of the aforementioned shortcoming. According to this method, the control volumes of nodes belonging to stretched elements (prisms or hexahedrons) are fused together only if they are located in the normal to the boundary surface direction, while for the rest nodes of tetrahedral elements the isotropic procedure is
employed; thus, the grid anisotropy is moderated as the generated coarser meshes appear to be less stretched than the initial finest one [Lam04]. Alternatively, full coarsening directional agglomeration can be implemented, which considers the fusion of control cells on a topology-preserving framework, resembling the advancing front technique [Han02, Nis 10 , Nis11, Nis13]. In accordance with this method, the procedure begins by merging the solid wall boundary control cells, while next a line-agglomeration step is performed fusing control volumes along implicit lines starting directly above the boundary volumes [Nis11]; compared to semi-coarsening technique, this agglomeration type seems to result to more efficient solutions, as it allows for greater reduction of DoF's between two successive grids. Finally, an alternative to the aforementioned types of multigrid scheme (geometrical and agglomeration) is the Algebraic Multigrid (AMG), which considers the construction of a coarsening matrix rather than the generation of any grid topology [Vak09].

The second feature distinguishing types of multigrid method, concerns the associating relation and consequently the way in which data are transferred between two successive grids. The initially introduced multigrid schemes were based on the Full Multigrid (FMG) method [Bra84], according to which after fully or partially relaxing the governing PDE's on the coarsest grid the obtained solution is interpolated to the finer one and utilized as an initial guess. The procedure is repeated up to the finest resolution, achieving in that way a better and simultaneously cheaper initial guess/solution, considering that most simulations begin from a uniform unphysical state [Fer02]. Alternatively, the Full Approximation Scheme (FAS) can be implemented, in which at each multigrid cycle the governing PDE's are solved only for the finest resolution, while for the coarser ones approximate versions of the same equations are relaxed [Fer02, Sor03, Lam04, Nis10, Nis11, Nis13]; the solutions obtained by the coarser grids correspond actually to smoothed versions of the finest mesh solution [Fer02]. More specifically, since a solver's external iteration is complete on the finest grid, the values of conservative variables and flux balances are restricted to the coarser level; this process of solution and restriction is repeated up to the coarsest mesh [Fer02]. At next, the conservative variables' corrections are transferred via prolongation from each coarser level to its finer one, up to the initial finest mesh. In this way a V-cycle process is accomplished, being probably the most commonly applied strategy; otherwise a W-cycle strategy can be followed [Bla01]. In addition, a nested combination of the pre-mentioned methods has been proposed in the open literature aiming to improve even more the gained acceleration; it considers the incorporation of FAS approach in the FMG scheme and the division of the solution procedure in two main stages, namely the preliminary and the main one [Lam04]. At the first stage the governing PDE's are relaxed, beginning from the coarsest grid and, as the number of iterative cycles increases, the solution extends successively to the finer meshes up to the initial finest one, at which point the main stage begins. In that way a better initial guess is obtained for each finer FAS level, resulting subsequently to an even faster convergence of the simulation to the final steady-state [Fer02].

### 1.2.5. Grid adaptation

As already mentioned, in order for the effects of numerical diffusion (or false scattering for radiative heat transfer problems) to be subdued, finer grids can be employed, which however increase the memory and computing requirements [Cap10]. Alternatively, a grid adaptation technique can be implemented to improve the accuracy at the region of interest, without increasing significantly the computational requirements. The same methodology can be followed in test cases including sufficiently localized phenomena, such as shocks in compressible fluid flows, or in problems encountered for the first time, for which no previous knowledge exists about the necessary spatial resolution [Loh92]. The main idea is to refine the mesh in regions with large solution gradients and maintain or even coarsen it in areas where the solution doesn't vary considerably [Kal05b]. Considering additionally the easiness of its application along with solvers utilizing unstructured grids and an edge-based data structure [Eva92, Loh92], it can be employed during the solution procedure to increase the accuracy at user- or automatically-defined areas, achieving significant computational savings, as it avoids the generation of a new mesh from scratch. Many studies have been performed for grid adaptation, resulting in methods, classified mainly in two types, redistribution and refinement [Ka196, Kha00].

The first classification considers the reposition of the mesh nodes in order a more effective resolution in a selected region to be obtained; it targets test cases involving grids, constituted by a sufficient total number of nodes to capture the whole phenomenon, but with insufficient point distribution in a specific area of the field for satisfactory accuracy [Kha00]. For example, redistribution of prismatic nodes based on their dimensionless distance $\left(y^{+}\right)$values has been implemented in the study of Kallinderis and Baron [Kal92] to resolve more accurately the viscous stresses at this region [Kal05b]. Moreover, in [Fel03], [Ili99] and [Pai01] edge and face swapping strategies are followed in order to align the mesh under study with flow behaviour [Kal05b]. In general, two main redistribution approaches have prevailed, the Spring Systems, handling computational meshes as systems of springs, and the Moving Finite-Element method, according to which the positions of mesh nodes are assumed unknown in order to be computed as well [Loh92]. Despite this method appears to be relatively simple, it encounters difficulties in cases of complex geometries, requiring more DoF's.

The second category (refinement), considers the enrichment of the mesh under examination with more DoF's, following specific rules; it is basically divided in two types, namely p-refinement and h refinement. According to the first one, extra DoF's are added following hierarchical shape functions [Loh92], while it even allows for different orders of spatial approximation throughout the computational domain [Kal05b]. The h-refinement technique effects the enrichment of the examined grid by splitting the existing elements into new ones [Kal05a]; it begins with the detection of desired areas for adaptation and the division of the corresponding mesh edges along with the embedding of new nodes as midpoints of them. The division is extended then to the faces and the elements of the targeted regions following predefined rules [Loh92]. Special treatment is required for hybrid grids (including hexahedral, prismatic, tetrahedral and pyramidical elements), due to the variety of element types and division ways of them [Kal05a]. Despite it is assumed a relatively efficient process, in some studies such as this of Kavouklis and Kallinderis [Kav10] its parallel implementation has been proposed in order the required wall-clock time to be further decreased. Moreover, the aforementioned methodology can be coupled with prefinement or de-refinement approach [Kal05b]; the latter is employed in an analogous to h-refinement manner at regions where the solution doesn't vary significantly [Kal05b].

### 1.3. Present study

### 1.3.1 Overview

According to the main objective of this thesis, methodologies to support the numerical simulation of compressible fluid flow and radiative heat transfer were developed. For the representation of the examined computational domains, three-dimensional unstructured tetrahedral grids are employed. However, if a viscous flow is simulated, prisms and pyramids are also included (hybrid grids) to resolve effectively the severe anisotropy of the flow at the boundary layer region; for radiative heat transfer problems, highly stretched elements are utilized at the areas of boundary surfaces in case increased accuracy is required [Lyg12b, Lyg14a, Lyg15]. The discretization and the corresponding reformulation of governing PDE's (RANS, turbulence model equations and RTE) is implemented with a node-centered finite-volume scheme [Lyg13c, Lyg14a, Lyg15].

For the computation of the RANS PDE's inviscid fluxes, an upwind scheme is employed, assuming a one-dimensional Riemann problem at each face of a finite control-volume, while its solution is succeeded using the Roe's approximate Riemann solver. The pre-mentioned scheme is enhanced by a higher-order accurate spatial reconstruction method, based on the MUSCL technique, along with appropriate slope limiters, namely Van Albada-Van Leer, Barth-Jespersen and Min-mod. These limiting functions are required to control the variation of reconstructed values and maintain monotonicity between the states at the interface of each two adjacent control volumes. For viscous fluxes, the same discretization is utilized, while the necessary velocity and temperature gradients are calculated implementing either an elementbased method, which considers the construction of edge-dual volumes, or a nodal-averaging one. For turbulent flows, three two-equation turbulence models, namely $k-\varepsilon$ (in three versions), $k-\omega$ and $\operatorname{SST}$, have been incorporated; no additional model is included to allow for transition modelling [Lyg11]. For time
integration and iterative approximation of the flow and turbulence equations, either an explicit scheme, applying a second-order temporal accurate four-stage Runge-Kutta (RK(4)) method, or an implicit one, employing the Jacobi or the Gauss-Seidel algorithm, is implemented [Lyg11].

In a similar way, a node-centered finite-volume discretized, time- or non-time-dependent RTE is employed to allow for the prediction of radiative heat transfer in general enclosures through absorbing, emitting, and either isotropically or anisotropically scattering gray media; the considered forward scattering ratio (F2) is based on the Legendre polynomial expansions [Lyg12a, Lyg12b]. The effects of overhang problem, caused by the combination of unstructured grids and the division of angular domain in finite solid angles, are alleviated with either the bold approximation or the pixelation method. The methodology is enhanced with a second-order accurate spatial scheme, based on the MUSCL reconstruction of the radiative intensity values, while Van Albada-Van Leer or Min-mod slope limiter is used to bound the reconstructed values, especially at the boundary surfaces' regions [Lyg13b, Lyg13c]. The final steady-state solution is achieved by either iterative approximations (steady RTE, non timedependent) [Lyg12a, Lyg12b] or a second-order temporal accurate four-stage Runge-Kutta (RK(4)) method (time-dependent RTE) [Lyg 13b, Lyg13c].

In order to increase accuracy and efficiency of the proposed methodology, additional enhancing schemes have been incorporated to both fluid flow and radiative heat transfer solvers. An edge-based data structure along with the local-time stepping technique, suitably defined for each solver, is used for the computation of numerical fluxes, resulting in reduced memory requirements and computational effort [Lyg13c, Lyg14a, Lyg15]. To alleviate increased computational requirements especially in large-scale simulations a parallelization strategy was developed, based on the domain decomposition approach and the MPI library [Lyg12b, Lyg14a, Lyg15]. In addition, a spatial agglomeration multigrid methodology is incorporated, resulting in more acceleration of the solution procedure; it considers the implementation of FAS (included in FMG) on successively coarser spatial resolutions, derived from the initial finest grid through the fusion of adjacent control volumes in a way similar to advancing front technique [Lyg14b, Lyg14c, Lyg14d, Lyg14f]. In case of radiative heat transfer simulations, the aforementioned method is extended to an angular version, which considers coarsening of the angular resolution by the fusion of neighbouring solid control angles, along with the FAS employment in a corresponding to spatial scheme way. Furthermore, a combined (nested) spatial/angular agglomeration multigrid method is introduced, according to which a complete angular FAS cycle is accomplished at each level of the spatial multigrid scheme [Lyg14b, Lyg14f, Lyg14g]. Finally, the h-refinement technique is incorporated to enrich the desired regions (either automatically selected or user defined) of unstructured, tetrahedral or hybrid grids and consequently increase accuracy of the final steady-state solution at the same areas; it can be performed during the solution procedure, avoiding the generation of a new mesh from scratch [Lyg13b, Lyg13c].

Based on the aforementioned methods an academic CFD code, named Galatea (one of the fifty goddess-nymphs of the sea, the Nereides), was developed; it has been validated against three- and quasi-three-dimensional benchmark test cases, while its results have been compared qualitatively and quantitatively with wind tunnel experimental data as well as with those obtained by acclaimed corresponding solvers. The solutions results confirm that the proposed methodology/code is capable at effectively simulating compressible fluid flows and radiative heat transfer in terms of accuracy, geometric flexibility and computational efficiency [Lyg11, Lyg12b, Lyg13c, Lyg14a, Lyg14e, Lyg14g, Lyg15].

### 1.3.2 Contributions

Considering similar studies available in the open literature, the following original contributions have been introduced in this thesis:

- A combination of a parallel node-centered finite-volume method with three-dimensional unstructured hybrid grids for radiative heat transfer prediction [Lyg12b].
- A second-order accurate spatial scheme jointed or not with the slope limiter of Van Albada-Van Leer or Min-mod, improving accuracy of radiative heat transfer finite-volume solutions, especially at boundary surfaces' regions with large radiative intensity gradients [Lyg13c].
- Implicit treatment of diffusively and specularly (mirroring) reflecting surfaces' boundary conditions [Lyg13c].
- A grid adaptation method, employing h-refinement technique to improve the accuracy of radiative heat transfer solution at specific regions of the examined mesh [Lyg13c].
- A parallel spatial agglomeration multigrid method enhancing both flow and radiative heat transfer algorithms with improved computational performance [Lyg14b, Lyg14c, Lyg14d, Lyg14f, Lyg 14 g ].
- A parallel angular agglomeration multigrid scheme for radiative heat transfer simulations [Lyg14b, Lyg14f, Lyg14g].
- An extension of previous methods in a combined (nested) spatial/angular agglomeration multigrid scheme for radiation problems [Lyg14b, Lyg14f, Lyg14g].
The aforementioned contributions have been published in sixteen Journal and Conferences' papers, listed below.


### 1.3.3 Outline

The structure of this thesis is as follows: Chapter 2 describes the fluid flow model, including governing equations, discretization method, computation of numerical fluxes and iterative solution, while in Chapter 3 the corresponding topics are analyzed for the radiative heat transfer model. In Chapter 4 the implemented parallelization strategy is summarized, while Chapter 5 includes the spatial, the angular and the combined (nested) spatial/angular agglomeration multigrid scheme, developed to improve the computational performance of the proposed (flow and radiative heat transfer) methodology. Chapter 6 contains the employed automatic mesh enrichment method (h-refinement), enhancing the algorithm with the capability of increasing solution's accuracy at specific locations, defined either automatically depending on selected criteria, or by the user. Finally, in Chapters 7 and 8 the validation of the proposed method against benchmark test cases is analyzed, including qualitative and quantitative comparisons of the obtained results with the available experimental data as well as other solvers, while Chapter 9 contains some conclusions and information on ongoing and future work.
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## 2. Fluid flow

### 2.1. Governing equations

### 2.1.1. The Navier-Stokes equations

A compressible viscous flow is described by the Navier-Stokes equations (named of the French mathematician Claude Louis Marie Henri Navier and the English engineer Sir George Gabriel Stokes), which are derived by the conservation laws of mass, momentum and energy [Bla01]. In three dimensions, arranged into convective (inviscid), diffusive (viscous) and source terms, they can be written in differential form as:

$$
\begin{equation*}
\frac{\partial \vec{W}}{\partial t}+\frac{\partial \vec{F}^{i n v}}{\partial x}+\frac{\partial \vec{G}^{i n v}}{\partial y}+\frac{\partial \vec{J}^{\text {inv }}}{\partial z}-\frac{\partial \vec{F}^{v i s}}{\partial x}-\frac{\partial \vec{G}^{v i s}}{\partial y}-\frac{\partial \vec{J}^{v i s}}{\partial z}=\vec{S} \tag{2.1}
\end{equation*}
$$

The conservative variables' vector $\vec{W}=(\rho, \rho u, \rho v, \rho w, \rho E)^{\mathrm{T}}$, the inviscid flux vectors $\vec{F}^{i n v}, \vec{G}^{i n v}, \vec{J}^{i n v}$, the viscous flux vectors $\vec{F}^{v i s}, \vec{G}^{v i s}, \vec{J}^{\text {vis }}$ and the vector of the source term $\vec{S}$ are expressed in terms of the primitive variables $(\rho, u, v, w, p)$. The source term is set to zero in this work, while the inviscid and viscous vectors are defined as [Koo00, Lyg14e]:

$$
\begin{gather*}
\vec{F}^{i n v}=\left(\begin{array}{c}
\rho u \\
\rho u^{2}+p \\
\rho u v \\
\rho u w \\
(\rho E+p) u
\end{array}\right), \vec{G}^{i n v}=\left(\begin{array}{c}
\rho v \\
\rho v u \\
\rho v^{2}+p \\
\rho v w \\
(\rho E+p) v
\end{array}\right), \vec{J}^{i n v}=\left(\begin{array}{c}
\rho w \\
\rho w u \\
\rho w v \\
\rho w^{2}+p \\
(\rho E+p) w
\end{array}\right)  \tag{2.2}\\
0  \tag{2.3}\\
\tau_{x x} \\
\tau_{x y} \\
\tau_{x z}^{v i s}=\left(\begin{array}{c} 
\\
\tau_{y x} \\
\tau_{y y} \\
\tau_{y z} \\
u \tau_{x x}+v \tau_{x y}+w \tau_{x z}+q_{x}
\end{array}\right), \vec{G}^{v i s}=\left(\begin{array}{c} 
\\
u \tau_{y x}+v \tau_{y y}+w \tau_{y z}+q_{y}
\end{array}\right), \vec{J}^{v i s}=\left(\begin{array}{c}
0 \\
\tau_{z x} \\
\tau_{z y} \\
\tau_{z z} \\
u \tau_{z x}+v \tau_{z y}+w \tau_{z z}+q_{z}
\end{array}\right)
\end{gather*}
$$

For an inviscid flow only the corresponding flux vectors $\vec{F}^{\text {inv }}, \vec{G}^{\text {inv }}, \vec{J}^{\text {inv }}$ are considered, leading in the so-called Euler equations (named of the Swiss mathematician and physicist Leonhard Euler). On the other hand, for a viscous flow the diffusive flux vectors $\vec{F}^{\text {vis }}, \vec{G}^{\text {vis }}, \vec{J}^{\text {vis }}$ have to be taken into account, based on the components of the stress tensor $\left(\tau_{x x}, \tau_{x y}, \tau_{x z}, \tau_{y y}, \tau_{y z}, \tau_{z z}\right)$, which are defined for Newtonian fluids (shear stresses proportional to the velocity gradients) as [Hir90]

$$
\begin{equation*}
\tau_{i j}=\mu\left[\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)-\frac{2}{3}(\nabla \cdot \vec{V}) \delta_{i j}\right] \tag{2.4}
\end{equation*}
$$

where $\mu$ is the dynamic viscosity coefficient, which for a perfect gas depends strongly on the temperature but only weakly on the pressure [Bla01]. Considering this state, it can be computed from the local temperature of the fluid (in $K$ ) via the Sutherland formula as [Luo05]

$$
\begin{equation*}
\mu=\frac{c_{1} T^{3 / 2}}{T+c_{2}} \tag{2.5}
\end{equation*}
$$

where the coefficients $c_{1}$ and $c_{2}$ are equal to $1.458 E-6 \mathrm{~kg} \mathrm{~m}^{-1} \mathrm{sec}^{-1} \mathrm{~K}^{-1 / 2}$ and 110.4 K respectively, e.g., the obtained dynamic viscosity for air at 300 K equals to $1.846 \mathrm{E}-5 \mathrm{~kg} \mathrm{~m}^{-1} \mathrm{sec}^{-1}$. Using another formulation of the same equation, which is based on the reference dynamic viscosity $\mu_{r e f}$ and the reference temperature $T_{\text {ref }}$ (usually the ones in the far field) it can be computed as [Luo05]:

$$
\begin{equation*}
\mu=\mu_{r e f}\left(\frac{T}{T_{r e f}}\right)^{3 / 2} \frac{T_{r e f}+c_{2}}{T+c_{2}} \tag{2.6}
\end{equation*}
$$

The three-dimensional Navier-Stokes equations are expressed by a set of five equations with five conservative unknown variables ( $\rho, \rho u, \rho v, \rho w, \rho E)$; nevertheless, they contain seven unknown flow field variables, namely ( $\rho, u, v, w, E, p, T$ ), necessitating two more equations. Considering that in pure aerodynamics, the fluid can quite reasonably be assumed to behave like a perfect gas, the perfect gas state equation is included in the equation set [Lan98]

$$
\begin{equation*}
p=\rho R_{g} T \tag{2.7}
\end{equation*}
$$

where the gas constant $R_{g}$ equals to $287.04 \mathrm{~m}^{2} \mathrm{sec}^{-2} \mathrm{~K}^{-1}$ and it is associated with the constant pressure and volume specific heat coefficients with the following equations

$$
\begin{equation*}
R_{g}=c_{p}-c_{v}, \quad \gamma=c_{p} / c_{v} \tag{2.8}
\end{equation*}
$$

while these coefficients are defined as follows

$$
\begin{equation*}
h=c_{p} T, \quad e=c_{v} T \tag{2.9}
\end{equation*}
$$

where $h$ and $e$ are the enthalpy and internal energy of the gas per unit mass. The specific heat coefficients are assumed constants, although for different gases they take different values; for air the constant pressure specific heat coefficient $c_{p}$ equals to $1004.64 \mathrm{~m}^{2} \mathrm{sec}^{-2} \mathrm{~K}^{-1}$, the constant volume specific heat coefficient $c_{v}$ equals to $717.6 \mathrm{~m}^{2} \mathrm{sec}^{-2} \mathrm{~K}^{-1}$ and the dimensionless coefficient $\gamma$ equals to 1.4 [Lan98]. The last expression completing the equation set, associates the pressure $p$ with the total energy per unit volume $\rho E$ [Bla01]

$$
\begin{align*}
& \rho E=\rho e+\frac{1}{2} \rho\left(u^{2}+v^{2}+w^{2}\right)=\rho T c_{v}+\frac{1}{2} \rho\left(u^{2}+v^{2}+w^{2}\right)= \\
& \frac{p}{R_{g}} c_{v}+\frac{1}{2} \rho\left(u^{2}+v^{2}+w^{2}\right)=\frac{p}{(\gamma-1)}+\frac{1}{2} \rho\left(u^{2}+v^{2}+w^{2}\right) \tag{2.10}
\end{align*}
$$

where $\rho e$ is the internal energy per unit volume The corresponding specific total enthalpy $h_{t}$ then is associated with the pressure $p$ and the total energy per unit volume $\rho E$ as:

$$
\begin{equation*}
h_{t}=\frac{\rho E+p}{\rho}=\frac{\gamma p}{\rho(\gamma-1)}+\frac{1}{2}\left(u^{2}+v^{2}+w^{2}\right) \tag{2.11}
\end{equation*}
$$

The heat flux vector $\left(q_{x}, q_{y}, q_{z}\right)$ in the energy equation is defined accordingly to the stress tensor as [Bla01]

$$
\begin{equation*}
q_{i}=\chi \nabla T, \quad \chi=\frac{\mu c_{p}}{\operatorname{Pr}} \tag{2.12}
\end{equation*}
$$

where the conductivity coefficient $\chi$ depends on the dimensionless Prandtl number $\operatorname{Pr}$ (named in honor of the German professor Ludwig Prandtl), and is commonly considered constant in the entire flow field and equal to 0.72 for perfect gases.

Following the common strategy in CFD as well as in experimental fluid mechanics, the governing equations are expressed in dimensionless form; the normalization of the variables is performed utilizing a characteristic length $L_{r e f}$, the free-stream velocity $V_{r e f}$, the free-stream density $\rho_{r e f}$, the free-stream dynamic viscosity $\mu_{r e f}$ and the constant volume specific heat coefficient $c_{v}$ as:

$$
\begin{equation*}
\tilde{x}_{i}=\frac{x_{i}}{L_{r e f}}, \tilde{u}_{i}=\frac{u_{i}}{V_{r e f}}, \tilde{\rho}=\frac{\rho}{\rho_{r e f}}, \tilde{\mu}=\frac{\mu}{\mu_{r e f}}, \tilde{R}_{g}=\frac{R_{g}}{c_{v}}=\gamma-1 \tag{2.13}
\end{equation*}
$$

Considering the previous normalizations, the rest of the variables, included in the equations (2.1)(2.3) and (2.10)-(2.11), are expressed as

$$
\begin{equation*}
\tilde{p}=\frac{p}{\rho_{r e f} V_{r e f}^{2}}, \tilde{\rho E}=\frac{\rho E}{\rho_{r e f} V_{r e f}^{2}}, \tilde{h}_{t}=\frac{h_{t}}{V_{r e f}^{2}}, \tilde{T}=\frac{T}{V_{r e f}^{2} / c_{v}}, \tilde{t}=\frac{t}{L_{r e f} / V_{r e f}} \tag{2.14}
\end{equation*}
$$

while taking into account the dimensionless Reynolds number (named of the British engineer Osborne Reynolds), defined as [Mun98]

$$
\begin{equation*}
\operatorname{Re}=\frac{\rho_{r e f} V_{r e f} L_{r e f}}{\mu_{r e f}} \tag{2.15}
\end{equation*}
$$

the dynamic viscosity $\mu$ in the equations for the stress tensor and heat flux vector, is substituted by the term $\tilde{\mu} / \operatorname{Re}$ :

$$
\begin{gather*}
\tilde{\tau}_{i j}=\frac{\tilde{\mu}}{\operatorname{Re}}\left[\left(\frac{\partial \tilde{u}_{i}}{\partial \tilde{x}_{j}}+\frac{\partial \tilde{u}_{j}}{\partial \tilde{x}_{i}}\right)-\frac{2}{3}(\nabla \cdot \overrightarrow{\tilde{V}}) \delta_{i j}\right]  \tag{2.16}\\
\tilde{q}_{i}=\frac{\tilde{\mu} \gamma}{\operatorname{RePr}} \nabla \tilde{T} \tag{2.17}
\end{gather*}
$$

Additionally, the constant pressure and the constant volume specific heat coefficients are normalized $\left(\tilde{c}_{p}=\gamma\right.$ and $\left.\tilde{c}_{v}=1\right)$, while the perfect gas equation is transformed as:

$$
\begin{equation*}
p=\rho R_{g} T \Rightarrow \tilde{p} \rho_{r e f} V_{r e f}^{2}=\tilde{\rho} \rho_{r e f} \tilde{R}_{g} c_{v} \tilde{T}\left(V_{r e f}^{2} / c_{v}\right) \Rightarrow \tilde{p}=\tilde{\rho} \tilde{R}_{g} \tilde{T} \Rightarrow \tilde{p}=\tilde{\rho}(\gamma-1) \tilde{T} \tag{2.18}
\end{equation*}
$$

As far as the dimensionless dynamic viscosity is concerned, it can be assumed quite safely to be equal to unity in compressible flow simulations as these encountered in this work or preferably evaluated via the Sutherland law using the dimensionless temperature as [Mar07]

$$
\begin{align*}
& \tilde{\mu}=\left(\frac{T}{T_{r e f}}\right)^{3 / 2} \frac{T_{r e f}+c_{2}}{T+c_{2}}=\left(\frac{\tilde{T}\left(V_{r e f}^{2} / c_{v}\right)}{\tilde{T}_{r e f}\left(V_{r e f}^{2} / c_{v}\right)}\right)^{3 / 2} \frac{\tilde{T}_{r e f}\left(V_{r e f}^{2} / c_{v}\right)+c_{2}}{\tilde{T}\left(V_{r e f}^{2} / c_{v}\right)+c_{2}}= \\
& \left(\frac{\tilde{T}}{\tilde{T}_{r e f}}\right)^{\frac{3}{2}} \frac{\tilde{T}_{r e f}+\frac{c_{2}}{\left(V_{r e f}^{2} / c_{v}\right)}}{\tilde{T}+\frac{c_{2}}{\left(V_{r e f}^{2} / c_{v}\right)}}=\left(\frac{\tilde{T}}{\tilde{T}_{r e f}}\right)^{\frac{3}{2}} \tilde{T}_{r e f}+\frac{c_{2} \tilde{T}_{r e f}}{T_{r e f}}  \tag{2.19}\\
& \tilde{T}+\frac{c_{2} \tilde{T}_{\text {ref }}}{T_{\text {ref }}}
\end{align*}
$$

where $\tilde{T}$ is the dimensionless local temperature, while $T_{\text {ref }}$ and $\tilde{T}_{\text {ref }}$ are the dimensional and the dimensionless reference temperature (usually the one in the far field). Finally, two more expressions used in this work, concern the computation of the local speed of sound at a node $P$ [Lan98]

$$
\begin{equation*}
\tilde{c}_{P}=\sqrt{\gamma \tilde{R}_{g} \tilde{T}_{P}}=\sqrt{\gamma(\gamma-1) \tilde{T}_{P}}=\sqrt{\frac{\gamma \tilde{p}_{P}}{\tilde{\rho}_{P}}} \tag{2.20}
\end{equation*}
$$

and the computation of corresponding Mach number [Mun98]:

$$
\begin{equation*}
M_{P}=\frac{\sqrt{\tilde{u}_{P}^{2}+\tilde{v}_{P}^{2}+\tilde{w}_{P}^{2}}}{\tilde{c}_{P}} \tag{2.21}
\end{equation*}
$$

For simplification reasons the superscript " $"$ ", denoting the normalized variables, will be neglected at the next sections.

### 2.1.2. The Reynolds Averaged Navier-Stokes (RANS) equations

Although the Navier-Stokes equations can account theoretically for turbulent flows (DNS-Direct Numerical Simulation), their utilization is limited only to relatively simple flow problems at low Reynolds numbers, due to their requirements for excessive spatial resolution and computation time. Instead of them, approximation methods are preferred, such as the Large Eddy Simulation (LES) or the Reynolds Averaged Navier Stokes (RANS) equations, the latter implemented in this work. The first modelling approach was introduced by Osborne Reynolds in 1895, in accordance with which the flow variables are decomposed into a mean and a fluctuating part, e.g., a flow variable $U_{i}$ is analyzed as follows

$$
\begin{equation*}
U_{i}=\bar{U}_{i}+U_{i}^{\prime}, \quad \bar{U}_{i}^{\prime}=0 \tag{2.22}
\end{equation*}
$$

where the turbulent fluctuation is described by a prime and the mean value by an overbar, the latter defined as:

$$
\begin{equation*}
\bar{U}_{i}=\lim _{T \rightarrow \infty} \frac{1}{T} \int_{t}^{t+T} U_{i} d t \tag{2.23}
\end{equation*}
$$

Nevertheless, the previous equations can be implemented only in incompressible flows or in flows in which the value of density can be assumed constant [Bla01]. Thus, for compressible flows the density (mass) or the Favre averaging method is applied to certain quantities (velocity, enthalpy, energy), while for the rest variables (density and pressure) the Reynolds averaging approach is maintained [Bla01]. As such the previous equations are transformed for the velocity, enthalpy and energy as:

$$
\begin{align*}
& U_{i}=\tilde{U}_{i}+U_{i}^{\prime \prime}, \quad \widetilde{\rho U_{i}^{\prime \prime}}=0  \tag{2.24}\\
& \tilde{U}_{i}=\frac{1}{\bar{\rho}} \lim _{T \rightarrow \infty} \frac{1}{T} \int_{t}^{t+T} \rho U_{i} d t \tag{2.25}
\end{align*}
$$

Furthermore, in the governing equations the turbulent kinetic energy $k$ has to be considered, which is defined, using the velocity fluctuations, as follows:

$$
\begin{equation*}
\bar{\rho} \tilde{k}=\frac{1}{2} \bar{\rho} \widetilde{u_{i}^{\prime \prime} u_{i}^{\prime \prime}} \tag{2.26}
\end{equation*}
$$

With the above approaches the Favre and Reynolds Averaged Navier-Stokes (RANS) equations are derived in the following formulation (implemented in this study) [Lyg14e]

$$
\begin{gather*}
\frac{\partial \vec{W}}{\partial t}+\frac{\partial \vec{F}^{i n v}}{\partial x}+\frac{\partial \vec{G}^{i n v}}{\partial y}+\frac{\partial \vec{J}^{i n v}}{\partial z}-\frac{\partial \vec{F}^{v i s}}{\partial x}-\frac{\partial \vec{G}^{v i s}}{\partial y}-\frac{\partial \vec{J}^{v i s}}{\partial z}=\overrightarrow{0}  \tag{2.27}\\
\vec{F}^{i n v}=\left(\begin{array}{c}
\rho u \\
\rho u^{2}+p \\
\rho u v \\
\rho u w \\
(\rho E+p) u
\end{array}\right), \vec{G}^{i n v}=\left(\begin{array}{c}
\rho v \\
\rho v u \\
\rho v^{2}+p \\
\rho v w \\
(\rho E+p) v
\end{array}\right), \vec{J}^{i n v}=\left(\begin{array}{c}
\rho w \\
\rho w u \\
\rho w v \\
\rho w^{2}+p \\
(\rho E+p) w
\end{array}\right)  \tag{2.28}\\
\vec{F}^{v i s}=\left(\begin{array}{c}
0 \\
\tau_{x x} \\
\tau_{x y} \\
\tau_{x z} \\
u \tau_{x x}+v \tau_{x y}+w \tau_{x z}+q_{x}+E_{t x}
\end{array}\right), \vec{G}^{v i s}=\left(\begin{array}{c} 
\\
0 \\
\tau_{y x} \\
\tau_{y y} \\
\tau_{y z} \\
\tau_{z x} \\
\tau_{z y} \\
\tau_{z z} \\
J_{y y}+v \tau_{y y}+w \tau_{y z}+q_{y}+E_{t y}
\end{array}\right) \\
J^{v i s}=\left(\begin{array}{c} 
\\
u \tau_{z x}+v \tau_{z y}+w \tau_{z z}+q_{z}+E_{t z}
\end{array}\right) \tag{2.29}
\end{gather*}
$$

where the mean total energy per unit volume $\rho E$ and the corresponding mean specific total enthalpy $h_{t}$, which include the contribution of the turbulent kinetic energy $k$, can be evaluated as [Koo00]:

$$
\begin{gather*}
\rho E=\frac{p}{(\gamma-1)}+\frac{1}{2} \rho\left(u^{2}+v^{2}+w^{2}\right)+\rho k  \tag{2.30}\\
h_{t}=\frac{\rho E+p}{\rho}=\frac{\gamma p}{\rho(\gamma-1)}+\frac{1}{2}\left(u^{2}+v^{2}+w^{2}\right)+k \tag{2.31}
\end{gather*}
$$

Similarly, the viscous stress tensor is extended in the momentum and energy equation by the corresponding Favre averaged turbulent stress tensor $\tau_{i j}^{t}$ [Bla01]:

$$
\begin{equation*}
\tau_{i j}^{t}=-\bar{\rho} \widetilde{u_{i}^{\prime \prime \prime} u_{j}^{\prime \prime}} \tag{2.32}
\end{equation*}
$$

Based on the Boussinesq hypothesis (named in honor of the French mathematician and physicist Joseph Valentin Boussinesq), which assumes a linear relationship between the turbulent shear stress and the mean rate strain, the total averaged stress tensor $\tau_{i j}$, divided in the laminar part denoted by the superscript $l$ and the turbulent part denoted by the superscript $t$, is defined as [Koo00]:

$$
\begin{align*}
& \tau_{i j}=\tau_{i j}^{l}+\tau_{i j}^{t}=\left[\frac{\mu}{\operatorname{Re}}\left[\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)-\frac{2}{3}(\nabla \cdot \vec{V}) \delta_{i j}\right]\right]+\left[\mu_{t}\left[\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)-\frac{2}{3}(\nabla \cdot \vec{V}) \delta_{i j}\right]-\frac{2}{3} \rho k \delta_{i j}\right]=  \tag{2.33}\\
& \left(\frac{\mu}{\operatorname{Re}}+\mu_{t}\right)\left[\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)-\frac{2}{3}(\nabla \cdot \vec{V}) \delta_{i j}\right]-\frac{2}{3} \rho k \delta_{i j}
\end{align*}
$$

The total averaged thermal vector $q_{i}$ is defined accordingly to the total averaged stress tensor as [Lyg14e]

$$
\begin{equation*}
q_{i}=q_{i}^{l}+q_{i}^{t}=\frac{\mu \gamma}{\operatorname{Re} \operatorname{Pr}} \nabla T+\frac{\mu_{t} \gamma}{\operatorname{Pr}_{t}} \nabla T \tag{2.34}
\end{equation*}
$$

where $P r_{t}$ is the turbulent Prandtl number, which is in general assumed to be constant in the entire flow field and equal to 0.9 for perfect gases or air. In case of the $k-\varepsilon$ turbulence model we define term $\mathrm{E}_{\alpha_{i} i}$, which corresponds to the partial derivative of the turbulent kinetic energy $k$, as

$$
\begin{equation*}
\mathrm{E}_{t_{x_{i}}}=\left(\frac{\mu}{\operatorname{Re}}+\frac{\mu_{t}}{\sigma_{k}}\right) \frac{\partial k}{\partial x_{i}} \tag{2.35}
\end{equation*}
$$

while in case of the $k-\omega$ and SST turbulence model as:

$$
\begin{equation*}
\mathrm{E}_{t_{x_{i}}}=\left(\frac{\mu}{\operatorname{Re}}+\mu_{t} \sigma_{k}\right) \frac{\partial k}{\partial x_{i}} \tag{2.36}
\end{equation*}
$$

The term $\mu_{t}$ is the turbulent dynamic viscosity, while $\sigma_{k}$ is a constant; for their evaluation as well as for the computation of the turbulent kinetic energy $k$, appropriate turbulence models have to employed along with the RANS equations.

### 2.1.3. Turbulence models

Three two-equation turbulence models have been incorporated in the present algorithm, namely $k$ - $\varepsilon$, $k-\omega$ and SST, to predict the features of high Reynolds flows. The interaction between the turbulence model PDE's and the Navier-Stokes ones is obtained mainly via the turbulent dynamic viscosity. No additional model was included to simulate transition.

### 2.1.3.1. Turbulence model $\boldsymbol{k}$ - $\boldsymbol{\varepsilon}$

The turbulence model $k-\varepsilon$, which is one of the most widely applied two-equation eddy-viscosity models, is based on the solution of PDE's for the turbulent kinetic energy $k$ and the turbulent dissipation rate $\varepsilon$ [Lau74]. Its dimensionless differential formulation is similar to this of the flow model with the exception of the non-zero source term:

$$
\begin{equation*}
\frac{\partial \vec{W}_{k \varepsilon}}{\partial t}+\frac{\partial \vec{F}_{k \varepsilon}^{i n v}}{\partial x}+\frac{\partial \vec{G}_{k k}^{i n v}}{\partial y}+\frac{\partial \vec{J}_{k \varepsilon}^{i n v}}{\partial z}-\frac{\partial \vec{F}_{k \varepsilon}^{v i s}}{\partial x}-\frac{\partial \vec{G}_{k \varepsilon}^{v i s}}{\partial y}-\frac{\partial \vec{J}_{k \varepsilon}^{v i s}}{\partial z}=\vec{S}_{k \varepsilon} \tag{2.37}
\end{equation*}
$$

The $\vec{W}_{k \varepsilon}=(\rho k, \rho \varepsilon)^{\mathrm{T}}$ is the conservative variables vector, while the advective (inv), the diffusive (vis), and the source term vectors are defined as

$$
\begin{gather*}
\vec{F}_{k \varepsilon}^{i n v}=\binom{\rho u k}{\rho u \varepsilon}, \vec{G}_{k \varepsilon}^{i n v}=\binom{\rho v k}{\rho v \varepsilon}, \vec{J}_{k \varepsilon}^{i n v}=\binom{\rho w k}{\rho w \varepsilon}  \tag{2.38}\\
\vec{F}_{k \varepsilon}^{v i s}=\binom{\left(\frac{\mu}{\operatorname{Re}}+\frac{\mu_{t}}{\sigma_{k}}\right) \frac{\partial k}{\partial x}}{\left(\frac{\mu}{\operatorname{Re}}+\frac{\mu_{t}}{\sigma_{\varepsilon}}\right) \frac{\partial \varepsilon}{\partial x}}, \vec{G}_{k \varepsilon}^{v i s}=\binom{\left(\frac{\mu}{\operatorname{Re}}+\frac{\mu_{t}}{\sigma_{k}}\right) \frac{\partial k}{\partial y}}{\left(\frac{\mu}{\operatorname{Re}}+\frac{\mu_{t}}{\sigma_{\varepsilon}}\right) \frac{\partial \varepsilon}{\partial y}}, \vec{J}_{k \varepsilon}^{v i s}=\binom{\left(\frac{\mu}{\operatorname{Re}}+\frac{\mu_{t}}{\sigma_{k}}\right) \frac{\partial k}{\partial z}}{\left(\frac{\mu}{\operatorname{Re}}+\frac{\mu_{t}}{\sigma_{\varepsilon}}\right) \frac{\partial \varepsilon}{\partial z}}  \tag{2.39}\\
\vec{S}_{k \varepsilon}=\binom{P_{k}-\rho \varepsilon+S_{k}^{L R}}{c_{1} f_{1} P_{k} \frac{\varepsilon}{k}-c_{2} f_{2} \rho \frac{\varepsilon^{2}}{k}+S_{\varepsilon}^{L R}} \tag{2.40}
\end{gather*}
$$

where the terms $\sigma_{k}, \sigma_{\varepsilon}, c_{1}, c_{2}, f_{1}$ and $f_{2}$ in the source term vector are constants with values $\sigma_{k}=1, \sigma_{\varepsilon}=1.3$, $c_{1}=1.44, c_{2}=1.92, f_{1}=1$ and $f_{2}=1$, while the terms $S_{k}^{L R}$ and $S_{\varepsilon}^{L R}$ are assumed equal to zero for high Reynolds number flows (as those examined in our study) [Koo00]. The turbulent viscosity $\mu_{t}$ is evaluated as [Koo00, Kou03, ANSYS06]

$$
\begin{equation*}
\mu_{t}=f_{\mu} c_{\mu} \frac{\rho k^{2}}{\varepsilon} \tag{2.41}
\end{equation*}
$$

with the constants $c_{\mu}$ and $f_{\mu}$ being equal to 0.09 and 1 respectively, while the turbulent energy production term $P_{k}$ is computed as [Koo00]:

$$
\begin{align*}
& P_{k}=-\frac{2}{3} \rho k \nabla \cdot \vec{c}+\tau_{i j}^{t} \frac{\partial u_{i}}{\partial x_{j}} \\
& -\frac{2}{3} \rho k \nabla \cdot \vec{c}-\frac{2}{3} \mu_{t}(\nabla \cdot \vec{c})^{2}+\mu_{t}\left[\left(\frac{\partial u_{i}}{\partial x_{j}}\right)^{2}+\frac{\partial u_{i}}{\partial x_{j}} \frac{\partial u_{j}}{\partial x_{i}}\right]=  \tag{2.42}\\
& -\frac{2}{3} \rho k\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right)-\frac{2}{3} \mu_{t}\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right)^{2}+ \\
& +\mu_{t}\left[2\left(\frac{\partial u}{\partial x}\right)^{2}+2\left(\frac{\partial v}{\partial y}\right)^{2}+2\left(\frac{\partial w}{\partial z}\right)^{2}+\left(\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}\right)^{2}+\left(\frac{\partial u}{\partial z}+\frac{\partial w}{\partial x}\right)^{2}+\left(\frac{\partial v}{\partial z}+\frac{\partial w}{\partial y}\right)^{2}\right]
\end{align*}
$$

The second term $\left(-(2 / 3) \mu_{t}(\nabla \cdot \vec{c})^{2}\right)$ of the turbulent energy production term $P_{k}$ is decreased by some researchers to $\left(-2 \mu_{t}(\nabla \cdot \vec{c})^{2}\right)$, in order to prevent the values of $k$ and $\varepsilon$ of becoming too large through shocks [ANSYS06]; this situation becomes progressively worse as the mesh is refined at shocks' regions.

For boundary layer modelling appropriate boundary conditions are implemented at the solid wall region; two methods were incorporated in the present study, namely wall functions and an one-equation model. According to the first methodology, suitable functions are implemented instead of the governing equations for the computation of the kinetic energy $k$ and the turbulent dissipation rate $\varepsilon$ of the first layer nodes next to the solid boundaries. Considering the common practice of using highly stretched grids at this area, the aforementioned functions can be employed to the boundary nodes instead; in that case freeslip boundary conditions are required instead of no-slip ones. Although this methodology is based on simplifications of boundary layer modelling, it appears to be quite popular, due to its capability to derive sufficiently accurate results even in coarse grids. The aforementioned functions are described as follows [Hir90, Mav94, Koo00, Kou03]

$$
\begin{equation*}
k=\frac{u_{\tau}^{2}}{c_{\mu}^{0.5}}, \quad \varepsilon=\frac{u_{\tau}^{3}}{\kappa y} \tag{2.43}
\end{equation*}
$$

where $u_{\tau}$ is the friction velocity and $y$ is the distance of the boundary node from the next internal one. As the wall functions are based on the theoretical division of the boundary layer in two discrete areas, namely the linear (laminar) and the logarithmic one, $u_{\tau}$ is defined as [Kou03]

$$
u^{+}=\frac{V_{t}}{u_{\tau}}= \begin{cases}y^{+} & y^{+}<11.6  \tag{2.44}\\ \frac{1}{\kappa} \ln y^{+}+B & y^{+} \geq 11.6\end{cases}
$$

where the terms $\kappa$ and $B$ are constants ( 0.41 and 5.5 respectively), while $u^{+}$is the dimensionless velocity and $V_{t}$ is the tangential component of velocity. $y^{+}$is the dimensionless distance of the boundary node from the next internal one, evaluated as [Hir90, Koo00, Kou03]:

$$
\begin{equation*}
y^{+}=\frac{\rho u_{\tau} y}{\mu} \operatorname{Re} \tag{2.45}
\end{equation*}
$$

A value of $y^{+}$between 20 and 200 has been identified by many researchers [Kou03], as appropriate to capture sufficiently the features of the logarithmic area of the boundary layer; thus, the selection of this
turbulence model has to be considered during the mesh generation procedure. The dimensionless distance $y^{+}$and the friction velocity $u_{\tau}$ are evaluated through an iterative procedure (Newton-Raphson) utilizing equations (2.44) and (2.45), while then the friction stress tensor $\tau_{w}=\rho u_{\tau}^{2}$ is computed to contribute to the viscous terms' fluxes of the flow governing equations [Koo00].

Except the previously described formulation (named at next WF1), according to which Dirichlet conditions are imposed for both the turbulent kinetic energy $k$ and the dissipation rate $\varepsilon$ of the boundary nodes, another formulation of wall functions (named at next WF2) has been included in the present algorithm considering Dirichlet conditions only for $\varepsilon$, while $k$ is computed via equation (2.37). In accordance with this method, the turbulent dissipation rate $\varepsilon$ of boundary nodes is evaluated as follows [Kou03]

$$
\begin{equation*}
\varepsilon=\frac{c_{\mu}^{3 / 4} k^{3 / 2}}{\kappa y} \tag{2.46}
\end{equation*}
$$

while the friction stress, the dimensionless distance, the dimensionless velocity and the turbulent energy production term are defined as [Kou03]:

$$
\begin{gather*}
\tau_{w}= \begin{cases}\frac{\mu V_{t}}{\operatorname{Re} y} & y^{+}<11.6 \\
\rho c_{\mu}^{1 / 4} k^{1 / 2} \frac{V_{t}}{\frac{1}{\kappa} \ln \left(y^{+}\right)+B} & y^{+} \geq 11.6\end{cases}  \tag{2.47}\\
y^{+}=\frac{\rho c_{\mu}^{1 / 4} k^{1 / 2} y}{\mu} \operatorname{Re}  \tag{2.48}\\
u^{+}=\frac{V_{t} c_{\mu}^{1 / 4} k^{1 / 2}}{\tau_{w}}  \tag{2.49}\\
P_{k}=\left\{\begin{array}{l}
\tau_{w} \frac{V_{t}}{y}-\frac{\rho c_{\mu}^{3 / 4} k^{3 / 2} u^{+}}{y} \\
\tau_{w} \frac{c_{\mu}^{1 / 4} k^{1 / 2}{ }_{t}}{\kappa y}-\frac{\rho c_{\mu}^{3 / 4} k^{3 / 2}}{y}\left[\frac{1}{\kappa} \ln \left(y^{+}\right)+B\right]
\end{array}\right. \tag{2.50}
\end{gather*}
$$

The second formulation considers the implementation of an one-equation model near the solid wall boundaries along with no-slip boundary conditions. Equation (2.37) is still being utilized for turbulent kinetic energy $k$, while for dissipation rate $\varepsilon$ and turbulent dynamic viscosity $\mu_{t}$ the following equations are employed [Jon 97]

$$
\begin{gather*}
(\rho \varepsilon)_{1 e q}=\rho \frac{k^{3 / 2}}{l_{\varepsilon}}  \tag{2.51}\\
\mu_{t}=\rho c_{\mu} l_{\mu} \sqrt{k} \tag{2.52}
\end{gather*}
$$

where $l_{\mu}$ and $l_{\varepsilon}$ are functions of $y^{+}$[Jon97]:

$$
\begin{gather*}
l_{\mu}=\kappa c_{\mu}^{-3 / 4} y\left[1-\exp \left(-y^{+} / 70\right)\right]  \tag{2.53}\\
l_{\varepsilon}=\kappa c_{\mu}{ }^{-3 / 4} y\left[1-\exp \left(-y^{+} /\left(2 \kappa c_{\mu}^{-3 / 4}\right)\right)\right]  \tag{2.54}\\
y^{+}=\frac{\rho y \sqrt{k}}{\mu} \operatorname{Re} \tag{2.55}
\end{gather*}
$$

Though the wall functions are implemented explicitly on the first layer or boundary nodes, the oneequation model is employed via an indirect transition scheme. The transition from the one-equation model to the two-equation governing equations, while getting away from the solid wall boundaries, is achieved by using a blending interpolation coefficient $\lambda$, taking values between 0 and 1 . Thus, the expressions for dissipation rate $\varepsilon$ and turbulent dynamic viscosity $\mu_{t}$ become [Jon97]

$$
\begin{gather*}
\frac{\partial(\rho \varepsilon)}{\partial t}+\lambda\left[\frac{\partial\left(\rho \varepsilon u_{j}\right)}{\partial x_{j}}-\left(\frac{\mu}{\operatorname{Re}}+\frac{\mu_{t}}{\sigma_{\varepsilon}}\right) \frac{\partial \varepsilon}{\partial x_{j}}\right]=S_{\varepsilon}  \tag{2.56}\\
S_{\varepsilon}=\lambda\left(c_{1} f_{1} P_{k} \frac{\varepsilon}{k}-c_{2} f_{2} \frac{\varepsilon^{2}}{k}\right)+(1-\lambda) \alpha\left(\frac{\rho k^{3 / 2}}{l_{\varepsilon}}-\rho \varepsilon\right)  \tag{2.57}\\
\mu_{t}=\lambda f_{\mu} c_{\mu} \frac{\rho k^{2}}{\varepsilon}+(1-\lambda) \rho c_{\mu} k^{1 / 2} l_{\mu} \tag{2.58}
\end{gather*}
$$

where $\alpha$ is a time constant taking values of the order of unity, adjusting time stiffness of $\varepsilon$ at the boundary layer region [Jon97]. The interpolation coefficient $\lambda$ controls not only the distance from the boundaries, in which transition takes place, but also the length of this transition over the computational mesh; it is computed via a hyperbolic tangential function as [Jon97]

$$
\begin{gather*}
\lambda=\frac{1}{2}\left[1+\tanh \left(\frac{\mathrm{Re}_{y}-\mathrm{Re}_{y}^{*}}{A}\right)\right]  \tag{2.59}\\
\operatorname{Re}_{y}=\frac{\rho y \sqrt{k}}{\mu} \mathrm{Re} \tag{2.60}
\end{gather*}
$$

where $R e_{y}$ is the local Reynolds number, depending on the distance from the closest wall and the laminar kinetic energy as shown in equation (2.60), while $R e_{y} *$ is the criterion for transition from the one-equation model to the two-equation one, with typical values of 50-200 [Jon97]. Constant $A$ with typical values between 1 and 10 , controls the number of cells, within which the transition is completed, and consequently the sharpness of this transition.

Finally, in order to control the unphysical increase of the source term (independently of the implemented formulation of boundary conditions), especially at stagnation points, special modifications
have been proposed in the open literature, such as the Kato-Launder modification, the Yap correction method, an explicit limitation to the computed corrections, the implicit treatment of the source term in case of an explicit iterative scheme, etc. [Kun92, Mav94, Dur96, Bla01, Kou03, Lyg14a, Lyg15], the latter being employed in this work.

### 2.1.3.2. Turbulence model $\boldsymbol{k}$ - $\omega$

The second incorporated two-equation turbulence model is $k-\omega$ [Saf74], which is described by similar to the previous model dimensionless differential governing equations (equation (2.37)), while its inviscid, viscous and source terms, based on the conservative variables $(\rho k, \rho \omega)$, are defined as

$$
\begin{gather*}
\vec{F}_{k \omega}^{i n v}=\binom{\rho u k}{\rho u \omega}, \vec{G}_{k \omega}^{i n v}=\binom{\rho v k}{\rho v \omega}, \vec{J}_{k \omega}^{i n v}=\binom{\rho w k}{\rho w \omega}  \tag{2.61}\\
\vec{F}_{k \omega}^{v i s}=\binom{\left(\frac{\mu}{\operatorname{Re}}+\mu_{t} \sigma_{k}\right) \frac{\partial k}{\partial x}}{\left(\frac{\mu}{\operatorname{Re}}+\mu_{t} \sigma_{\omega}\right) \frac{\partial \omega}{\partial x}}, \vec{G}_{k \omega}^{v i s}=\binom{\left(\frac{\mu}{\operatorname{Re}}+\mu_{t} \sigma_{k}\right) \frac{\partial k}{\partial y}}{\left(\frac{\mu}{\operatorname{Re}}+\mu_{t} \sigma_{\omega}\right) \frac{\partial \omega}{\partial y}}, \vec{J}_{k \omega}^{v i s}=\binom{\left(\frac{\mu}{\operatorname{Re}}+\mu_{t} \sigma_{k}\right) \frac{\partial k}{\partial z}}{\left(\frac{\mu}{\operatorname{Re}}+\mu_{t} \sigma_{\omega}\right) \frac{\partial \omega}{\partial z}}  \tag{2.62}\\
\vec{S}_{k \omega}=\binom{P_{k}-\beta^{*} \rho \omega k}{\alpha \frac{\omega}{k} P_{k}-\beta \rho \omega^{2}} \tag{2.63}
\end{gather*}
$$

with constant values $\sigma_{k}=0.5, \sigma_{\omega}=0.5, \alpha=5 / 9, \beta=3 / 40$ and $\beta^{*}=0.09$ [Kim03]. The turbulent energy production term $P_{k}$ is evaluated similarly to $k-\varepsilon$ model, while the turbulent viscosity is computed as

$$
\begin{equation*}
\mu_{t}=\alpha^{*} \frac{\rho k}{\omega} \tag{2.64}
\end{equation*}
$$

where constant $\alpha^{*}$ is set equal to unity. Special treatment of the model's source term is required as well, to minimize a possible excessive and sudden increase in the values of the conservative variables; therefore, besides the implicit treatment of the source term in case of an explicit iterative scheme [Bla01], the turbulent energy production term is limited as follows [Kim03, Men03a]:

$$
\begin{equation*}
P_{k}=\min \left(P_{k}, 10 \beta^{*} \rho \omega k\right) \tag{2.65}
\end{equation*}
$$

### 2.1.3.3. Turbulence model $\boldsymbol{S S T}$

The last incorporated turbulence model is SST (Shear Stress Transport) [Men94, Men03a, Men03b, NASA], which is a combination of the previously presented $k-\omega$ and $k-\varepsilon$ models. The transition from the first to the second, while getting away from solid wall boundaries, is achieved by using appropriate blending functions. The inviscid and viscous terms of the SST model's governing equations are exactly the same with those of $k-\omega$, while the source term slightly differs as [Men03b, NASA]:

$$
\begin{equation*}
\vec{S}_{S S T}=\vec{S}_{k \omega}+\vec{D}_{k \omega} \tag{2.66}
\end{equation*}
$$

$$
\begin{equation*}
\vec{S}_{k \omega}=\binom{P_{k}-\beta^{*} \rho \omega k}{\frac{\gamma^{*} \rho}{\mu_{t}} P_{k}-\beta \rho \omega^{2}}, \vec{D}_{k \omega}=\binom{0}{2\left(1-F_{1}\right) \frac{\rho \sigma_{\omega 2}}{\omega} \nabla k \nabla \omega} \tag{2.67}
\end{equation*}
$$

The additional vector in the source term $\vec{D}_{k \omega}$ accounts for the switching between the two models. It includes the first blending function $F_{l}$, which is equal to zero far away from the surface ( $k-\varepsilon$ model) and switches over to unity inside the boundary layer region ( $k-\omega$ model). The turbulent energy production term is computed via equation (2.42), while the first blending function $F_{l}$ is evaluated as [Men03b]:

$$
\begin{align*}
& F_{1}=\tanh \left(\arg _{1}^{4}\right) \\
& \arg _{1}=\min \left[\max \left(\frac{\sqrt{k}}{\beta^{*} \omega d}, \frac{500 \mu}{\rho d^{2} \omega \operatorname{Re}}\right), \frac{4 \rho \sigma_{\omega 2} k}{C D_{k \omega} d^{2}}\right]  \tag{2.68}\\
& C D_{k \omega}=\max \left(2 \rho \sigma_{\omega 2} \frac{1}{\omega} \nabla k \nabla \omega, 10^{-10}\right)
\end{align*}
$$

The value of the turbulent viscosity is also based on a blending function; for its calculation the invariant of strain rates tensor is utilized [Men03, NASA]:

$$
\begin{gather*}
\mu_{t}=\frac{\rho \alpha_{1} k}{\max \left(\alpha_{1} \omega, S F_{2}\right)}  \tag{2.69}\\
S=\sqrt{2\left(S_{i j} S_{i j}\right)}=\sqrt{2\left(\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right) \frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)\right)}= \\
{\left[2\left(\frac{\partial u}{\partial x}\right)^{2}+2\left(\frac{\partial v}{\partial y}\right)^{2}+2\left(\frac{\partial w}{\partial z}\right)^{2}+\left(\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}\right)^{2}+\left(\frac{\partial u}{\partial z}+\frac{\partial w}{\partial x}\right)^{2}+\left(\frac{\partial v}{\partial z}+\frac{\partial w}{\partial y}\right)^{2}\right]^{\frac{1}{2}}}  \tag{2.70}\\
S_{i j}=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)  \tag{2.71}\\
F_{2}=\tanh \left(\arg _{2}^{2}\right) \\
\arg _{2}=\max \left(\frac{2 \sqrt{k}}{\beta^{*} \omega d}, \frac{500 \mu}{\rho d^{2} \omega \operatorname{Re}}\right) \tag{2.72}
\end{gather*}
$$

The $\phi$ coefficients of the model, are also obtained by a blending function, which defines their value between a minimum value $\phi_{1}$ and maximum value $\phi_{2}\left(\beta^{*}\right.$ and $\alpha_{1}$ are constant values equal to 0.09 and 0.31 , respectively). This function, utilizing minimum and maximum constants $\beta_{1}=0.075, \beta_{2}=0.0828$, $\gamma_{1}{ }^{*}=0.555, \gamma_{2}{ }^{*}=0.44, \sigma_{k l}=0.85, \sigma_{k 2}=1, \sigma_{\omega 1}=0.5$ and $\sigma_{\omega 2}=0.856$, is described as follows:

$$
\begin{equation*}
\phi=F_{1} \phi_{1}+\left(1-F_{1}\right) \phi_{2} \tag{2.73}
\end{equation*}
$$

Because of the activation of $k-\omega$ model inside the boundary layer region, special treatment of the source term of SST model is performed in the same to $k-\omega$ approach way [Liu96, Kim03, Men03b, Lyg14a, Lyg15].

### 2.2. Spatial discretization

For the discretization of the computational field and consequently the computation of numerical fluxes of flow and turbulence models, a node-centered finite-volume scheme is employed. According to this scheme the examined grid is divided into a number of finite control volumes, in each of which the magnitude of the conservative variables is assumed constant. In Figure 2.1 a median dual control volume for a node $P$ in a two-dimensional triangular mesh is illustrated; it is defined by an assembly of linear segments, where each segment is connected to the midpoint of an edge and to the barycenter of its neighbouring triangular face [Ka196, Kal05a, Lyg12b, Sar14].


Figure 2.1: Median dual control volume of a node $P$ in a two-dimensional triangular grid.
In three dimensions the employed median dual control volume of a node $P$ is constructed by connecting lines defined by edge midpoints, barycenters of faces and barycenters of elements, sharing this node [Mav94, Kal96, Mav96, Koo00, Bla01, Kim03, Kou03, Kal05a, Lyg12b]. According to this definition the volume of each element is equally divided to each of its nodes' control volumes. Contributions to the control volume of a node $P$ from different types of elements (prismatic, pyramidical and tetrahedral) are shown in Figure 2.2. The volume of a tetrahedral element can be computed, based on the coordinates of its nodes, as [Wolfram]

$$
V_{T}=\frac{1}{3!}\left|\begin{array}{llll}
x_{1} & y_{1} & z_{1} & 1  \tag{2.74}\\
x_{2} & y_{2} & z_{2} & 1 \\
x_{3} & y_{3} & z_{3} & 1 \\
x_{4} & y_{4} & z_{4} & 1
\end{array}\right|
$$

while the computation of the volumes of the prismatic and pyramidical elements is performed with their suitable division in tetrahedral ones.


Figure 2.2: Contribution of a prismatic, pyramidical and tetrahedral element to the control volume of a node $P$.
Considering the aforementioned discretization scheme, equation (2.1) is integrated over the control volume $C V_{P}$ of each node $P$ as

$$
\begin{equation*}
\iiint_{C V_{P}} \frac{\partial \vec{W}}{\partial t} d x d y d z+\iiint_{C V_{P}} \frac{\partial \vec{F}^{i n v}}{\partial x}+\frac{\partial \vec{G}^{i n v}}{\partial y}+\frac{\partial \vec{J}^{i n v}}{\partial z}-\frac{\partial \vec{F}^{v i s}}{\partial x}-\frac{\partial \vec{G}^{v i s}}{\partial y}-\frac{\partial \vec{J}^{v i s}}{\partial z} d x d y d z=\iiint_{C V_{P}} \vec{S} d x d z d y \tag{2.75}
\end{equation*}
$$

while employing the Green-Gauss divergence theorem is transformed as

$$
\begin{equation*}
\iiint_{C V_{p}} \frac{\partial \vec{W}}{\partial t} d x d y d z+\iint_{\partial C V_{p}}\left(\overrightarrow{\hat{H}}^{i n v}-\overrightarrow{\hat{H}}^{v i s}\right) d s=\iiint_{C V_{p}} \vec{S} d x d z d y \tag{2.76}
\end{equation*}
$$

where $\partial C V_{P}$ denotes the boundaries of the control volume of node $P$, defined by the facets constructed around the edges connecting node $P$ with each neighbouring node $Q$. If $\partial C V_{P Q}$ is the interfacing part of $\partial C V_{P}$ and $\partial C V_{Q}, K_{N}(P)$ is the set of neighbouring nodes to $P$, and $\Gamma$ is the domain's external boundary, then $\partial C V_{P}$ is defined as:

$$
\begin{equation*}
\partial C V_{P}=\bigcup_{Q \in K_{\mathbb{N}}(P)} \partial C V_{P Q}+\left(\partial C V_{P} \cap \Gamma\right) \tag{2.77}
\end{equation*}
$$

$\overrightarrow{\hat{H}}$ is the vector of the inviscid or viscous numerical fluxes, evaluated at the midpoint of an edge connected to node $P$; this midpoint actually coincides with the interface between the adjacent control volumes of nodes $P$ and $Q$ connected with this edge. As mentioned in Introduction, an edge-based data structure is used to reduce the required computational effort and accelerate the solution. Utilizing the outward unit normal vector $\overrightarrow{\hat{n}}_{P Q}$ of the corresponding $\partial C V_{P Q}$ face of the control volume, the aforementioned vectors are described as [Koo00, Kou03]

$$
\begin{gather*}
\overrightarrow{\hat{H}}^{i n v}=\hat{n}_{P Q, x} \vec{F}^{i n v}+\hat{n}_{P Q, y} \vec{G}^{i n v}+\hat{n}_{P Q, z} \vec{J}^{i n v}  \tag{2.78}\\
\overrightarrow{\hat{H}}^{v i s}=\hat{n}_{P Q, x} \vec{F}^{v i s}+\hat{n}_{P Q, y} \vec{G}^{v i s}+\hat{n}_{P Q, z} \vec{J}^{v i s} \\
\overrightarrow{\hat{n}}_{P Q}=\frac{\vec{n}_{P Q}}{\left|\vec{n}_{P Q}\right|}=\left(\hat{n}_{P Q, x}, \hat{n}_{P Q, y}, \hat{n}_{P Q, z}\right) \tag{2.79}
\end{gather*}
$$

where $\vec{n}_{P Q}$ is defined as the vector sum of the outward normal vectors of all the facets forming $\partial C V_{P Q}$. Their computation is achieved by a single element-loop in a pre-computation stage, deriving actually the main edge-wise data structure of the algorithm. In Figure 2.3 part of such a vector $\vec{n}_{P Q}$ contributed by a tetrahedron is presented; the illustrated barycenter of the tetrahedron $G$, medians of the faces $G_{1}, G_{2}$ and of the edge M are utilized for the computation of this vector.


Figure 2.3: Part of vector $\vec{n}_{P Q}$ contributed by a tetrahedron.
Thus, equation (2.76) is transformed as follows:

$$
\begin{equation*}
\iiint_{C V_{P}} \frac{\partial \vec{W}}{\partial t} d x d y d z+\sum_{Q \in K_{N}(P)} \iint_{o C V_{P Q}}\left(\overrightarrow{\hat{H}}^{i n v}-\overrightarrow{\hat{H}}^{v i s}\right) d s+\iint_{\partial C V_{P} \cap \Gamma}\left(\overrightarrow{\hat{H}}^{i n v}-\overrightarrow{\hat{H}}^{v i s}\right) d s=\iiint_{C V_{P}} \vec{S} d x d z d y \tag{2.80}
\end{equation*}
$$

Assuming that the conservative variables at node $P$ are equal to their mean values over $C V_{P}$, (main idea of the finite-volume method) the first term of equation (2.80) becomes:

$$
\begin{equation*}
\iiint_{C V_{P}} \frac{\partial \vec{W}}{\partial t} d x d y d z=\left(\frac{d \vec{W}}{d t}\right)_{P} \iiint_{C V_{P}} d x d y d z=\left(\frac{d \vec{W}}{d t}\right)_{P} V_{P} \tag{2.81}
\end{equation*}
$$

Expressing then the integrals of the numerical fluxes as summations of fluxes through the faces composing the control volume of node $P$, equation (2.80) is transformed as

$$
\begin{gather*}
\left(\frac{d \vec{W}}{d t}\right)_{P} V_{P}+\sum_{Q \in K_{N}(P)} \vec{\Phi}_{P Q}^{\text {inv }}+\sum_{\left(K_{\text {out }} \in \partial C V_{P} \cap \Gamma\right)} \vec{\Phi}_{P, \text { out }}^{\text {inv }}-\sum_{Q \in K_{N}(P)} \vec{\Phi}_{P Q}^{v i s}-\sum_{\left(K_{\text {out }} \in \partial C V_{P} \cap \Gamma\right)} \vec{\Phi}_{P, \text { out }}^{v i s}=\iiint_{C V_{P}} \vec{S} d x d z d y  \tag{2.82}\\
\vec{\Phi}_{P Q}^{\text {inv }}=\iint_{\partial C V_{P Q}} \overrightarrow{\hat{H}}^{\text {inv }} d s=\vec{f}\left(\vec{W}_{P Q}^{L}, \vec{W}_{P Q}^{R}, \vec{n}_{P Q}\right), \vec{\Phi}_{P Q}^{v i s}=\iint_{\partial C V_{P Q}} \overrightarrow{\hat{H}}^{v i s} d s=\vec{g}\left(\vec{W}_{P Q}^{L}, \vec{W}_{P Q}^{R}, \vec{n}_{P Q}\right) \\
\vec{\Phi}_{P, \text { out }}^{\text {inv }}=\iint_{\partial C V_{P} \cap \Gamma} \overrightarrow{\hat{H}}^{\text {inv }} d s=\vec{f}\left(\vec{W}_{P}, \vec{W}_{\text {out }}, \vec{n}_{\text {out }}\right), \vec{\Phi}_{P, \text { out }}^{v i s}=\iint_{\partial C V_{P} \cap \Gamma} \overrightarrow{\hat{H}}^{v i s} d s=\vec{g}\left(\vec{W}_{P}, \vec{W}_{\text {out }}, \vec{n}_{\text {out }}\right) \tag{2.83}
\end{gather*}
$$

where $\vec{W}_{P Q}^{L}$ and $\vec{W}_{P Q}^{R}$ are the vectors of the conservative variables on the left and right side of the edge $P Q$ respectively, while $\vec{W}_{\text {out }}$ is the corresponding vector on the boundary.

### 2.3. Numerical fluxes

### 2.3.1. Inviscid fluxes

For the computation of the flow equations' convective numerical fluxes, a one-dimensional Riemann problem in the direction of the normal vector of each face of the control volume of a node $P$ is considered. As its exact solution would require excessive computational effort [Lan98], an upwind scheme using Roe's approximate Riemann solver [Roe81] is employed to evaluate the inviscid fluxes at the midpoint of the edge $P Q$, as follows

$$
\begin{equation*}
\vec{\Phi}_{P Q}^{i n v}=\frac{1}{2}\left(\vec{H}^{i n v}\left(\vec{W}_{P Q}^{L}, \vec{n}_{P Q}\right)+\vec{H}^{i n v}\left(\vec{W}_{P Q}^{R}, \vec{n}_{P Q}\right)\right)-\frac{1}{2}\left|\tilde{A}_{P Q}\right|\left(\vec{W}_{P Q}^{R}-\vec{W}_{P Q}^{L}\right) \tag{2.84}
\end{equation*}
$$

where $\underline{\tilde{A}}$ is the Jacobian matrix of the convective flux vector $\vec{H}^{i n v}$, also evaluated at the midpoint of the corresponding edge $P Q$ by utilizing Roe's averaged values of the primitive variables (denoted with tilde $\sim$ ) [Roe81, Ven95, Lan98, Koo00, Kou03], defined as

$$
\begin{equation*}
\overrightarrow{\tilde{U}}_{P Q}=\frac{\sqrt{\rho_{L}} \vec{U}_{L}+\sqrt{\rho_{R}} \vec{U}_{R}}{\sqrt{\rho_{L}}+\sqrt{\rho_{R}}} \tag{2.85}
\end{equation*}
$$

where $\vec{U}_{L}$ and $\vec{U}_{R}$ are the values of primitive variables at the left and right side of the edge $P Q$ respectively, assuming a first-order accurate scheme; in case of a higher-order one these values have to be reconstructed using the Taylor series expansions, as analyzed in next section. Additional information on the computation of the Jacobian matrix of the convective flux vector is given in Appendix A.

Based on the following equation (2.86), equation (2.84) is transformed in an equivalent formulation (2.87), implemented finally in this work [Roe81, Lan98]:

$$
\begin{equation*}
\vec{H}^{i n v}\left(\vec{W}_{P Q}^{R}\right)-\vec{H}^{i n v}\left(\vec{W}_{P Q}^{L}\right)=\underline{\tilde{A}}_{P Q}^{-}\left(\vec{W}_{P Q}^{R}-\vec{W}_{P Q}^{L}\right) \tag{2.86}
\end{equation*}
$$

$$
\begin{equation*}
\vec{\Phi}_{P Q}^{i n v}=\vec{H}^{i n v}\left(\vec{W}_{P Q}^{L}, \vec{n}_{P Q}\right)+\underline{\tilde{A}}_{P Q}^{-}\left(\vec{W}_{P Q}^{R}-\vec{W}_{P Q}^{L}\right) \tag{2.87}
\end{equation*}
$$

Considering the edge-wise data structure of the algorithm, evaluation of the convective fluxes for all the mesh nodes is achieved with a single edge-loop, as no information is needed about the cell topology [Lyg14a, Lyg15].

### 2.3.2. Higher-order accurate schemes and slope limiters

For a first-order accurate spatial scheme the left and right states of an edge $P Q$ are approximated by the values at the end-points $P$ and $Q$ respectively. In a higher-order accurate scheme, these states are reconstructed with the Taylor series expansions, taking into account the corresponding values of more mesh nodes when computing the numerical fluxes. The incorporated higher-order accurate scheme is based on the MUSCL (Monotonic Upstream Scheme for Conservation Laws) reconstruction of the primitives or conservatives variables, using additionally a slope limiter (Van Albada -Van Leer [VanA82], Min-mod [Swe84] or Barth-Jespersen [Bar89]) to control the total variation of the reconstructed field [VanL85, Bar92, And94, Lan98, Bla01, ANSYS06, Lyg13b]. Thus, the left and right states for a primitive or a conservative variable $U$ at the midpoint of an edge $P Q$ are approximated as [Bar92, And94, Bla01, ANSYS06, Lyg13c, Sar14]

$$
\begin{align*}
& U_{P Q}^{L}=U_{P}+\frac{1}{2} \cdot(\nabla U)^{L} \cdot \vec{r}_{P Q} \\
& U_{P Q}^{R}=U_{Q}-\frac{1}{2} \cdot(\nabla U)^{R} \cdot \vec{r}_{P Q} \tag{2.88}
\end{align*}
$$

where, the first $\mathrm{R} / \mathrm{H}$ side terms are the left and right nodes' values of variable $U$ and $\vec{r}_{P Q}$ is the vector connecting these nodes. In case of a second-order accurate scheme the extrapolation gradients $(\nabla U)^{L}$ and $(\nabla U)^{R}$ are equal to the gradients $(\nabla U)_{P}$ and $(\nabla U)_{Q}$ at the nodes $P$ and $Q$ respectively. For the evaluation of these derivatives the element-by-element approach [Bar92] can be employed, which for a node $P$, being the common vertex of the neighbouring tetrahedra $T$, is described as [Bar92]:

$$
\begin{equation*}
(\nabla U)_{P}=\frac{1}{V_{P}} \sum_{T \in K_{T}(P)} \frac{V_{T}}{4}(\nabla U)_{T} \tag{2.89}
\end{equation*}
$$

where $V_{P}$ and $V_{T}$ are the volumes of the control volume of node $P$ and adjacent element $T$. Nevertheless, in this study an equivalent expression, derived by the Green-Gauss linear representation method, is employed, which is more suitable for the utilized edge-based data structure of the algorithm [Bar92, Bla01]:

$$
\begin{equation*}
(\nabla U)_{P}=\frac{1}{V_{P}} \sum_{Q \in K_{N}(P)} \frac{1}{2}\left(U_{P}+U_{Q}\right) \cdot \vec{n}_{P Q} \tag{2.90}
\end{equation*}
$$

In case of a boundary node (Figure 2.5) the previous equation is modified to include also the boundary interfaces as follows [Lyg13c]:

$$
\begin{equation*}
(\nabla U)_{P}=\frac{1}{V_{P}}\left(\sum_{Q \in K_{N}(P)} \frac{1}{2}\left(U_{P}+U_{Q}\right) \cdot \vec{n}_{P Q}+\sum_{\left(K_{\text {out }} \in \delta C_{P} \cap \Gamma\right)} U_{P} \cdot \vec{n}_{\text {out }}\right) \tag{2.91}
\end{equation*}
$$

For the minimization of the total variation in the reconstructed field three slope limiters have been incorporated in the present algorithm, namely the Van Albada -Van Leer [VanA82], the Min-mod [Swe84] and the Barth-Jespersen [Bar89].

The first limiter is actually an expansion of the MUSCL scheme, maintaining monotonicity between the values at the end-points $P$ and $Q$, while its formulation is based on the centered $(\nabla U)_{P Q}^{c}$ and upwind gradients $(\nabla U)_{P}^{u},(\nabla U)_{Q}^{u}$, defined as:

$$
\begin{align*}
& (\nabla U)_{P Q}^{c} \cdot \vec{r}_{P Q}=U_{Q}-U_{P} \\
& (\nabla U)_{P}^{u}=2(\nabla U)_{P}-(\nabla U)_{P Q}^{c}  \tag{2.92}\\
& (\nabla U)_{Q}^{u}=2(\nabla U)_{Q}-(\nabla U)_{P Q}^{c}
\end{align*}
$$

Once these gradients are obtained, equation (2.88) including a non-linear slope limiter is formulated as [Bla01, Lyg13c]

$$
\begin{align*}
& U_{P Q}^{L}=U_{P}+\frac{1}{2} \cdot \Phi\left((\nabla U)_{P}^{u} \cdot \vec{r}_{P Q},(\nabla U)_{P Q}^{c} \cdot \vec{r}_{P Q}\right) \\
& U_{P Q}^{R}=U_{Q}-\frac{1}{2} \cdot \Phi\left((\nabla U)_{Q}^{u} \cdot \vec{r}_{P Q},(\nabla U)_{P Q}^{c} \cdot \vec{r}_{P Q}\right) \tag{2.93}
\end{align*}
$$

where $\Phi$ is the limiter function, described as [VanA82]

$$
\Phi(a, b)=\left\{\begin{array}{cc}
\frac{\left(a^{2}+e\right) b+\left(b^{2}+e\right) a}{a^{2}+b^{2}+2 e} & \text { if } a b>0  \tag{2.94}\\
0 & \text { if } a b \leq 0
\end{array}\right.
$$

where $e$ is a very small number with a typical value of $1.0 E-16$, used to prevent division by zero.
The second incorporated Min-mod limiter is characterized by the smoothing of solution, choosing always the slope with the smallest magnitude; its formulation is exactly the same to this of the Van Albada-Van Leer (equations (2.93) and (2.94)), while the corresponding limiting function $\Phi$ is defined as [Swe84, Lyg13c]:

$$
\Phi(a, b)= \begin{cases}a \text { if }|a|<|b| & \text { and } a b>0  \tag{2.95}\\ b \text { if }|b|<|a| & \text { and } a b>0 \\ 0 & \text { if } a b \leq 0\end{cases}
$$

The Barth-Jespersen [Bar89] approach extends limitation further of the values at the two end-nodes $P$ and $Q$, to these of all adjacent points connected with an edge to the pre-mentioned nodes. It is formulated similarly to the previous limiters as [Bar89, Lyg11]

$$
\begin{align*}
& U_{P Q}^{L}=U_{P}+\Psi_{P} \cdot \frac{1}{2} \cdot(\nabla U)_{P} \cdot \vec{r}_{P Q} \\
& U_{P Q}^{R}=U_{Q}-\Psi_{Q} \cdot \frac{1}{2} \cdot(\nabla U)_{Q} \cdot \vec{r}_{P Q} \tag{2.96}
\end{align*}
$$

where the coefficients $\Psi_{p}, \Psi_{Q}$ are defined as:

$$
\begin{align*}
& \Psi_{P}=\min \left\{\Psi_{P Q}, Q \in K_{N}(P) \cap\{P\}\right\}  \tag{2.97}\\
& \Psi_{P Q}=\left\{\begin{array}{cc}
\min \left\{1, \Delta_{1, \text { max }} / \Delta_{2}\right\} & \Delta_{2}>0 \\
\min \left\{1, \Delta_{1, \text { min }} / \Delta_{2}\right\} & \Delta_{2}<0 \\
1 & \Delta_{2}=0
\end{array}\right.  \tag{2.98}\\
& \Delta_{2}=U_{\text {rec }, L}-U_{P} \\
& \Delta_{1, \text { max }}=U_{\max }-U_{P} \\
& \Delta_{1, \text { min }}=U_{\min }-U_{P} \\
& U_{\text {max }}=\max \left\{U_{Q}, Q \in K_{N}(P) \cap\{P\}\right\}  \tag{2.99}\\
& U_{\text {min }}=\min \left\{U_{Q}, Q \in K_{N}(P) \cap\{P\}\right\} \\
& U_{\text {rec }, L}=U_{P}+\frac{1}{2} \cdot(\nabla U)_{P} \cdot \vec{r}_{P Q}
\end{align*}
$$

Although this scheme is assumed to be more effective in assuring monotonicity comparing to Van Albada-Van Leer and Min-mod limiters, it is susceptible of exhibiting oscillations and consequently poor convergence due to the overreacted limiting of small amplitude noise it entails [And94, Del13].

In case of an even higher-order accurate scheme, the extrapolation gradients are obtained via a blending function, utilizing the centered $\left({ }^{c}\right)$ and upwind $\left({ }^{(4}\right)$ derivatives again, as [Kaz12, Smi07]

$$
\begin{align*}
& (\nabla U)^{L} \cdot \vec{r}_{P Q}=\frac{1}{2}\left[(1-\beta) \cdot(\nabla U)_{P}^{u} \cdot \vec{r}_{P Q}+(1+\beta) \cdot(\nabla U)_{P Q}^{c} \cdot \vec{r}_{P Q}\right] \\
& (\nabla U)^{R} \cdot \vec{r}_{P Q}=\frac{1}{2}\left[(1-\beta) \cdot(\nabla U)_{Q}^{u} \cdot \vec{r}_{P Q}+(1+\beta) \cdot(\nabla U)_{P Q}^{c} \cdot \vec{r}_{P Q}\right] \tag{2.100}
\end{align*}
$$

where parameter $\beta$ can be selected suitably to derive a family of reconstruction schemes; in structured grids $\beta=1$ yields a fully upwind scheme, $\beta=0$ a semi-upwind approximation (Fromm's scheme), and $\beta=-1$ a central differencing one [Kaz12]. If it is set equal to $1 / 3$, it leads to a third-order accurate upwind scheme, although third-order accuracy is strictly correct only for linear problems [Kaz12, Smi07]. Considering these gradients along with the requirement for minimization of oscillations in the reconstructed field, Van Albada - Van Leer limiter in a slightly different formulation to the pre-mentioned one is used as follows [Kaz12, Smi07]

$$
\begin{align*}
& U_{P Q}^{L}=U_{P}+\frac{1}{2} \cdot \mathrm{X}\left((\nabla U)_{P}^{u} \cdot \vec{r}_{P Q},(\nabla U)_{P Q}^{c} \cdot \vec{r}_{P Q}\right)(\nabla U)^{L} \cdot \vec{r}_{P Q} \\
& U_{P Q}^{R}=U_{Q}-\frac{1}{2} \cdot \mathrm{X}\left((\nabla U)_{Q}^{u} \cdot \vec{r}_{P Q},(\nabla U)_{P Q}^{c} \cdot \vec{r}_{P Q}\right)(\nabla U)^{R} \cdot \vec{r}_{P Q} \tag{2.101}
\end{align*}
$$

where X is the non-linear limiter function defined as:

$$
\begin{equation*}
\mathrm{X}(a, b)=\frac{a b+|a b|+e}{a^{2}+b^{2}+e} \tag{2.102}
\end{equation*}
$$

### 2.3.3. Viscous fluxes

The computation of viscous fluxes is based on the gradients of the velocity components and temperature at the middle of each edge (interface of adjacent control volumes) of the grid. For the evaluation of these derivatives two methods were included in the proposed algorithm, an element-based [Bra96, Kal96, Bla01, Kal05a, Lyg14a, Lyg15] and a nodal-averaging one [Bla01, Lyg14a, Lyg15].

The first methodology introduces new control volumes, the edge-dual volumes, which include all the neighbouring cells sharing a common edge [Kal96, Kal05a, Lyg14e]; in Figure 2.4. such volumes around an edge $e(\sim P Q)$ are illustrated by prismatic, tetrahedral and different types of adjacent mesh elements. The divergence theorem is then implemented on these new finite volumes and the gradients of primitive variables at the midpoints of each edge are calculated, performing the surface integrals along the edgedual boundaries as [Ka196, Kal05a, Ahn06, Ahn07, Lyg14a, Lyg15]

$$
\begin{equation*}
\left(\frac{\partial U}{\partial x}\right)_{e}=\frac{1}{V_{e}} \int_{e} U \hat{n}_{x} d s=\frac{1}{V_{e}} \sum_{k=1}^{m} n_{x, k} \sum_{l=1}^{L_{k}} \frac{U_{l}}{L_{k}} \tag{2.103}
\end{equation*}
$$

where $V_{e}$ is the volume of the edge-dual volume, $m$ is the number of its boundary surfaces and $L_{k}$ is the number of nodes at each such surface. Despite the capability of this method to avoid spurious oscillations [Kal05a], it leads to significantly increased computational effort as it requires a loop over an elementbased or a cell-based data structure [Lyg14a, Lyg14e, Lyg15].


Figure 2.4: Edge-dual volumes of edge e composed of prisms, tetrahedra and different types of elements.
Considering the previous state along with the edge-wise evaluation of gradients at each node of the mesh by implementing equations (2.90) and (2.91), another scheme, the nodal-averaging one, was incorporated in the present algorithm [Bla01]. This method is particularly attractive, as gradients' calculation can be completed by a single edge-loop, which is employed for the convective fluxes anyway, without requiring any additional storage. Utilizing the corresponding gradients at the end-points $P$ and $Q$ of the examined edge $P Q$, as well as the directional derivative along these nodes $(\partial U / \partial l)_{P Q}$, this scheme is described mathematically as [Bla01, Lyg14a, Lyg15]:

$$
\begin{equation*}
(\nabla \bar{U})_{P Q}=\frac{1}{2}\left((\nabla U)_{P}+(\nabla U)_{Q}\right) \tag{2.104}
\end{equation*}
$$

$$
\begin{gather*}
\left(\frac{\partial U}{\partial l}\right)_{P Q} \approx \frac{U_{Q}-U_{P}}{\left|\vec{r}_{P Q}\right|}, \overrightarrow{\hat{r}}_{P Q}=\frac{\vec{r}_{P Q}}{\left|\vec{r}_{P Q}\right|}  \tag{2.105}\\
(\nabla U)_{P Q}=(\nabla \bar{U})_{P Q}-\left[(\nabla \bar{U})_{P Q} \cdot \vec{r}_{P Q}-\left(\frac{\partial U}{\partial l}\right)_{P Q}\right] \overrightarrow{\hat{r}}_{P Q} \tag{2.106}
\end{gather*}
$$

Furthermore, as it depends on the edges of the grid and not on the type of the elements (tetrahedral, prismatic, pyramidical), it appears even more valuable in case of utilization of hybrid grids.

### 2.3.4. Turbulence models' fluxes

For the computation of turbulence models' fluxes the same node-centered finite-volume discretization scheme is implemented. The convective fluxes are evaluated at the midpoint of each edge $P Q$, employing a simple first-order accurate upwind scheme as [Lar91, And94, Koo00, Kou03, ANSYS06, Lyg 14a, Lyg15]

$$
\begin{gather*}
\Phi_{\phi, P Q}^{i n v}=\left(\rho V_{n}\right)^{+} \phi_{P}+\left(\rho V_{n}\right)^{-} \phi_{Q}  \tag{2.107}\\
\left(\rho V_{n}\right)^{+}=\max \left(\rho V_{n}, 0\right), \quad\left(\rho V_{n}\right)^{-}=\min \left(\rho V_{n}, 0\right) \tag{2.108}
\end{gather*}
$$

where $\phi$ is each primitive variable of the model and $V_{n}=\vec{V}_{P Q}$ is the value of the normal to the face around the edge $P Q$ velocity. In general, a higher-order accurate scheme isn't necessary for the computation of these numerical fluxes, as the viscous terms are the main reacting ones in turbulence models' PDE's; the numerical diffusion imported due to the first-order method can be assumed quite reasonably negligible [And94, Kou03, Lyg14a, Lyg15].

As far as the computation of the diffusive fluxes at the midpoint of each edge is concerned, the gradients of the corresponding primitive variables are needed to be pre-computed in the same way velocity components' gradients are evaluated for the flow equations. Since these derivatives are obtained, the viscous fluxes in case of turbulence model $k-\varepsilon$ are calculated for an edge $P Q$ as [Kou03]:

$$
\begin{equation*}
\vec{\Phi}_{P Q}^{v i s}=\binom{\left(\frac{\mu}{\operatorname{Re}}+\frac{\mu_{t}}{\sigma_{k}}\right)\left(\frac{\partial k}{\partial x} n_{P Q, x}+\frac{\partial k}{\partial y} n_{P Q, y}+\frac{\partial k}{\partial z} n_{P Q, z}\right)}{\left(\frac{\mu}{\operatorname{Re}}+\frac{\mu_{t}}{\sigma_{\varepsilon}}\right)\left(\frac{\partial \varepsilon}{\partial x} n_{P Q, x}+\frac{\partial \varepsilon}{\partial y} n_{P Q, y}+\frac{\partial \varepsilon}{\partial z} n_{P Q, z}\right)} \tag{2.109}
\end{equation*}
$$

For $k-\omega$ and SST turbulence models a corresponding relation is extracted, whose differences to the previous one are focused on the specific dissipation rate $\omega$ equation.

### 2.3.5. Boundary conditions

The contribution of boundary surfaces has to be also considered in the flux balance of the corresponding nodes; in this study, wall, inlet, outlet and symmetry boundary conditions are encountered. In general such fluxes are computed at the barycenters of boundary faces, using the arithmetic averages of conservative variables of their nodes, and assigned to the same nodes, weighted by the area of the face, which corresponds to them, e.g., solid wall boundary fluxes in case of inviscid flow or inlet/outlet ones.

As far as the solid wall boundary nodes are concerned, a free-slip condition is implemented for inviscid flows, while for laminar and turbulent ones a no-slip condition is used. The free-slip condition is
implemented implicitly, by adding a flux with zero normal to the boundary face velocity $V_{n}$, described as [Mav94]

$$
\begin{equation*}
V_{n}=\vec{V} \cdot \vec{n}_{\text {out }}=0 \tag{2.110}
\end{equation*}
$$

where $\vec{n}_{\text {out }}=\left(n_{\text {out }, x}, n_{\text {out }, y}, n_{\text {out }, z}\right)$ is the normal to the boundary face vector. Such a vector is shown in Figure 2.5; the illustrated median point of face $M$, medians of edges $M_{P}, M_{Q}, M_{R}$ and median point of tetrahedron G are utilized for the computation of this normal vector. The added free-slip convective flux is calculated finally as follows:

$$
\vec{H}_{\text {freestip }}=\left(\begin{array}{c}
\rho V_{n}  \tag{2.111}\\
\rho u V_{n}+p n_{\text {out }, x} \\
\rho v V_{n}+p n_{\text {out }, y} \\
\rho w V_{n}+p n_{\text {out }, z} \\
(\rho E+p) V_{n}
\end{array}\right)=\left(\begin{array}{c}
0 \\
p n_{\text {out }, x} \\
p n_{\text {out }, y} \\
p n_{\text {out }, z} \\
0
\end{array}\right)
$$



Figure 2.5: Normal to the boundary face PQR vector $\vec{n}_{\text {out }}$.
The same free-slip condition is applied in case of employing the turbulence model $k$ - $\varepsilon$ along with wall functions WF1 or WF2; although wall functions should be imposed at the first layer of nodes from the solid surface, they are implemented on the boundary nodes, considering that in the usually employed grids, which are highly stretched in this area, the distance of the first layer from the solid walls is very small [Mav94, Kou03]. In this case, the turbulent kinetic energy $k$ and the dissipation rate $\varepsilon$ at wall boundary nodes are evaluated using the wall functions, while the convective flux of equation (2.111), along with the diffusive flux caused by the computed friction stress tensor $\tau_{w}$ are added to the flux balance of the corresponding nodes [Koo00, Kou03].

Unlike the aforementioned flows, for laminar as well as turbulent flows employing $k-\varepsilon$ with oneequation model near the solid wall region, $k-\omega$ or $S S T$ model, no-slip conditions are imposed explicitly at the corresponding nodes, by zeroizing their components of velocity (low Reynolds number approach). As far as the turbulence models' variables are concerned, the turbulent kinetic energy $k$ and the turbulent
dynamic viscosity $\mu_{t}$ are set similarly equal to zero at these nodes; the dissipation rate $\varepsilon$ for the first model is computed by employing equation (2.56), while the specific dissipation rate for the $k-\omega$ and SST models is evaluated as

$$
\begin{equation*}
\rho \omega_{\text {wall }}=\frac{60 \mu}{\beta y^{2} \operatorname{Re}} \tag{2.112}
\end{equation*}
$$

where $y$ is the distance of the wall boundary node from the nearest non-boundary one of the grid. Due to this condition $k-\omega$ and SST require finer grids in this region with $y^{+}$less than 2.5 [Saf74, Men94, Bla01, Bre02, Kim03, Kou03, Men03a, Men03b].

In inlet boundary faces, an one-dimensional Riemann problem is assumed again between the face's barycenter and far field for the computation of the flow PDE's convective fluxes; the obtained fluxes are shared then to the corresponding boundary nodes. The aforementioned problem is solved by employing the Steger-Warming scheme [Ste81, Lan98] via the following equation:

$$
\begin{equation*}
\vec{H}_{K, \text { out }}^{\text {inv }}=\underline{\tilde{a}}_{K}^{+} \vec{W}_{K}+\tilde{\tilde{A}}_{K}^{-} \vec{W}_{\text {out }} \tag{2.113}
\end{equation*}
$$

where subscript $K$ denotes the barycenter of the boundary face, while subscript out denotes the far field; the values of the variables of vector $\vec{W}_{\text {out }}$ are obtained either from the far field or the boundary barycenter, depending on the type of the flow (internal or external) [Hir90, Bla01]. Further information for the computation of Jacobian matrices is given in Appendix A. Following the common practice in the open literature [Kou03], the diffusive fluxes are omitted due to their negligible contribution away from solid obstacles. If a turbulent flow is encountered, Dirichlet conditions are imposed for the turbulence models' variables at this region. In case of $k-\varepsilon$ model, their values are defined, based on the turbulence intensity $T_{u}$ and the ratio of turbulent to laminar viscosity $\alpha$ in inlet area, as [Lau74, Kim03, Kou03]:

$$
\begin{equation*}
k_{i n}=\frac{3}{2}\left(T_{u}\left|\vec{V}_{i n}\right|\right)^{2}, \mu_{t}=\frac{a \mu}{\operatorname{Re}}, \varepsilon_{i n}=\frac{c_{\mu} f_{\mu} k_{i n}^{2}}{a} \tag{2.114}
\end{equation*}
$$

Typical values for this ratio and turbulence intensity at the inlet boundary are 0.1 and $1 \%$ respectively. In the same way, for $k-\omega$ and $S S T$ turbulence models the imposed values are defined as [NASA]

$$
\begin{equation*}
\omega_{i n}=C_{1} \frac{\left|\vec{V}_{i n}\right|}{L}, \mu_{t}=\frac{a \mu}{\operatorname{Re}}, k_{i n}=\frac{\mu_{t} \omega_{i n}}{\rho_{i n}} \tag{2.115}
\end{equation*}
$$

where $L$ is a characteristic length (equal to unity in this algorithm due to its dimensionless formulation), $C_{l}$ is a constant with value between $l$ and 10 , and $a$ is again the ratio of turbulent to laminar viscosity with value between $1.0 E-2$ and $1.0 E-5$ [NASA].

Similarly to inlet boundary faces, a one-dimensional Riemann problem is considered and solved at outlet ones for the computation of the flow PDE's convective fluxes, while the values of the variables of vector $\vec{W}_{\text {out }}$ are obtained again either from the far field or the boundary barycenter depending on the type of the flow (internal or external); the viscous fluxes are neglected again [Hir90, Bla01]. However, in turbulence models the corresponding variables are not evaluated with Dirichlet conditions; the convective numerical flux for each primitive variable $\phi$ in an outlet boundary node $P$ is calculated via a simple upwind scheme, expressed as follows

$$
\begin{equation*}
\Phi_{\phi, P \text {-out }}^{\text {inv }}=\left(\rho V_{n}\right) \phi_{P} \tag{2.116}
\end{equation*}
$$

while its diffusive flux is omitted in the same way to the flow equations.
Finally, for a symmetry surface free-slip boundary conditions are imposed to the flow equations similarly to these for solid wall boundaries along with an inviscid flow.

### 2.3.6. Source terms

As mentioned in the first section of this Chapter, the source term of flow equations is set equal to zero, while this of turbulence models is computed, based on the finite-volume discretization, as follows [Bla01, Lyg14e]:

$$
\begin{equation*}
\iiint_{C_{P}} \vec{S} d x d y d z=\vec{S}_{P} V_{P} \tag{2.117}
\end{equation*}
$$

### 2.4. Time integration

For time integration two schemes have been incorporated in the proposed methodology for both the Navier-Stokes and the turbulence models PDE's (either selected by the user), a point-implicit one using the Jacobi or the Gauss-Seidel algorithm [Ven95, Kou03, Lyg11] and an explicit one utilizing a secondorder temporal accurate four-stage Runge-Kutta (RK(4)) method [Lal88a, Kal96, Bla01, Sor03, Lyg14a, Lyg15]. Equation (2.82) is transformed in the following formulation for their implementation

$$
\begin{align*}
& -V_{P}\left(\frac{d \vec{W}}{d t}\right)_{P}=-V_{P} \frac{\Delta \vec{W}_{P}^{n+1}}{\Delta t_{P}}=  \tag{2.118}\\
& \sum_{Q \in K_{N}(P)} \vec{\Phi}_{P Q}^{\text {inv }}+\sum_{\left(K_{\text {out }} \in \partial C V_{P} \cap \Gamma\right)} \vec{\Phi}_{P, \text { out }}^{\text {inv }}-\sum_{Q \in K_{N}(P)} \vec{\Phi}_{P Q}^{\text {vis }}-\sum_{\left(K_{\text {out }} \epsilon \partial C V_{P} \cap \Gamma\right)} \vec{\Phi}_{P, \text { out }}^{\text {vis }}-\vec{S}_{P} V_{P}=\vec{R}_{P}^{n}
\end{align*}
$$

where $\Delta t_{P}$ is the local time step at node $P$, which depending on the type of the flow (inviscid, laminar or turbulent) is computed as [Kim03, Lyg11]

$$
\begin{align*}
& \Delta t_{P}^{\text {inv }}=C F L \cdot \frac{0.5 \alpha_{\min l \text { edge }, P}}{\left|\vec{U}_{P}\right|+c_{P}} \\
& \Delta t_{P}^{\text {lam }}=C F L \cdot \frac{\left(0.5 \alpha_{\min l \text { ledge, } P}\right)^{2}}{\left(\left|\vec{U}_{P}\right|+c_{P}\right) 0.5 \alpha_{\text {minledge, } P}+\frac{2 \gamma \mu}{\rho_{P} \operatorname{Re} \operatorname{Pr}}}  \tag{2.119}\\
& \Delta t_{P}^{\text {turb }}=C F L \frac{V_{P}}{\left(\lambda_{c}^{x}+\lambda_{c}^{y}+\lambda_{c}^{z}\right)+4 \cdot\left(\lambda_{v}^{x}+\lambda_{v}^{y}+\lambda_{v}^{z}\right)}
\end{align*}
$$

where $\left|\vec{U}_{P}\right|$ is the value of velocity at node $P, c_{P}$ is the speed of sound evaluated on the same node and $\alpha_{\text {min ledge }, P}$ is the length of the shortest edge connected to $P$. The convective spectral radii $\lambda_{c}$ and the viscous spectral radii $\lambda_{v}$ are evaluated as [Kim03, Kal05a]

$$
\begin{equation*}
\lambda_{c}^{i}=\left(\left|U_{i}\right|+c_{P}\right) \Delta \mathrm{A}_{i}^{j}, \quad j=x, y, z \tag{2.120}
\end{equation*}
$$

$$
\begin{equation*}
\lambda_{v}^{i}=\max \left(\frac{4}{3 \rho}, \frac{\gamma}{\rho}\right)\left(\frac{\mu}{\operatorname{Pr} \operatorname{Re}}+\frac{\mu_{t}}{\operatorname{Pr} t}\right) \frac{\left(\Delta \mathrm{A}_{i}^{j}\right)^{2}}{V_{P}}, \quad j=x, y, z \tag{2.121}
\end{equation*}
$$

where $\Delta \mathrm{A}_{i}^{j}$ is the sum of the absolute projections of the node $P$ control volume surfaces' normal vectors in direction $j$, calculated as [Kim03]:

$$
\begin{equation*}
\Delta \mathrm{A}_{i}^{j}=\frac{1}{2} \sum_{C S_{P}}\left|\Delta \mathrm{~A}^{j}\right|_{C S_{P, j}}, \quad j=x, y, z \tag{2.122}
\end{equation*}
$$

The local time stepping technique is commonly employed in CFD, enhancing each control volume with the maximum permissible time step, which consequently results in the acceleration of the convergence to the steady-state solution [Bla01]; in case a global time step is required, it is defined as the smallest of the local time steps of all the nodes of the mesh.

### 2.4.1. Point-implicit scheme

For the employment of the point-implicit scheme, the R/H side of equation (2.118) has to be linearized per Newton as [Ven 95]:

$$
\begin{equation*}
R\left(\vec{W}^{n+1}\right)=R\left(\vec{W}^{n}+\delta \vec{W}\right)=R\left(\vec{W}^{n}\right)+\left(\frac{\partial R}{\partial \vec{W}}\right)^{n} \cdot \delta \vec{W}+O\left(\delta \vec{W}^{2}\right) \tag{2.123}
\end{equation*}
$$

where $n$ denotes the current pseudo time step, in which the numerical fluxes are computed. Considering the desired formulation $A \cdot x=b$ with unknowns the corrections of conservative variables, equation (2.118) becomes as follows [Ven95, Kou03]

$$
\begin{align*}
& \frac{V}{\Delta t} \cdot \delta \vec{W}+\left(\frac{\partial R}{\partial \vec{W}}\right)^{n} \cdot \delta \vec{W}=-R\left(\vec{W}^{n}\right) \Rightarrow \\
& \left(\frac{V}{\Delta t} \cdot I+\left(\frac{\partial R}{\partial \vec{W}}\right)^{n}\right) \cdot \delta \vec{W}=-R\left(\vec{W}^{n}\right) \tag{2.124}
\end{align*}
$$

where $I$ is a unit matrix with dimensions $5 x 5$ ( $2 x 2$ for the turbulence models). According to this approach the inviscid and viscous numerical fluxes have to be linearized similarly to the way they are computed.

The inviscid numerical flux at the midpoint of an edge $P Q$ is defined for the node $P$ via Newton linearization as [Ven95, Kou03]

$$
\begin{equation*}
\left(\vec{\Phi}_{P Q}^{\text {inv }}\right)^{n+1}=\left(\vec{\Phi}_{P Q}^{\text {inv }}\right)^{n}+\underline{B}_{d}^{n} \delta \vec{W}_{P}^{n+1}+\underline{B}_{o}^{n} \delta \vec{W}_{Q}^{n+1} \tag{2.125}
\end{equation*}
$$

where $\underline{B}_{d}^{n}$ and $\underline{B}_{o}^{n}$ are diagonal and off-diagonal matrices, calculated as follows [Kou03]:

$$
\begin{align*}
& \underline{B}_{d}^{n}=\tilde{\tilde{A}}_{P Q}^{+}\left(\vec{W}_{P Q}, \vec{n}_{P Q}\right)  \tag{2.126}\\
& \underline{B}_{o}^{n}=\underline{A}_{Q}\left(\vec{W}_{Q}, \vec{n}_{P Q}\right)-\underline{\tilde{A}}_{P Q}^{+}\left(\vec{W}_{P Q}, \vec{n}_{P Q}\right)
\end{align*}
$$

The previous equations (2.125) and (2.126) are obtained using the alternative formulation of the Roe's approximate Riemann solver, which for time step $n+1$ is described as [Lan98]:

$$
\begin{equation*}
\left(\vec{\Phi}_{P Q}^{i n v}\right)^{n+1}=\vec{H}^{i n v}\left(\vec{W}_{P Q}^{R}, \vec{n}_{P Q}\right)^{n+1}-\tilde{\tilde{A}}_{P Q}^{+}\left(\vec{W}_{P Q}^{R, n+1}-\vec{W}_{P Q}^{L, n+1}\right) \tag{2.127}
\end{equation*}
$$

The inviscid flux vector $\vec{H}^{\text {inv }}\left(\vec{W}_{P Q}^{L}, \overrightarrow{,}_{P Q}\right)$ at the midpoint of edge $P Q$, based on the conservative variables of L/H node $P$ and the corresponding vector $\vec{n}_{P Q}$ for the time step $n+1$, can be calculated as [Ven95, Kou03]

$$
\begin{gather*}
\vec{H}^{i n v}\left(\vec{W}_{P Q}^{L}, \vec{n}_{P Q}\right)=\underline{A}_{P} \cdot W_{P Q}^{L}  \tag{2.128}\\
\left(\vec{H}_{P}^{i v v}\right)^{n+1}=\left(\vec{H}_{P}^{i n v}\right)^{n}+\left(\frac{\partial \vec{H}^{i n v}}{\partial \vec{W}}\right)_{P}^{n} \cdot \delta \vec{W}_{P}=\underline{A}_{P} \cdot \vec{W}_{P}^{n}+\underline{A}_{P} \cdot \delta \vec{W}_{P} \tag{2.129}
\end{gather*}
$$

while considering equation (2.129), equation (2.127) obtains its final formulation [Ven95]:

$$
\begin{align*}
& \left(\vec{\Phi}_{P Q}^{i n v}\right)^{n+1}=\left(\vec{H}_{Q}^{i n v}\right)^{n}+\underline{A}_{Q} \delta \vec{W}_{Q}-\tilde{A}_{P Q}^{+}\left(\vec{W}_{Q}^{n}+\delta \vec{W}_{Q}-\vec{W}_{P}^{n}-\delta \vec{W}_{P}\right) \\
& =\left(\vec{H}_{Q}^{i n v}\right)^{n}-\tilde{\tilde{A}}_{P Q}^{+}\left(\vec{W}_{Q}^{n}-\vec{W}_{P}^{n}\right)+\left(\underline{A}_{Q}-\tilde{\tilde{A}}_{P Q}^{+}\right) \delta \vec{W}_{Q}+\tilde{\tilde{A}}_{P Q}^{+} \delta \vec{W}_{P}  \tag{2.130}\\
& =\left(\vec{\Phi}_{P Q}^{i n v}\right)^{n}+\left(\underline{A}_{Q}-\tilde{\tilde{A}}_{P Q}^{+}\right) \delta \vec{W}_{Q}+\tilde{\tilde{A}}_{P Q}^{+} \delta \vec{W}_{P}
\end{align*}
$$

Although a higher-order accurate scheme is implemented for the computation of convective fluxes, the corresponding linearized terms in the $\mathrm{L} / \mathrm{H}$ side of equation (2.124) are based on a first-order one for simplification reasons; nevertheless, they don't constrain the accuracy in case of steady-state flows.

In a similar to the inviscid fluxes way, the viscous ones at the midpoint of an edge $P Q$ are defined for the node $P$ via Newton linearization as [Kou03]

$$
\begin{equation*}
\left(\vec{\Phi}_{P Q}^{v i s}\right)^{n+1}=\left(\vec{\Phi}_{P Q}^{v i s}\right)^{n}+\underline{C}_{d}^{n} \delta \vec{W}_{P}^{n+1}+\underline{C}_{o}^{n} \delta \vec{W}_{Q}^{n+1}+\underline{C}_{a d j}^{n} \delta \vec{W}_{R}^{n+1} \tag{2.131}
\end{equation*}
$$

where $\underline{C}_{d}^{n}$ and $\underline{C}_{o}^{n}$ are also diagonal and off-diagonal matrices, used with the conservative variables' corrections of nodes $P$ and $Q$, while $\underline{C}_{a d j}^{n}$ is combined with the corresponding corrections of the rest nodes $R$ adjacent to the edge $P Q$; their computation is based on the scheme employed for the evaluation of velocity components and temperature gradients. Further information for their formulation is contained in Appendix B.

The numerical fluxes derived by the boundary conditions (free-slip and inlet/outlet) have also to be linearized per Newton. Thus, the inviscid diagonal contribution at the inlet/outlet boundary nodes is defined as [Ven95, Kou03]

$$
\begin{equation*}
\left(\vec{H}_{P, \text { out }}^{\text {inv }}\right)^{n+1}=\left(\vec{H}_{P, \text { out }}^{\text {inv }}\right)^{n}+\underline{\tilde{\tilde{a}}}_{K}^{+} \cdot \delta \vec{W}_{P}^{n+1} \tag{2.132}
\end{equation*}
$$

while at the free-slip surfaces' nodes as [Kou03]:

$$
\begin{equation*}
\left(\vec{H}_{P, \text { freeslip }}^{\text {inv }}\right)^{n+1}=\left(\vec{H}_{P, \text { freeslip }}^{\text {inv }}\right)^{n}+\frac{\left(\partial \vec{H}_{P, \text { freeslip }}^{\text {inv }}\right)^{n}}{\vartheta \vec{U}_{P}^{n}} \cdot \frac{\vartheta \vec{U}_{P}^{n}}{\vartheta \vec{W}_{P}^{n}} \cdot \delta \vec{W}_{P}^{n+1} \tag{2.133}
\end{equation*}
$$

Further information for its computation is included in Appendix C. The free-slip and inlet/outlet viscous diagonal contributions are assumed negligible and are omitted similarly to the corresponding internal fluxes (section 2.3.5). Nevertheless, in case of turbulent flow modelled with $k-\varepsilon$ WF1 or WF2, these solid wall surfaces are taken into account; as the friction stress tensor $\tau_{w}$ flux is added to the viscous terms of Navier-Stokes PDE's, its linearized contribution has to be considered in the diagonal matrix $\underline{C}_{d}^{n}$ as:

$$
\begin{equation*}
\left(\vec{H}_{P, \tau_{w}}^{v i s}\right)^{n+1}=\left(\vec{H}_{P, \tau_{w}}^{v i s}\right)^{n}+\frac{\left(\partial \vec{H}_{K, \tau_{w}}^{v i s}\right)^{n}}{\partial \vec{W}_{K}^{n}} \cdot \delta \vec{W}_{P}^{n+1} \tag{2.134}
\end{equation*}
$$

Since the linearization of all the components of $\mathrm{R} / \mathrm{H}$ side of equation (2.118) is accomplished, equation (2.124) becomes [Kou03]:

$$
\begin{equation*}
\underline{D}_{P}^{n} \cdot \delta \vec{W}_{P}^{n+1}+\sum_{Q \in K_{N}(P)} \underline{O}_{P Q}^{n} \cdot \delta \vec{W}_{Q}^{n+1}+\sum_{R \in \operatorname{adj}(P Q), Q \in K_{N}(P)} \underline{C}_{a d j}^{n} \cdot \delta \vec{W}_{R}^{n+1}=-\vec{R}_{P}^{n} \tag{2.135}
\end{equation*}
$$

where $\underline{D}_{P}^{n}$ and $\underline{O}_{P Q}^{n}$ are the diagonal and off-diagonal matrices including both the inviscid and viscous contributions, while $\delta \vec{W}_{P}^{n+1}$ and $\delta \vec{W}_{Q}^{n+1}$ are the computed corrections of conservative variables of nodes $P$ and $Q . \underline{C}_{a d j}^{n}$ denotes the corresponding matrix for the rest nodes $R$ neighbouring the examined edge $P Q$, which is used with the corresponding computed corrections $\delta \vec{W}_{R}^{n+1}$. The Jacobi or the Gauss-Seidel algorithm can be implemented then to re-compute the values of the conservative variables' corrections, via internal iterations, the number of which should be carefully chosen in order an acceptable convergence to be succeeded [Ven95, Kou03]. Employing the Jacobi algorithm, the corrections of conservative variables for time step $n+1$ are computed as follows

$$
\begin{equation*}
\delta \vec{W}_{P}^{n+1, k+1}=\left(\underline{D}_{P}^{n}\right)^{-1} \cdot\left(-\vec{R}_{P}^{n}-\sum_{Q \in K_{N}(P)} \underline{O}_{P Q}^{n} \cdot \delta \vec{W}_{Q}^{n+1, k}-\sum_{R \in a d j(P Q), Q \in K_{N}(P)} \underline{C}_{a d j}^{n} \cdot \delta \vec{W}_{R}^{n+1, k}\right) \tag{2.136}
\end{equation*}
$$

while in case the Gauss-Seidel algorithm along with the Red-Black procedure [Dec92, Ven95] is selected, as:

$$
\begin{align*}
& \delta \vec{W}_{P}^{n+1, k+1}=\left(\underline{D}_{P}^{n}\right)^{-1} \cdot\left(-\vec{R}_{P}^{n}-\sum_{Q \in K_{N}(P), \bmod (Q, 2)=0} \underline{O}_{P Q}^{n} \cdot \delta \vec{W}_{Q}^{n+1, k}-\sum_{Q \in K_{N}(P), \bmod (Q, 2)>0} \underline{O}_{P Q}^{n} \cdot \delta \vec{W}_{Q}^{n+1, k+1}\right) \\
& -\left(\underline{D}_{P}^{n}\right)^{-1}\left(\sum_{R \in a d j(P Q), Q \in K_{N}(P), \bmod (R, 2)=0} \underline{C}_{a d j}^{n} \cdot \delta \vec{W}_{R}^{n+1, k}+\sum_{R \in \operatorname{adj}(P Q), Q \in K_{N}(P), \bmod (R, 2)>0} \underline{C}_{a d j}^{n} \cdot \delta \vec{W}_{R}^{n+1, k+1}\right) \tag{2.137}
\end{align*}
$$

In the first internal iteration $(k=0)$ for both methods the corrections of conservative variables are evaluated as:

$$
\begin{equation*}
\delta \vec{W}_{P}^{n+1,0}=\left(\underline{D}_{P}^{n}\right)^{-1} \cdot\left(-\vec{R}_{P}^{n}\right) \tag{2.138}
\end{equation*}
$$

The incorporated turbulence models are managed in the same way, but separately to flow equations (loose coupling); the flow variables are updated firstly and then the corrections of turbulence models' variables are obtained employing the respective to (2.136) or (2.137) equations. Newton linearization is implemented to their convective fluxes as well, deriving the following components of diagonal and offdiagonal matrices:

$$
\underline{B}_{t, d}^{n}=\underline{B}_{t, o}^{n}=\left[\begin{array}{cc}
u n_{x}+v n_{y}+w n_{z} & 0  \tag{2.139}\\
0 & u n_{x}+v n_{y}+w n_{z}
\end{array}\right]
$$

An analysis for the corresponding diffusive components is included in Appendix B. The boundary conditions' diagonal contributions are omitted, except for the inviscid ones at the outlet surfaces, defined as follows

$$
\begin{equation*}
\left(\vec{H}_{t, P, \text { out }}^{\text {inn }}\right)^{n+1}=\left(\vec{H}_{t, P, \text { out }}^{\text {inv }}\right)^{n}+\underline{L}_{t, K} \cdot \delta \vec{W}_{t, P}^{n+1} \tag{2.140}
\end{equation*}
$$

where $\underline{L}_{4, K}$ is computed as:

$$
\underline{L}_{t, K}=\left[\begin{array}{cc}
u_{K} n_{x, \text { out }}+v_{K} n_{y, \text { out }}+w_{K} n_{z, \text { out }} & 0  \tag{2.141}\\
0 & u_{K} n_{x, \text { out }}+v_{K} n_{y, \text { out }}+w_{K} n_{z, \text { out }}
\end{array}\right]
$$

The main difference between the turbulence models' and Navier-Stokes' PDE's is the existence of the source term in the first set, which has to be linearized as well for the implementation of the pointimplicit scheme:

$$
\begin{equation*}
\vec{S}_{t, P}^{n+1}=\vec{S}_{t, P}^{n}+\underline{L}_{t, P}^{S} \delta \vec{W}_{t, P}^{n+1} \tag{2.142}
\end{equation*}
$$

In order to reinforce the diagonal dominance of Jacobian matrix $\underline{L}_{t, P}^{S}$, only the negative source term components $\vec{S}_{t, P}^{-}$are considered for its computation, resulting for $k-\varepsilon$ turbulence model WF1 and WF2 in the following relations [Lar91, Koo00]

$$
\begin{gather*}
\vec{S}_{k \varepsilon-W F, P}^{-}=\binom{-\rho \varepsilon}{-c_{2} f_{2} \rho \frac{\varepsilon^{2}}{k}}=\binom{-\frac{c_{\mu} f_{\mu}}{\mu_{t}}(\rho k)^{2}}{-c_{2} f_{2} \frac{(\rho \varepsilon)^{2}}{\rho k}}  \tag{2.143}\\
\underline{L}_{k \varepsilon-W F, P}^{s^{-}}=\left(\begin{array}{cc}
\frac{-2 f_{\mu} C_{\mu} \rho k}{\mu_{t}} & 0 \\
c_{2} f_{2} \frac{(\rho \varepsilon)^{2}}{(\rho k)^{2}} & -2 c_{2} f_{2} \frac{\rho \varepsilon}{\rho k}
\end{array}\right) \tag{2.144}
\end{gather*}
$$

while for the blended one with the one-equation method near the solid wall boundaries in:

$$
\left.\begin{array}{c}
\vec{S}_{k \varepsilon-\operatorname{leq}, P}^{-}=\binom{-\frac{c_{\mu} f_{\mu}}{\mu_{t}}(\rho k)^{2}}{\lambda\left(-c_{2} f_{2} \frac{(\rho \varepsilon)^{2}}{\rho k}\right)+(1-\lambda) \alpha(-\rho \varepsilon)} \\
\underline{L}_{k \varepsilon-1 e q, P}^{S_{-}^{-}}=\left(\begin{array}{c}
\frac{-2 f_{\mu} C_{\mu} \rho k}{\mu_{t}} \\
\lambda\left(c_{2} f_{2} \frac{(\rho \varepsilon)^{2}}{(\rho k)^{2}}\right)
\end{array} \lambda\left(-2 c_{2} f_{2} \frac{\rho \varepsilon}{\rho k}\right)-(1-\lambda) \alpha\right. \tag{2.146}
\end{array}\right)
$$

If turbulence model $k-\omega$ or $S S T$ is selected instead, the corresponding vectors are similarly computed as [Chi96, Kim03]:

$$
\begin{gather*}
\vec{S}_{k \omega, P}^{-}=\binom{-\beta^{*} \rho \omega k}{-\beta \rho \omega^{2}}=\binom{-\beta^{*} \rho \omega k}{-\frac{\beta(\rho \omega)^{2}}{\rho}}  \tag{2.147}\\
\underline{L}_{k \omega, P}^{S^{-}}=\left(\begin{array}{cc}
-\beta^{*} \omega & -\beta^{*} k \\
0 & -2 \beta \omega
\end{array}\right) \Rightarrow \underline{L}_{k \omega, P}^{S^{-}}=\left(\begin{array}{cc}
-\beta^{*} \omega & 0 \\
0 & -2 \beta \omega
\end{array}\right) \tag{2.148}
\end{gather*}
$$

It is common practice to omit the second term in the first row of the previous vector (2.148); in that way the completely uncoupled solution of these equations is obtained, resulting in increased stability of the methodology [Chi96]. If a negative value of a conservative variable is extracted during the iterative procedure, the value of previous iteration is restored for this node.

### 2.4.2. Explicit scheme

If an explicit scheme is selected instead, a four-stage Runge-Kutta (RK(4)) method [Lal88a, Kal96, Bla01, Sor03, Lyg14a, Sar14, Lyg15] is employed to solve equation (2.118) iteratively as follows

$$
\begin{align*}
& \vec{W}_{P}^{n+1,0}=\vec{W}_{P}^{n} \\
& \vec{W}_{P}^{n+1, k}=\vec{W}_{P}^{n}-a_{k} \frac{\Delta t_{P}}{V_{P}} \vec{R}\left(\vec{W}_{P}^{n+1, k-1}\right), k=1, \ldots, 4  \tag{2.149}\\
& \vec{W}_{P}^{n+1}=\vec{W}_{P}^{n+1,4}
\end{align*}
$$

where $k$ is the number of current internal stage of the scheme. In this study, constants $\alpha_{1}, \alpha_{2}, \alpha_{3}$ and $\alpha_{4}$ of the method with values $0.11,0.26,0.5$ and 1.0 respectively, are used attributing second-order temporal accuracy to the procedure [Bla01].

Considering the relatively low convergence rate of explicit methods, an implicit residual smoothing technique has been incorporated, enhancing it with implicit features [Bla01, Kim03] and consequently
allowing for the utilization of larger CFL numbers. The modified residual for a node $P$ is defined as [Kim03]

$$
\begin{equation*}
R_{P}^{m+1}=\frac{R_{P}^{0}+\varepsilon \sum_{j=1}^{l} R_{Q_{j}}^{m}}{1+\varepsilon \sum_{j=1}^{l} 1} \tag{2.150}
\end{equation*}
$$

where $Q_{j}$ are the neighbouring nodes of node $P$ and $\varepsilon$ is a coefficient with typical values $0.5-0.8$, defining the blending degree [Bla01].

The rapid change of turbulence models' source term can cause instability to the solution or even its complete failure; a remedy to this shortcoming appears to be the implicit handling of this component [Kim03]. While this treatment is a prerequisite for implicit methods, for explicit ones constitutes an additional technique, implemented by a similar Newton linearization procedure only for the source term [Bla01, Kim03]. Considering this approach, the corresponding equation (2.118) for turbulence models becomes

$$
\begin{align*}
& -V_{P} \frac{\Delta \vec{W}_{t, P}^{n+1}}{\Delta t_{P}}=  \tag{2.151}\\
& \sum_{Q \in K_{N}(P)} \vec{\Phi}_{t, P Q}^{i n v}+\sum_{\left(K_{\text {out }} \partial C_{P} \cap \Gamma\right)} \vec{\Phi}_{t, P, o u}^{i n v}-\sum_{Q \in K_{N}(P)} \vec{\Phi}_{t, P Q}^{v i s}-\sum_{\left(K_{\text {out }} \partial C_{P} \cap \Gamma\right)} \vec{\Phi}_{t, P, o u}^{v i s}-\left(\vec{S}_{t, P}^{n}+\underline{L}_{t, P}^{S} \delta \vec{W}_{t, P}^{n+1}\right) V_{P} \\
& \quad-V_{P} \frac{\Delta \vec{W}_{t, P}^{n+1}}{\Delta t_{P}}+\underline{L}_{t, P}^{S} \delta \vec{W}_{t, P}^{n+1} V_{P}=  \tag{2.152}\\
& \quad \sum_{Q \in K_{N}(P)} \vec{\Phi}_{t, P Q}^{i n v}+\sum_{\left(K_{\text {out }} \in \partial C_{P} \cap \Gamma\right)} \vec{\Phi}_{t, P, o u}^{i n v}-\sum_{Q \in K_{N}(P)} \vec{\Phi}_{t, P Q Q}^{v i s}-\sum_{\left(K_{\text {out }} \in \partial C_{P} \cap \Gamma\right)} \vec{\Phi}_{t, P, \text { ou }}^{v i s}-\vec{S}_{t, P}^{n} V_{P} \\
& \quad\left(\frac{I}{\Delta t_{P}}-\underline{L}_{t, P}^{S}\right) \delta \vec{W}_{t, P}^{n+1}=-\frac{\vec{R}_{t, P}^{n}}{V_{P}} \tag{2.153}
\end{align*}
$$

where $I$ is a unit matrix with dimensions $2 x 2$. Thus, the iterative step for the Runge-Kutta method is transformed as [Kim03]:

$$
\begin{equation*}
\vec{W}_{t, P}^{n+1, k}=\vec{W}_{t, P}^{n}-\frac{a_{k}}{V_{P}}\left(\frac{I}{\Delta t_{P}}-\underline{L}_{t, P}^{S}\right)^{-1} \vec{R}\left(\vec{W}_{t, P}^{n+1, k-1}\right), k=1, \ldots, 4 \tag{2.154}
\end{equation*}
$$

Similarly to equations (2.144), (2.146) and (2.148) only the negative source term components are taken into account for the computation of the reverse matrices; for turbulence model $k-\varepsilon$ WF1 and WF2 the latter is defined as

$$
\left(\frac{I}{\Delta t_{P}}-\underline{L}_{k s-W F, P}^{S^{-}}\right)^{-1}=\left(\begin{array}{cc}
\frac{\mu_{t} \Delta t_{P}}{\mu_{t}+2 f_{\mu} C_{\mu} \rho k \Delta t_{P}} & 0  \tag{2.155}\\
0 & \frac{k \Delta t_{P}}{k+2 c_{2} f_{2} \varepsilon \Delta t_{P}}
\end{array}\right)
$$

while for the blended one with the one-equation method near the solid wall boundaries as:

$$
\left(\frac{I}{\Delta t_{P}}-\underline{L}_{k \varepsilon-\text { leq }, P}^{S^{-}}\right)^{-1}=\left(\begin{array}{cc}
\frac{\mu_{t} \Delta t_{P}}{\mu_{t}+2 f_{\mu} C_{\mu} \rho k \Delta t_{P}} & 0  \tag{2.156}\\
0 & \frac{k \Delta t_{P}}{k+\lambda 2 c_{2} f_{2} \varepsilon \Delta t_{P}+(1-\lambda) \alpha k \Delta t_{P}}
\end{array}\right)
$$

If turbulence model $k-\omega$ or $S S T$ is implemented instead, the corresponding vector is computed accordingly as:

$$
\left(\frac{I}{\Delta t_{P}}-\underline{L}_{k \omega, P}^{S^{-}}\right)^{-1}=\left(\begin{array}{cc}
\frac{\Delta t_{P}}{1+\Delta t_{P} \beta^{*} \omega} & 0  \tag{2.157}\\
0 & \frac{\Delta t_{P}}{1+\Delta t_{P} 2 \beta \omega}
\end{array}\right)
$$
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## 3. Radiative heat transfer

### 3.1. Governing equation

The radiative intensity $I$ for a gray medium at any node $P$ in position $\vec{r}$ along a path $\hat{s}$ through an absorbing, emitting and scattering medium is computed by radiative transfer equation (RTE) [Kim88, Rai90, Chu92, Cha93, Chu93a, Chu93b, Cha94a, Cha94b, Bae97, Bae98a, Bae98b, Kim98, Rai99, Kim01, Cha03, Kim05a, Kim05b, Kim08, Kim10, Lyg12b] as:

$$
\begin{equation*}
\frac{d I_{P}(\vec{r}, \hat{s})}{d s}=-\left(k_{\alpha}+\sigma_{s}\right) I_{P}(\vec{r}, \hat{s})+k_{\alpha} I_{b}(\vec{r})+\frac{\sigma_{s}}{4 \pi} \int_{4 \pi} I_{P}{ }^{\prime}\left(\vec{r}, \hat{s}_{i}{ }^{\prime}\right) \Phi\left(\hat{s}, \hat{s}_{i}^{\prime}\right) d \omega \tag{3.1}
\end{equation*}
$$

Similarly to Navier-Stokes conservation PDE's, the RTE expresses conservation of radiative energy, while its terms denote the following: The left hand side represents the rate of change of intensity in position/direction $\vec{r} / \hat{s}$; the first right hand side term expresses the attenuation by absorption and scattering to other directions; the second right hand side term is the emission source term and the last one is the in-scattering integral, describing radiation obtained by scattering from all the other directions to the examined one [Hos06]. Alternatively, the time-dependent RTE can be utilized [Hun11, Lyg13b, Lyg13c, Lyg14f]

$$
\begin{equation*}
\frac{1}{c} \frac{d I_{P}(\vec{r}, \hat{s}, t)}{d t}+\frac{d I_{P}(\vec{r}, \hat{s}, t)}{d s}=-\left(k_{\alpha}+\sigma_{s}\right) I_{P}(\vec{r}, \hat{s}, t)+k_{\alpha} I_{b}(\vec{r}, t)+\frac{\sigma_{s}}{4 \pi} \int_{4 \pi} I_{P}^{\prime}\left(\vec{r}, \hat{s}_{i}^{\prime}, t\right) \Phi\left(\hat{s}, \hat{s}_{i}^{\prime}\right) d \omega \tag{3.2}
\end{equation*}
$$

which can be employed for both transient and steady-state simulations with real and pseudo-time steps respectively; in that case the left hand side terms express the rate of change of intensity in time $t$ and in position/direction $\vec{r} / \hat{s}$.

Intensity $I_{P}$ depends on spatial position $\vec{r}$, angular direction $\hat{s}$ and time $t$, which correspond for a three-dimensional problem to six variables, $I(x, y, z, \theta, \varphi, t)$; the position vector is defined by the Cartesian coordinates $x, y, z$, while the intensity direction by the polar $\theta$ and azimuthal $\varphi$ angles [Kim01, Tal05, Hun11, Lyg13c]. In case of a steady-state simulation, the blackbody intensity $I_{b}(\vec{r}, t)$ depends only on the spatial position $\vec{r}$, as its computation is based only on the temperature of the medium at the specific position [Lie02, Lyg12b]. The Scattering Phase Function (SPF) $\Phi\left(\hat{s}, \hat{s}_{i}{ }^{\prime}\right)$ expresses the radiative energy scattered from a solid angle defined by direction $\hat{s}_{i}{ }^{\prime}$ to the direction $\hat{s}$ [Tri04a, Tri08, Lyg12b]; it is equal to unity for isotropic scattering and takes different values in various directions $\hat{s}, \hat{s}_{i}{ }^{\prime}$ for anisotropic scattering, depending on the model used for its calculation (e.g., with Legendre polynomials) [Rai99, Tri04a, Hos06, Tri08, Lyg12b].

For predicting radiative heat transfer in a general enclosure by using RTE, boundary conditions for walls have also to be modelled and imposed. A wall can be fully emitting or partially emitting and reflecting, depending on the value of wall emissivity (or conversely reflectivity) [Lie02]. For a black surface, emission is considered equal to the black body one (being always diffusive), while for a gray one a reflected portion of incoming rays, which can be diffusive or specular, is added to the blackbody energy emitted from the surface. When reflection is diffusive, as in this study, there is no preferred direction for outgoing rays, while when it is fully specular each incoming ray derives a discrete outgoing reflected ray, e.g., in mirroring surfaces [Lie02, Lyg12b]. In Figure 3.1 diffusively emitting radiative rays are illustrated, while in Figure 3.2 partially diffusively and specularly reflecting radiative rays, caused by an incoming ray, are presented. In accordance with this approach, for a diffusively emitting and reflecting surface the total radiative energy $q_{w, \text { out }}$ leaving the wall can be computed as [Lie02, Lyg12b]

$$
\begin{equation*}
q_{w, \text { out }}=\varepsilon_{w} q_{w, b}+\left(1-\varepsilon_{w}\right) q_{w, r} \tag{3.3}
\end{equation*}
$$

where $q_{w, b}$ denotes the blackbody energy and $q_{w, r}$ the heat derived from reflection of incoming radiative rays, multiplied both with the appropriate coefficients $\varepsilon_{w}$ and $1-\varepsilon_{w}$, which stand for wall emissivity and reflectivity respectively $\left(0 \leq \varepsilon_{w} \leq 1\right)$ [Hos02, Lie02, Kim05b, Lyg13c]. Boundary walls are assumed to behave as diffusive reflectors when $\varepsilon_{w}<1$, while when $\varepsilon_{w}=1$ they are considered to be black (only emitting, non-reflecting).


Figure 3.1: Diffusively emitting radiative rays from a boundary surface.


Figure 3.2: P artially diffusively a nd specularly refle cting radiative rays from a boundary surface .
In addition, the surfaces as well as the enclosed medium are assumed to exhibit approximately gray behaviour, neglecting wave lengths and emitting only monochromatically; although this approximation does not stand for real bodies and gases, many of them behave in such a way under certain circumstances [Lie02, Tri04b, Tal11, Lyg12b].

### 3.2. Spatial and angular discretization

As intensity $I_{P}$ at a node $P$ depends on its spatial position $\vec{r}$ and the angular direction $\hat{s}$ of radiative ray, RTE is solved for a discrete number of finite solid angles, which requires angular discretization, and is integrated for each direction over the control volume of the examined node $P$, which requires spatial discretization. As far as the spatial discretization is concerned, the node-centered finite-volume method, analysed in Chapter 2, is implemented on unstructured tetrahedral or hybrid grids to divide them in finite control volumes. For angular discretization the directional domain is subdivided in a finite number of solid control angles, which should exactly fill the directional domain without overlapping; although this can be achieved in many ways, it is quite common and efficient to select the solid angles associated with
areas on the surface of a sphere defined by lines of constant longitude and constant latitude [Rai99, Lyg12b]. In Figure 3.3 such a control angle discretization is illustrated along with a discrete solid angle $\hat{s}$.


Figure 3.3: Angular discretization and a solid angleŝ .
Considering the aforementioned spatial and angular discretization, the main concept is the integration of RTE over the finite control volumes and finite solid control angles; thus, the transport equation of radiative energy is redefined as an integral over the surface of each finite volume, constituted by all the faces of the examined control volume, and over every finite solid angle, composed also by a pre-defined number of sub-solid control angles. Nevertheless, it is quite common for simplicity reasons, the finite solid angles to be selected in a way that they do not need to be further subdivided [Rai99, Lyg12b]. To complete the equation set and obtain the algebraic equation for $I$, the radiative intensity on each face for a specific solid angle is approximated by another algebraic equation that involves control volume geometry and nodal values; the main idea is the conservation of radiative energy within a discrete direction $\hat{s}$, crossing the boundary face of any control volume. Since each step in the angular discretization is similar with the corresponding step in the spatial discretization, the employed method could be termed as finite-volume (in space) / finite-volume (in direction) method [Rai99, Lyg12b].

### 3.3. Mathematical analysis

### 3.3.1. Formulation of the discrete equations

Integrating equation (3.1) for a node $P$ over the spatial finite volume $V_{P}$ and over the finite solid angle $\Omega^{m n}$ ( $m$ denotes current polar angle, while $n$ the corresponding azimuthal one) derives:

$$
\begin{align*}
& \int_{\Omega^{m m}} \int_{V_{p}} \frac{d I_{P}(\vec{r}, \hat{s})}{d s} d V d \omega= \\
& \int_{\Omega^{m p}} \int_{V_{p}}\left(-\left(k_{\alpha}+\sigma_{s}\right) I_{P}(\vec{r}, \hat{s})+k_{\alpha} I_{b}(\vec{r})+\frac{\sigma_{s}}{4 \pi} \int_{4 \pi} I_{P}^{\prime}\left(\vec{r}, \hat{s}_{i}^{\prime}\right) \Phi\left(\hat{s}, \hat{s}_{i}^{\prime}\right) d \omega\right) d V d \omega \tag{3.4}
\end{align*}
$$

Equation (3.2) is transformed in a similar way as follows [Hun11, Lyg13c]:

$$
\begin{align*}
& \int_{\Omega^{m W}} \int_{V_{P}}\left(\frac{1}{c} \frac{d I_{P}(\vec{r}, \hat{s}, t)}{d t}+\frac{d I_{P}(\vec{r}, \hat{s}, t)}{d s}\right) d V d \omega= \\
& \int_{\Omega^{m} V_{P}} \int_{V_{P}}\left(-\left(k_{\alpha}+\sigma_{s}\right) I_{P}(\vec{r}, \hat{s}, t)+k_{\alpha} I_{b}(\vec{r}, t)+\frac{\sigma_{s}}{4 \pi} \int_{4 \pi} I_{P}^{\prime}\left(\vec{r}, \hat{s}_{i}^{\prime}, t\right) \Phi\left(\hat{s}, \hat{s}_{i}^{\prime}\right) d \omega\right) d V d \omega \tag{3.5}
\end{align*}
$$

Applying divergence theorem on their left hand side and considering that in finite-volume method the magnitude of radiative intensity is taken constant over the examined control angle and control volume, the following formulations can be obtained [Kim01, Hun11, Lyg12b, Lyg13c]

$$
\begin{gather*}
\sum_{i} I_{i}^{m n} \Delta A_{i} D_{c i}^{m n}=\left[-\left(k_{\alpha}+\sigma_{s}\right) I_{P}^{m n}+S_{R}^{m n}\right] V_{P} \Delta \Omega^{m n}  \tag{3.6}\\
\Delta I_{P}^{m n} \frac{V_{P} \Delta \Omega^{m n}}{c \Delta t}+\sum_{i} I_{i}^{m n} D_{c i}^{m n} \Delta A_{i}=\left[-\left(k_{\alpha}+\sigma_{s}\right) I_{P}^{m n}+S_{R}^{m n}\right] V_{P} \Delta \Omega^{m n} \tag{3.7}
\end{gather*}
$$

where $\Delta \Omega^{m n}$ and $D_{c i}^{m n}$ are the magnitude and directional weight respectively of solid control angle $\Omega^{m n}$, while $S_{R}^{m n}$ is the sum of emissive and in-scattering terms, all defined as follows [Kim01, Lyg13c]:

$$
\begin{gather*}
\Delta \Omega^{m n}=\int_{\theta^{m+n}}^{\theta^{m+}} \int_{\varphi^{n-1}}^{\varphi^{n+1}} \sin \theta d \theta d \varphi  \tag{3.8}\\
D_{c i}^{m n}=\int_{\theta^{m-}}^{\theta^{m+\infty}} \int_{\varphi^{n+}}^{\varphi^{n+}}  \tag{3.9}\\
\left.\hat{s} \cdot \hat{n}_{i}\right) \sin \theta d \theta d \varphi  \tag{3.10}\\
\hat{s}=\sin \theta \cos \varphi \hat{e}_{x}+\sin \theta \sin \varphi \hat{e}_{y}+\cos \theta \hat{e}_{z}  \tag{3.11}\\
\hat{n}_{i}=n_{x} \hat{e}_{x}+n_{y} \hat{e}_{y}+n_{z} \hat{e}_{z}  \tag{3.12}\\
S_{R}^{m n}=k_{\alpha} I_{b}+\frac{\sigma_{s}}{4 \pi} \int_{4 \pi} I_{p}^{m n^{\prime}} \Phi\left(m n^{\prime}, m n\right) d \omega
\end{gather*}
$$

Each solid angle $\Omega^{m n}$ is obtained by the division of $4 \pi$ steradians into $N_{\theta} \times N_{\varphi}$ directions, where $\theta$ is a polar angle ranging from 0 to $\pi$ and $\varphi$ is an azimuthal angle ranging from 0 to $2 \pi$, while $N_{\theta}$ and $N_{\varphi}$ are the numbers of pre-defined polar and azimuthal angles respectively (Figures 3.3 and 3.4). Although a control angle can be selected arbitrarily, it is usually equally divided such that $\Delta \theta^{m}=\theta^{m+}-\theta^{m-}=\pi / N_{\theta}$ and $\Delta \varphi^{m}=\varphi^{m+}-\varphi^{m-}=2 \pi / N_{\varphi}$ (a technique also adopted in this work) [Kim01, Lyg13c].


Figure 3.4: Solid angle $\hat{s}$.
Once the angular discretization is accomplished and limits for each control angle are defined, the directional weight $D_{c i}^{m n}$, which determines the direction of flow of radiative energy across the control volume face depending on its sign, is computed as [Kim01, Lyg13c]

$$
\begin{gather*}
D_{c i}^{m n}=D_{c i, x}^{m n}+D_{c i, y}^{m n}+D_{c i, z}^{m n}=\int_{\theta^{m-}}^{\theta^{m+}} \int_{\varphi^{n-}}^{\varphi^{n+}}\left(\hat{s} \cdot \hat{n}_{i}\right) \sin \theta d \theta d \varphi=  \tag{3.13}\\
=\int_{\theta^{m-}}^{\theta^{m+}} \int_{\varphi^{n-}}^{\varphi^{n+}}\left(\hat{s} \cdot\left(n_{x} \hat{e}_{x}+n_{y} \hat{e}_{y}+n_{z} \hat{e}_{z}\right)\right) \sin \theta d \theta d \varphi \\
D_{c i, x}^{m n}=\int_{\theta^{m-}}^{\theta^{m+}} \int_{\varphi^{n-}}^{\varphi^{n+}}\left(\hat{s}_{x} \cdot n_{x} \hat{e}_{x}\right) \sin \theta d \theta d \varphi=\int_{\theta^{m-}}^{\theta^{m+}} \int_{\varphi^{n-}}^{\varphi^{n+}} n_{x} \cos \varphi \sin \theta \sin \theta d \theta d \varphi=  \tag{3.14}\\
=\frac{n_{x}}{2}\left(\sin \varphi^{n+}-\sin \varphi^{n-}\right)\left[\left(\theta^{m+}-\theta^{m-}\right)-\left(\cos \theta^{m+} \sin \theta^{m+}-\cos \theta^{m-} \sin \theta^{m-}\right)\right] \\
D_{c i, y}^{m n}=\int_{\theta^{m-}}^{\theta^{m+}} \int_{\varphi^{n-}}^{\varphi^{n+}}\left(\hat{s}_{y} \cdot n_{y} \hat{e}_{y}\right) \sin \theta d \theta d \varphi=\int_{\theta^{m-}}^{\theta^{m+}} \int_{\varphi^{n-}}^{\varphi^{n+}} n_{y} \sin \varphi \sin \theta \sin \theta d \theta d \varphi=  \tag{3.15}\\
=\frac{n_{y}}{2}\left(\cos \varphi^{n-}-\cos \varphi^{n+}\right)\left[\left(\theta^{m+}-\theta^{m-}\right)-\left(\cos \theta^{m+} \sin \theta^{m+}-\cos \theta^{m-} \sin \theta^{m-}\right)\right] \\
 \tag{3.16}\\
D_{c i, z}^{m n}=\int_{\theta^{m-}}^{\theta^{m+}} \int_{\varphi^{n-}}^{\varphi^{n+}}\left(\hat{s}_{z} \cdot n_{z} \hat{e}_{z}\right) \sin \theta d \theta d \varphi=\int_{\theta^{m-}}^{n_{z}} \int_{\varphi^{n-}} n_{z} \cos \theta \sin \theta d \theta d \varphi= \\
\left.=\frac{\varphi^{n+}}{2}-\varphi^{n-}\right)\left(\sin \theta^{m+}-\sin \theta^{m-}\right)
\end{gather*}
$$

while each discrete solid angle of the sphere of $4 \pi$ steradians is defined as [Kim01, Lyg13c]:

$$
\begin{equation*}
\Delta \Omega^{m n}=\int_{\theta^{m-}}^{\theta^{m+}} \int_{\varphi^{n-}}^{\varphi^{n+}} \sin \theta d \theta d \varphi=\left(\varphi^{n+}-\varphi^{n-}\right)\left(\cos \theta^{m-}-\cos \theta^{m+}\right) \tag{3.17}
\end{equation*}
$$

In order to complete the equation set, the $i^{\text {th }}$ facial intensity $I_{i}^{m n}$ should be expressed in terms of the nodal intensity [Rai99, Chu93b, Kim01, Lyg13c]; several approaches have been developed so far, as the finite-volume method does not constrain this choice as long as conservation is maintained. The step scheme is utilized in this study, according to which the value of radiative intensity of a downstream face is set equal to that of the upstream node [Rai99, Kim01, Lyg13c]. It is associated with a simple upwind scheme in CFD, ensuring as such the positivity of the intensity values. In Figure 3.5 such an example is illustrated; the value of radiative intensity for a control angle $s$ at face $i p=1$ is equal to the value of node $P=1$.


Figure 3.5: Associating facial (ip) and nodal ( $P$ ) radiative intensity.
Considering the definition of the step scheme, a typical relation between facial and nodal intensity is described as [Kim01, Lyg13c]

$$
\begin{equation*}
I_{i}^{m n} D_{c i}^{m n}=I_{P}^{m n} D_{c i, \text { out }}^{m n}+I_{Q}^{m n} D_{c i, i n}^{m n} \tag{3.18}
\end{equation*}
$$

where $I_{P}^{m n}$ and $I_{Q}^{m n}$ are the values of radiative intensity at control volumes of neighbouring nodes $P$ and $Q$ respectively (Figure 3.6).

Depending on the manipulation of solid control angles, values of directional weights $D_{c i, o u t}^{m m}$ and $D_{c i, n}^{m m}$ can differ. In a structured mesh around a hexahedral geometry a control angle usually lays tangentially to its corresponding control volume; however the situation is changed for an unstructured one, as in these grids a control angle doesn't match exactly with the corresponding control volume face, becoming inevitably overlapped (overhang problem) and thus requiring appropriate manipulation for a more accurate solution [Cha94a, Kim01, Lyg13c]. Such remedies of this drawback are the bold approximation and the pixelation method.


Figure 3.5: Neighbouring control volumes (CVs) of nodes $P$ and $Q$.

a


Figure 3.6: a) Schematic representation of the control angle overhang problem. b) Implementation of bold approximation. c) Implementation of pixelation method.

According to the first approach, a solid angle is assumed wholly either outgoing or incoming, depending on the sign of its directional weight [Kim01, Lyg13c]. Depending on previous illustration of Figure 3.5, Figure 3.6a presents the problem of a simultaneously incoming and outgoing solid angle in two dimensions; Figure 3.6b includes the solution obtained by the bold approximation (wholly outgoing
radiation). Mathematically this methodology derives the following expressions for directional weights [Cha94a, Kim01, Lyg13c]

$$
\left.\begin{align*}
& D_{c i, \text { out }, \text { bold }}^{m n}=\alpha_{c i, \text { bold }}^{m n}\left|\left(D_{c i}^{m n}\right)\right| \\
& D_{c i, i n, \text { bold }}^{m n}=-\left(1-\alpha_{c i, b o l d}^{m n}\right) \mid\left(D_{c i}^{m n}\right) \tag{3.19}
\end{align*} \right\rvert\,
$$

where $\alpha_{c i, b o d d}^{m}$ is the method coefficient based on the sign of the corresponding directional weight.
Unlike this approach, pixelation method considers the division of the examined solid control angle in smaller ones; although their number $N_{m} \times N_{n}$ can be arbitrarily selected, in this work it is defined as $N_{\theta} \times N_{\varphi}$ [Mur98a, Kim01, Kim05b, Lyg13c]. For each new sub-angle the bold approximation is employed, as illustrated in Figure 3.6c, while the following expressions for directional weights are derived

$$
\begin{align*}
& D_{c i, o u t, p i x}^{m n}=\alpha_{c i, p i x}^{m n} \sum_{m_{i}=1}^{N_{m}} \sum_{n_{i}=1}^{N_{n}}\left|D_{c i}^{m, n_{i}}\right| \\
& D_{c i, i, p i x}^{m n}=-\left(1-\alpha_{c i, p i x}^{m n}\right) \sum_{m_{i}=1}^{N_{m}} \sum_{n_{i}=1}^{N_{n}}\left|D_{c i}^{m_{i} n_{i}}\right|  \tag{3.20}\\
& \alpha_{c i, p i x}^{m n}=\frac{\sum_{m_{i}=1}^{N_{m}} \sum_{n_{i}=1}^{N_{n}} \max \left(D_{c i}^{m_{i} n_{i}}, 0\right)}{\sum_{m_{i}=1}^{N_{m}} \sum_{n_{i}=1}^{N_{n}}\left|D_{c i}^{m_{i} n_{i}}\right|}
\end{align*}
$$

where the coefficient $\alpha_{c i, p i x}^{m m}$ is evaluated by the sum of the positive sub-angles' directional weights, divided by the sum of the absolute values of them. Most of researchers utilize the pixelation approach only for solid angles-control volume faces, at which overhang is exhibited [Mur98a, Kim01, Kim05b]. In this work it is employed to the total number of nodes and control angles at a pre-computation stage; considering that the values of coefficients $\alpha_{c i}^{m n}$, as well as of directional weights $D_{c i}^{m n}$, don't change during the solution of the RTE, they are calculated only once at this stage for both approaches (bold approximation and pixelation method). As a result a reduced computational cost per iteration is succeeded [Lyg13c].

The last term, which has to be computed in equations (3.6) and (3.7), is $S_{R}^{m n}$, representing the emissive (blackbody) and in-scattering contributions; it can be evaluated as follows [Kim01, Lie02, Lyg14f]

$$
\begin{equation*}
S_{R}^{m n}=k_{\alpha} I_{b}+\frac{\sigma_{s}}{4 \pi} \int_{4 \pi} I_{p}^{m^{\prime} n^{\prime}} \Phi\left(m^{\prime} n^{\prime}, m n\right) d \omega=k_{\alpha} \frac{\sigma T^{4}}{\pi}+\frac{\sigma_{s}}{4 \pi} \sum_{m_{i}^{\prime}=1}^{N_{\theta}} \sum_{n_{i}^{\prime}=1}^{N_{\phi}} I_{p}^{m^{\prime} n_{i}^{\prime}} \bar{\Phi}\left(m_{i}^{\prime} n_{i}^{\prime}, m n\right) \Delta \Omega^{m^{\prime} n_{i}^{\prime}} \tag{3.21}
\end{equation*}
$$

where the quantity $\bar{\Phi}\left(m_{i}^{\prime} n_{i}^{\prime}, m n\right)$ is the normalized or average SPF (Scattering Phase Function), denoting the diffusive contribution from the control angle $m_{i}^{\prime} n_{i}^{\prime}$ (incident angle) to the control angle $m n$ (in-
scattering angle) [Tri04a, Tri04b, Tri08, Lyg12b]. This quantity is assumed equal to unity for isotropic scattering, while for anisotropic one it has to be further analyzed, depending on the utilized model (e.g., with Legendre polynomials), as [Cla57, Hun70, Rai99, Jim03, Tri04a, Tri08, Lyg14f]:

According to the previous equation, the examined incident and in-scattering control angles are divided in smaller ones (the number of which is defined in this work as $N_{\theta} \times N_{\varphi}$ ), approximating the summed term. Considering that the values of average SPF don't change during the solution, their evaluation can be performed before the beginning of the iterative procedure, succeeding similarly to bold approximation/pixelation method coefficients a reduced computational cost per iteration.

In this study the Legendre polynomial expansions are employed to model anisotropic scattering as follows [Jim03, Tri04a, Tri08, Lyg12b]

$$
\begin{equation*}
\Phi\left(\left(m_{i}^{\prime} n_{i}^{\prime}\right)_{l l},(m n)_{k k}\right)=\Phi(\cos \Psi)=\sum_{j=0}^{N} C_{j} P_{j}(\cos \Psi) \tag{3.23}
\end{equation*}
$$

where $\Psi$ is the angle between the divided incoming and scattered direction, while $P_{j}$ and $C_{j}$ denote the Legendre polynomials of order $j$ and their coefficients respectively; for the forward scattering function F2 (up to order 8) these polynomials are described as [Wolfram]

$$
\begin{align*}
& P_{0}(\cos \Psi)=1 \\
& P_{1}(\cos \Psi)=\cos \Psi \\
& P_{2}(\cos \Psi)=1 / 2\left(3 \cos ^{2} \Psi-1\right) \\
& P_{3}(\cos \Psi)=1 / 2\left(5 \cos ^{3} \Psi-3 \cos \Psi\right) \\
& P_{4}(\cos \Psi)=1 / 8\left(35 \cos ^{4} \Psi-30 \cos ^{2} \Psi+3\right)  \tag{3.24}\\
& P_{5}(\cos \Psi)=1 / 8\left(63 \cos ^{5} \Psi-70 \cos ^{3} \Psi+15 \cos \Psi\right) \\
& P_{6}(\cos \Psi)=1 / 16\left(231 \cos ^{6} \Psi-315 \cos ^{4} \Psi+105 \cos ^{2} \Psi-5\right) \\
& P_{7}(\cos \Psi)=1 / 16\left(429 \cos ^{7} \Psi-693 \cos ^{5} \Psi+315 \cos ^{3} \Psi-35 \cos \Psi\right) \\
& P_{8}(\cos \Psi)=1 / 128\left(6435 \cos ^{8} \Psi-12012 \cos ^{6} \Psi+6930 \cos ^{4} \Psi-1260 \cos ^{2} \Psi+35\right)
\end{align*}
$$

while their coefficients as [Cla57, Hun70, Ryb96, Lyg12b]:

$$
\begin{array}{lll}
C_{0}=1.0000 & C_{3}=0.6741 & C_{6}=0.0067 \\
C_{1}=2.0092 & C_{4}=0.2222 & C_{7}=0.0007 \\
C_{2}=1.5634 & C_{5}=0.0473 & C_{8}=0.0001
\end{array}
$$

The cosine of angle $\Psi$, included in the previous equations, can be calculated as follows [Jim03, Tri04a, Tri08, Lyg12b]:

$$
\begin{align*}
& \cos \Psi=\mu \mu^{\prime}+\left(1-\mu^{2}\right)^{1 / 2}\left(1-\mu^{\prime 2}\right)^{1 / 2} \cos \left(\varphi^{\prime}-\varphi\right)  \tag{3.26}\\
& \mu=\cos \theta
\end{align*}
$$

Finally, utilizing the above supplementary equations, (3.6) and (3.7) can be further modified in the following ones:

$$
\begin{gather*}
\sum_{i} I_{P}^{m n} D_{c i, o u t}^{m n} \Delta A_{i}+\sum_{i} I_{Q}^{m n} D_{c i, j n}^{m n} \Delta A_{i}=\left[-\left(k_{\alpha}+\sigma_{s}\right) I_{P}^{m n}+S_{R}^{m n}\right] V_{P} \Delta \Omega^{m n}  \tag{3.27}\\
\Delta I_{P}^{m n} \frac{V_{P} \Delta \Omega^{m n}}{c \Delta t}+\sum_{i} I_{P}^{m n} D_{c i, o u t}^{m n} \Delta A_{i}+\sum_{i} I_{Q}^{m n} D_{c i, i n}^{m n} \Delta A_{i}=\left[-\left(k_{\alpha}+\sigma_{s}\right) I_{P}^{m n}+S_{R}^{m n}\right] V_{P} \Delta \Omega^{m n} \tag{3.28}
\end{gather*}
$$

### 3.3.2. Boundary conditions

The numerical contribution of the boundaries has also to be considered for the prediction of radiative heat transfer in a general enclosure; in this algorithm both explicit and implicit treatment of boundary conditions has been incorporated. Additionally, besides the most commonly seen boundary conditions in radiative heat transfer, i.e., opaque and diffuse surfaces, symmetry boundaries are also modelled in case of implicit manipulation.

According to the first explicit approach the boundary mesh nodes get their intensity values simply summing their blackbody intensity due to their temperature and the reflected ones by the incoming rays. As such, radiative intensity of a node $P$ on an opaque and diffuse surface can be computed as [Rai99, Kim01, Kim05b, Lyg 12b]

$$
\begin{align*}
& I_{w}^{m n}=\varepsilon_{w} I_{b w}+\frac{1-\varepsilon_{w}}{\pi} \sum_{\hat{s}_{i} \cdot \hat{n}_{w}<0} I_{w}^{m_{i}, n_{i}}\left|D_{c k, \text { out }}^{m_{i}, n_{i}}\right|=\varepsilon_{w} I_{b w}+\frac{1-\varepsilon_{w}}{\pi} \sum_{m_{i}=1}^{N_{\theta}} \sum_{n_{i}=1}^{N_{\emptyset}} I_{P}^{m, n_{i}}\left|D_{c w, \text { out }}^{m_{i}, n_{i}}\right| \quad \hat{s}_{i} \cdot \hat{n}_{w}<0  \tag{3.29}\\
& D_{c w, o u t t}^{m n}=\int_{\Delta \Omega^{m n}}\left(\hat{s} \cdot \hat{n}_{w}\right) d \Omega \hat{s} \cdot \hat{n}_{w}>0
\end{align*}
$$

where $I_{w}^{m n}$ is the radiative intensity coming into the computational domain, $\varepsilon_{w}$ is the wall emissivity, $I_{b w}$ is the blackbody emission of the boundary node $P$, while $I_{w}^{m_{i} n_{i}}$ and $D_{c r, 0 u t}^{m n}$ are its radiative intensity and directional weight respectively going toward the bounding wall; the second term is used in case of reflecting surfaces only.

As the common tactic of explicit treatment requires a priori finer computational meshes in the boundary region, the proposed algorithm was enhanced with the capability to manipulate boundary conditions in an implicit way, contributing to the flux balance of the corresponding nodes. By this approach, the step scheme is applied between the boundary node and a ghost node outside the computational domain; thus, the intensity of the boundary node is calculated by the time-dependent RTE (a corresponding equation is derived for non-time-dependent RTE) as [Lyg13c]

$$
\begin{align*}
& \Delta I_{P}^{m n} \frac{V_{P} \Delta \Omega^{m n}}{c \Delta t}+\sum_{i} I_{P}^{m n}\left(D_{c i, o u t}^{m n} \Delta A_{i}+D_{c i, o u t, w}^{m n} \Delta A_{w}\right)+\sum_{i}\left(I_{Q}^{m n} D_{c i, i, n}^{m n} \Delta A_{i}+I_{w}^{m n} D_{c i, n, w}^{m n} \Delta A_{w}\right)=  \tag{3.30}\\
& {\left[-\left(k_{\alpha}+\sigma_{s}\right) I_{P}^{m n}+S_{R}^{m n}\right] V_{P} \Delta \Omega^{m n}}
\end{align*}
$$

where $I_{w}^{m n}$ is the radiative intensity of the ghost node, while $D_{c i, o u t w}^{m n}$ is the directional weight going toward
the boundary wall (outward to the control volume of node $P$ ) and $D_{c, i, n, w}^{m m}$ the corresponding directional weight coming into the mesh (inward to the control volume of node $P$ ). For the evaluation of these weights, either equation (3.19) or (3.20) is utilized, depending on the implemented scheme (bold approximation or pixelation method). For the ghost node the radiative intensity is computed summing the blackbody intensity of node $P$ and its reflected intensities going toward the boundaries as [Lyg13c]:

$$
\begin{equation*}
I_{w}^{m n}=\varepsilon_{w} I_{b, P}+\frac{1-\varepsilon_{w}}{\pi} \sum_{m_{i}=1}^{N_{\theta}} \sum_{n_{i}=1}^{N_{\varphi}} I_{P}^{m_{i} n_{i}} D_{c i, o u t, w}^{m_{i} n_{i}} \tag{3.31}
\end{equation*}
$$

The mirroring boundary conditions are implemented in the same implicit way, while the radiative intensity of the boundary surface $I_{w}^{m n}$ is evaluated such as the net heat flux to become zero at the symmetry plane. Thus, the intensities of a boundary node $P, I_{P}^{m n}$ going out of a surface are placed as intensities $I_{w}^{m n}$ of the same node coming into this surface in the mirroring direction (Figure 3.7). This attitude can be resembled with this of a specularly reflecting wall [Liu00, Lie02, Lyg13c]. The utilization of symmetry surfaces is common practice in CFD, as it allows for the use of smaller domains with significantly reduced numbers of Degrees of Freedom (DoF's) and consequently for reduced computational effort and memory requirements. A drawback of this methodology is that the mirroring direction has to be selected to coincide with a discrete one; in order to implement it on more directions, an interpolation technique should be employed [Liu00]. Nevertheless, as the symmetry planes are usually designed parallel to the axes' planes (as in this work), this shortcoming appears to be relatively negligible [Lyg13c].


Figure 3.7: Symmetry boundary condition on surface.

### 3.3.3. High-order accurate spatial scheme

For a first-order accurate spatial scheme the left and right states of an edge $P Q$ (interface between adjacent control volumes) are approximated by the values of radiative intensity at the end-points $P$ and $Q$ respectively. For a higher-order one, these states are reconstructed with the Taylor series expansions taking into account the values of more mesh nodes when computing the numerical fluxes similarly to CFD. In this study the higher-order methodology is based on the MUSCL reconstruction of radiative intensity values, using additionally a slope limiter to control the total variation of the reconstructed field [VanA82, Swe84, Bar92, Lyg13c]. As such, radiative intensity $I^{m n}$ at the left and right states of midpoint of an edge $P Q$ is approximated as [Bar92, Lyg13b]

$$
\begin{align*}
& \left(I_{P Q}^{m n}\right)^{L}=I_{P}^{m n}+\frac{1}{2}\left(\nabla I^{m n}\right)_{P} \vec{r}_{P Q} \\
& \left(I_{P Q}^{m n}\right)^{R}=I_{Q}^{m n}-\frac{1}{2}\left(\nabla I^{m n}\right)_{Q} \vec{r}_{P Q} \tag{3.32}
\end{align*}
$$

where, the first right hand side terms are the intensities of left and right nodes respectively, while $\vec{r}_{P Q}$ is the vector connecting them; as such, the step scheme, defined in equation (3.18), can be described as follows:

$$
\begin{equation*}
I_{i}^{m n} D_{c i}^{m n}=\left(I_{P Q}^{m n}\right)^{L} D_{c i, \text { out }}^{m n}+\left(I_{P Q}^{m n}\right)^{R} D_{c i, i n}^{m n} \tag{3.33}
\end{equation*}
$$

In order to implement the aforementioned second-order accurate spatial scheme, the extrapolation gradients $\left(\nabla I^{m n}\right)_{P}$ and $\left(\nabla I^{m n}\right)_{Q}$ have to be evaluated at nodes $P$ and $Q$ respectively, applying the GreenGauss linear representation method as [Bar92, Lyg13c]

$$
\begin{equation*}
\left(\nabla I^{m n}\right)_{P}=\frac{1}{V_{P}}\left(\sum_{i, e d g e P Q} \frac{1}{2}\left(I_{P}^{m n}+I_{Q}^{m n}\right) \hat{n}_{i} \Delta A_{i}+\sum_{i, P-\text { wall }} I_{P}^{m n} \cdot \hat{n}_{i, w} \Delta A_{w}\right) \tag{3.34}
\end{equation*}
$$

where $V_{P}$ is the volume of the control volume of node $P$ and $Q$ is its neighbouring node; the second summing term is added only in case node $P$ is a boundary node.

In addition, two slope limiters have been incorporated in the present algorithm, the Van Albada-Van Leer [VanA82] and the Min-mod [Swe84], in order the total variation in the reconstructed field to be diminished. As mentioned in previous Chapter, the first one is actually an expansion of MUSCL methodology, preserving monotonicity between the values at end-points, while the second one is characterized by the smoothing of solution, choosing always the slope with the smallest magnitude. Their mathematical formulation is based on centered $\left(\nabla I_{P Q}^{m n}\right)^{c}$ and upwind $\left(\nabla I_{P}^{m n}\right)^{u},\left(\nabla I_{Q}^{m n}\right)^{u}$ gradients, defined as follows [VanA82, Swe84, Lyg13c]:

$$
\begin{align*}
& \left(\nabla I_{P Q}^{m n}\right)^{c} \cdot \vec{r}_{P Q}=I_{Q}^{m n}-I_{P}^{m n} \\
& \left(\nabla I_{P}^{m n}\right)^{u}=2\left(\nabla I_{P}^{m n}\right)-\left(\nabla I_{P Q}^{m n}\right)^{c}  \tag{3.35}\\
& \left(\nabla I_{Q}^{m n}\right)^{u}=2\left(\nabla I_{Q}^{m n}\right)^{u}-\left(\nabla I_{P Q}^{m n}\right)^{c}
\end{align*}
$$

Since these gradients are computed, equation (3.32) including additionally a non-linear slope limiter is modified as [VanA82, Swe84, Lyg13c]

$$
\begin{align*}
& \left(I_{P Q}^{m n}\right)^{L}=I_{P}^{m n}+\frac{1}{2} \cdot X\left(\left(\nabla I_{P}^{m n}\right)^{u} \cdot \vec{r}_{P Q},\left(\nabla I_{P Q}^{m n}\right)^{c} \cdot \vec{r}_{P Q}\right) \\
& \left(I_{P Q}^{m n}\right)^{R}=I_{Q}^{m n}-\frac{1}{2} \cdot X\left(\left(\nabla I_{Q}^{m n}\right)^{u} \cdot \vec{r}_{P Q},\left(\nabla I_{P Q}^{m n}\right)^{c} \cdot \vec{r}_{P Q}\right) \tag{3.36}
\end{align*}
$$

where $X$ is the limiter function, defined in case of Van Albada-Van Leer as [VanA82]

$$
X(a, b)=\left\{\begin{array}{cc}
\frac{\left(a^{2}+e\right) b+\left(b^{2}+e\right) a}{a^{2}+b^{2}+2 e} & a b>0  \tag{3.37}\\
0 & a b \leq 0
\end{array}\right.
$$

where $e$ is a very small number with a typical value of $1.0 E-16$, used to prevent division by zero. Similarly the Min-mod function is described as follows [Swe84]:

$$
X(a, b)=\left\{\begin{array}{l}
a \text { if }|a|<|b| \text { and } a b>0  \tag{3.38}\\
b \text { if }|b|<|a| \text { and } a b>0 \\
0 \quad \text { if } a b \leq 0
\end{array}\right.
$$

In case a negative unphysical value of radiative intensity is derived by the aforementioned method (usually in the initial iterations), it is reverted to its non-reconstructed value (first-order accurate scheme). Based on the previous supplementary equations for left and right intensity values, equation (3.30) (a corresponding equation is derived for non-time-dependent RTE) is transformed as:

$$
\begin{align*}
& \Delta I_{P}^{m n} \frac{V_{P} \Delta \Omega^{m n}}{c \Delta t}=\left[-\left(k_{\alpha}+\sigma_{s}\right) I_{P}^{m n}+S_{R}^{m n}\right] V_{P} \Delta \Omega^{m n} \\
& -\sum_{i}\left(\left(I_{P Q}^{m n}\right)^{L} D_{c i, o u t}^{m n} \Delta A_{i}+I_{P}^{m n} D_{c i, o u t, w}^{m n} \Delta A_{w}\right)-\sum_{i}\left(\left(I_{P Q}^{m n}\right)^{R} D_{c i, i n}^{m n} \Delta A_{i}+I_{w}^{m n} D_{c i, i n, w}^{m n} \Delta A_{w}\right)=R_{P}^{m n} \tag{3.39}
\end{align*}
$$

### 3.3.4. Iterative solution

For the solution of steady (non time-dependent) RTE, equation (3.27) is modified in the following formulation [Chu92, Cha94b, Bae98b, Rai99, Kim01, Lyg12b]:

$$
\begin{gather*}
\sum_{i} I_{P}^{m n} D_{c i, \text { out }}^{m n} \Delta A_{i}+\left(k_{\alpha}+\sigma_{s}\right) I_{P}^{m n} V_{P} \Delta \Omega^{m n}=S_{R}^{m n} V_{P} \Delta \Omega^{m n}-\sum_{i} I_{Q}^{m n} D_{c i, i n}^{m n} \Delta A_{i}  \tag{3.40}\\
I_{P}^{m n}\left(\sum_{i} D_{c i, o u t}^{m n} \Delta A_{i}+\left(k_{\alpha}+\sigma_{s}\right) V_{P} \Delta \Omega^{m n}\right)=S_{R}^{m n} V_{P} \Delta \Omega^{m n}-\sum_{i} I_{Q}^{m n} D_{c i, i n}^{m n} \Delta A_{i}  \tag{3.41}\\
I_{P}^{m n}=\frac{S_{R}^{m n} V_{P} \Delta \Omega^{m n}-\sum_{i} I_{Q}^{m n} D_{c i, i n}^{m n} \Delta A_{i}}{\left(\sum_{i} D_{c i, o u t}^{m n} \Delta A_{i}+\left(k_{\alpha}+\sigma_{s}\right) V_{P} \Delta \Omega^{m n}\right)} \tag{3.42}
\end{gather*}
$$

The previous relation is implemented iteratively, until either a desired radiative intensity residual convergence or a desired number of iterations is achieved.

In case of time-dependent RTE (equation (3.39)), an explicit temporal scheme with a four-stage Runge-Kutta (RK(4)) method [Lal88a, Bla01] is employed instead for time integration and solution as [Lyg13c]

$$
\begin{equation*}
\Delta I_{P}^{m n} \frac{V_{P} \Delta \Omega^{m n}}{c \Delta t_{P}}=R_{P}^{m n} \tag{3.43}
\end{equation*}
$$

$$
\begin{align*}
& \left(I_{P}^{m n}\right)^{l+1,0}=\left(I_{P}^{m n}\right)^{l} \\
& \left(I_{P}^{m n}\right)^{l+1, k}=\left(I_{P}^{m n}\right)^{l}+\alpha_{k} \frac{c \Delta t_{P}}{V_{P} \Delta \Omega^{m n}} R_{P}^{m n}\left(\left(I_{P}^{m n}\right)^{l+1, k-1}\right), k=1, \ldots, 4  \tag{3.44}\\
& \left(I_{P}^{m n}\right)^{l+1}=\left(I_{P}^{m n}\right)^{l+1,4}
\end{align*}
$$

where $k$ and $l$ are the numbers of current internal (Runge-Kutta method) and external iterations respectively, while $R_{P}^{m n}$ is the total flux balance of node $P$ for the solid control angle $\Omega^{m n}$. The employed in this study constants of the method $\alpha_{k}$ attribute the procedure with a second-order accuracy in time [Lal88a]; their values are defined similarly to the CFD algorithm (Chapter 2) [Bla01, Lyg13c].
$\Delta t_{P}$ is the local pseudo-time step for node $P$ [Fit99, Bla01], based on the length $\alpha_{\text {min ledge, } P}$ of the shortest edge of the grid connected to node $P$ and defined for a steady-state simulation as [Hun11, Lyg13c]:

$$
\begin{equation*}
c \Delta t_{P} \leq \frac{1}{2} \min \left(\alpha_{\min l e d g e, P}\right) \tag{3.45}
\end{equation*}
$$

The local time stepping technique is a common practice in CFD, enhancing each control volume with the maximum permissible time step and consequently accelerating the convergence to the steady-state solution [Bla01, Lyg13c]. Nevertheless, it cannot be applied to an unsteady-transient simulation, in which a global time step should be used instead, evaluated as the smallest of the local time steps of all the nodes of the examined mesh.

For both equations (with or not time-dependency), if a negative unphysical value of intensity is obtained (usually in the initial iterations along with a higher-order accurate spatial scheme), a fix-up procedure is employed, setting this value equal to zero [Cap10, Lyg14f].

## 4. Parallel computation strategy

### 4.1. Domain decomposition

As mentioned in the Introduction, the incorporated SPMD (Single Program-Multiple Data) parallelization strategy, is based on the domain decomposition approach. According to this methodology the computational domain is divided into a number of sub-domains equal to the number of available processors/processes [Ven95, Smi96, Lan96, Tai03, Kal05a, Lyg12b, Sar15].

The whole procedure begins with the implementation of METIS, which is an acclaimed multi-level graph partitioning application used for dividing unstructured meshes; it is capable of providing high quality partitions with less CPU time workload balancing [METIS, Kar99]. METIS derives a number of sets of non-common nodes, the core nodes, depending on the number of available computational processors/processes. Based on these sets (sub-domains), a single process is assigned to [Lyg12b, Lyg14a, Lyg15, Sar15]:
a) Divide the elements of the initial grid accordingly; each element is assigned to the partition including its first node.
b) Identify the elements situated at the interface between two adjacent sub-domains; these elements are included in both partitions, despite remaining incomplete.
c) Identify and add as extra nodes the missing ones (named ghost nodes), completing the deficient elements, which subsequently form an overlapping region included to both neighbouring partitions; it is this region that allows for interaction between the corresponding sub-grids via the exchange of data (flow, turbulence and radiative heat transfer model variables and nodal gradients) with the MPI (Message Passing Interface) communication protocol [Tai03, MPI].
d) Distribute to other processors/processes the corresponding new data, including overlapping region nodes and elements, coordinates of core and ghost nodes, initial values of conservative and primitive variables, etc.

Figure 4.1 presents the initial division (by METIS) of a two-dimensional triangular unstructured grid, as well as the same mesh including the constructed overlapping region (coloured orange). Similarly, in Figure 4.2, the decomposition of a three-dimensional tetrahedral unstructured mesh in two sub-domains for parallel process is illustrated.


Figure 4.1: Partitioning of a two-dimensional triangular unstructured grid, before (left) and after (right) the construction of the overlapping region (coloured orange).


Figure 4.2: Decomposition of a three-dimensional tetrahedral unstructured mesh in two sub-domains.

### 4.2. Data exchange

The interaction between the neighbouring partitions is succeeded via the exchange of data (model variables and nodal gradients) of the nodes constituting the overlapping area; these shared nodes either send (core) or receive (ghost) data to or from the corresponding identical nodes of the adjacent subdomains [Ven95, Lan96, Tai03, Lyg14a, Lyg15, Sar15]. While for core nodes the appropriate governing equations are normally implemented, no calculation is performed for the ghost ones; their values are explicitly received by their corresponding core nodes at the neighbouring processors/processes, ensuring in that way the consistency of the solution across the virtual internal boundaries. Although this strategy might seem memory consuming at first glance it appears to be quite efficient, as for an explicit iterative scheme it is not the memory usage that should concern, but the communication cost between the adjacent partitions [Ka105a, Lyg12b, Sar15].

Since partitioning by METIS application is accomplished, each available processor/process is assigned a unique rank; the one with a rank equal to zero is identified as the master processor/process, which will perform the tasks analyzed in the previous section. Additional information, stored for each processor/process in simple array data structures, is required to supplement the communication procedure [Lyg12b, Lyg14a, Lyg15, Sar15]; more specifically, these data structures are the following:
a) nneighbours: an integer representing the number of adjacent processors/processes.
b) ineighbours( $\boldsymbol{n}$ ): an integer array with size nneighbours, including the ranks of neighbouring subdomains.
c) nreceivenodes(n): an integer array with size nneighbours, which includes the number of ghost nodes receiving information from each of the adjacent partitions.
d) nsendnodes(n): an integer array with size nneighbours, which includes the number of core nodes sending information to each of the adjacent partitions.
e) ireceivenodes(n,m): a matrix with nneighbours rows; each row, constituted by nreceivenodes( $n$ ) integers, includes the indexes of the ghost nodes receiving data from the neighbouring sub-domain $n$.
f) isendnodes ( $\boldsymbol{n}, \boldsymbol{m}$ ): a matrix with nneighbours rows; each row, constituted by nsendnodes( $n$ ) integers, includes the indexes of the core nodes sending data to the neighbouring sub-domain $n$.
In order to ensure that data sent from a specific core node are received by its corresponding ghost one at the adjacent partition, master processor/process fills in the same order the isendnodes $(n, m)$ and ireceivenodes $(n, m)$ matrices. Figure 4.3 includes a schematic representation of the core and ghost nodes of a sub-domain with rank 0 ; according to the previous definitions the additional data structures for this partition are the following:


Figure 4.3: Schematic representation of the core and ghost nodes of processor/process with rank 0.

- nneighbours $=2$
- $\operatorname{ineighbours}(1)=1$
- ineighbours(2) = 2
- $\quad$ nreceivenodes $(1)=12$
- $\quad$ nreceivenodes $(2)=11$
- $n \operatorname{sendnodes}(1)=11$
- $n \operatorname{sendnodes}(2)=10$

As mentioned above, the exchange of data is based on the MPI communication protocol libraries, which enable point-to-point communication as well as collective communication procedure [MPI]. Nevertheless, considering the unique mapping of corresponding core and ghost nodes of neighbouring partitions, a blocking point-to-point communication was selected for the proposed algorithm. This communication procedure is performed at the end of each step of the iterative procedure (internal and external), while to assure synchronicity of processors/processes the MPI_BARRIER function of the MPI library is used, pausing the faster processes until the slowest one executes this command [MPI]. In case a second-order accurate spatial scheme is employed, the nodal gradients have to be exchanged as well, since they are computed; the same stands for the conservative variables' corrections if an implicit iterative scheme is selected. The whole procedure is presented in pseudo-code formulation as

[^0]
## End

while the exchange procedure as:

```
Do i=0 to number of processes - 1
    If (process rank = i) then
        Doj = 1 to nneighbours
            Send data of isendnodes(j,m)
        End
    Else
        Receive data from process i and store them in ireiceivenodes(i,m) (if applicable)
    End
End
```

Employing the aforementioned methodology, equally accurate but more computationally efficient solutions compared to serial schemes, can be obtained [Ven95, Lan96]; its contribution appears especially valuable in large-scale problems, such as flows over aircrafts usually requiring grids with millions or tens of millions nodes, which consequently result to excessive time-consuming simulations [Lyg12b, Lyg14a, Lyg15, Sar15]. Besides the validation of obtained solutions' accuracy in Chapters 7 and 8, the proposed parallelization strategy is evaluated against benchmark test cases, such as this considering turbulent flow over the NASA Common Research Model (CRM).

## 5. Agglomeration multigrid methods

### 5.1. Spatial agglomeration multigrid scheme

### 5.1.1. Spatial agglomeration strategy

The first issue, which has to be defined for the implementation of the agglomeration multigrid method, is the generation of the coarser grids, i.e., the agglomeration strategy [Mav97, Mav98, Car00, Bla01, Nis10, Nis11, Nis13, Lyg14c, Lyg14d, Lyg14f, Lyg14g]. The fusion of the control volumes in this study is performed on a topology-preserving framework at each partition, resembling the advancing front technique [Nis11]; both isotropic and directional agglomeration methodologies (either selected by the user) have been developed to be employed on tetrahedral and hybrid grids respectively [Bla01, Mav97, Nis11, Lyg 14c].

The procedure is limited though by pre-defined rules in order consistency between the solution of the initial finest grid and those of the coarser ones to be preserved at external (especially at the boundary layer region) [Nis11, Lyg14c] and internal boundaries (between the sub-domains constructed for parallel implementation of the algorithm). More specifically, the following constraints are employed [Lyg14c, Lyg14d, Lyg14f]:
a) The control volume of a node located at the internal region of a grid can be fused only with its neighbouring, also internal, nodes' control volumes, to construct a new virtual supernode [Nis10, Nis11, Nis13].
b) In the same way, a boundary node can be agglomerated only with its adjacent boundary nodes of the same type [Nis11], e.g., a node positioned at a solid wall surface (or at a diffusively reflecting surface in case of radiative heat transfer simulation) can be associated only with another node belonging to the same surface.
c) A node belonging to two or more boundary-condition-type closures (e.g., a node belonging simultaneously to inlet and solid wall surfaces) isn't agglomerated and remains singleton at the next multigrid level [Nis11]. Nevertheless, the nodes belonging to two boundary-condition-type closures, with the one being a symmetry surface, are excluded from this limitation; they can be agglomerated with an adjacent node having the same two boundary condition types.
d) A boundary node belonging to two or more boundary slope discontinuities isn't agglomerated and remains singleton at the next multigrid level [Nis11]; examples of such nodes are those situated among three different surfaces or among two different walls of the same type forming a $90^{\circ}$ angle. In this algorithm the limit set to restrict the fusion procedure is equal to $30^{\circ}$.
e) A boundary node can be merged with its adjacent one, only if their control areas unit normal vectors form an angle less than $10^{\circ}$.
f) Although the control volumes of core nodes at overlapping region (sending information to neighbouring partitions) [Ven95, Lyg12b] are considered for fusion, these of ghost ones (receiving information from adjacent sub-domains) aren't merged during each level main agglomeration procedure; at the end of each level they are fused accordingly to the agglomeration of their corresponding core nodes at neighbouring partitions, creating actually virtual ghost supernodes.
g) In simulations, concerning turbulent flows and consequently relatively fine hybrid grids with highly stretched elements in boundary layer region, a maximum threshold of merged nodes to a supernode (eight for internal and four for boundary) is imposed to preserve even more the topology of the initial finest grid [Nis11].

Considering the aforementioned limitations, the isotropic and directional agglomeration methodologies are analyzed in the next sections.

### 5.1.1.1. Isotropic agglomeration

In case of a tetrahedral grid, the isotropic spatial agglomeration procedure is performed in the following sequence [Lyg14c, Lyg14d, Lyg14f]:

1) The nodes of the initial mesh, prohibited for agglomeration due to pre-mentioned constraints (c) and (d), are identified and marked.
2) The nodes, marked for confined "agglomeration", remain singletons (simply transferred to the next level). The derived supernodes are marked in the same way for prohibited fusion at the next level agglomeration.
3) The solid wall boundary nodes of each sub-domain are selected to create the list of the so-called seed nodes [Sor03, Nis11]. In case a partition includes no such boundary nodes, the core nodes of the overlapping region are assigned as seed ones.
4) At this step the main agglomeration procedure begins by looping over the nodes of the aforementioned list and examining the eligibility for fusion of all their adjacent nodes (due to the prementioned constraints or in case they are already fused to another supernode); if no limitation is identified, their control volumes are added to the control volume of the seed node, constructing the control volume of a new supernode. Figure 5.1 illustrates the schematic representation of the generation of a supernode via agglomeration at the prismatic region of a hybrid grid. In case no appropriate for fusion (already agglomerated or constrained) adjacent node is identified, further examination is performed; the seed node's neighbouring supernodes are examined, in order to include it. If more than one supernodes are identified as eligible for this merging, the one with the lower number of included nodes is selected, while if no suitable supernode is found, the seed node remains as singleton to the next multigrid level. The procedure is assumed to be complete when all the seed nodes are agglomerated or become singletons.


Figure 5.1: Construction of a supernode via agglomeration at a prismatic region.
5) A new list of seed nodes is constructed, including the nodes whose control volumes have been touched by the agglomeration front, which are actually the neighbouring, non-agglomerated yet, nodes of the already fused ones [Han02]. In this list a priority hierarchy is applied, taking into account the number of times a node is touched by the agglomeration front, as well as the number of its adjacent control cells. Therefore, the set of nodes which have the maximum touch number will be initially examined for agglomeration, while for the same set the procedure begins from the node with the minimum number of adjacent nodes [Han02].
6) Steps 4 and 5 are repeated until all the nodes of each partition (except the ghost ones) are fused or assigned as singletons. In Figure 5.2 the progress of the agglomeration front as well as the merging procedure are presented schematically in a part of two-dimensional triangular grid, beginning from the solid wall boundary surface and extending then to the internal area of the computational domain.
7) The generated unconstrained singleton supernodes are examined once more to be merged with their adjacent ones, according to the procedure described in step 4.
8) A loop over the derived supernodes is performed in order the completely surrounded by other ones to be identified (they are connected with only one supernode); in such case they are agglomerated with their surrounding ones [Sor03].
9) The ghost nodes at the overlapping region of each partition (coloured black in Figure 5.3) are agglomerated or become singletons according to their corresponding core nodes' fusion at the adjacent sub-grids. Therefore, virtual ghost supernodes are actually generated, as the number of their merged nodes may differ from this of their overlapping core supernodes; such a two-dimensional example is illustrated in Figure 5.4, where it is obvious that the virtual ghost supernodes do not coincide with their overlapping core ones. Nevertheless, the ghost supernodes get the correct data (volume, coordinates, etc.) of their overlapping core ones by exchange of information.


Figure 5.2: Progress of the agglomeration front and fusion procedure in a part of a two-dimensional triangular grid.
10) The new virtual superedges, connecting the supernodes obtained by the previous steps, are constructed. At each super control volume the internal edges are deleted, while the external ones are used for the evaluation of the new vectors $\vec{n}_{P Q}$ at the interface areas with its neighbouring super control volumes; such vectors are simply evaluated by summing the vectors of the corresponding surfaces interfacing two adjacent super control volumes [Sor03]. As unstructured grids are utilized, special attention is required in order to avoid summing vectors with opposite signs and subsequently opposite directions (inward and outward to the examined control volume).
11) At the final step of the main spatial agglomeration procedure the supernodes that remained singletons as well as their neighbouring ones are identified and marked, in order to become also singletons at the next level (coarser) grid. In that way the generation of adjacent control volumes with large differences in size is avoided, and consequently a possible harsh irregularity at next agglomeration levels is alleviated.
12) The whole procedure is repeated in case an even coarser mesh is required. Depending on the test cases encountered in this study, a number of three or four spatial multigrid levels has been identified to be adequate.


Figure 5.3: Sub-domains and overlapping region in a part of a two-dimensional triangular grid.
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Figure 5.4: Generation of corresponding core and ghost supernodes in a part of a two-dimensional triangular grid.

Implementing the previously described steps on an unstructured tetrahedral grid representing the domain over a rectangular wing with a NACA0012 airfoil, the illustrations of symmetry surface included in Figure 5.5 are obtained.


Figure 5.5: Symmetry surface of the initial and isotropically generated coarser control volume grid over a rectangular wing with a NACA0012 airfoil.

Since the agglomeration procedure is complete, the required variables for the new coarser grids, such as the volumes of super control volumes, the pseudo-coordinates of supernodes, the normal vectors of boundary faces included to new control volumes, the directional weights and the pixelation coefficients of superedges in case of a radiative heat transfer problem, have to be evaluated; these computations are performed, based on the corresponding values of merged nodes and edges. In addition, the data for the new core and ghost supernodes of overlapping regions have to be added to the existing structures (initially including data only for the overlapping core and ghost nodes of the finest mesh), in order interaction between the agglomerated partitions to be established [Lyg14f].

Moreover, the expression deriving the local time step for each supernode is reformulated; as virtual edges are considered in coarser grids, the time step computation is based on the volume and the total surface of the control volume of examined supernode $P$ independently of the type of flow. Therefore, the time step is defined similarly to Chapter 2 as:

$$
\begin{equation*}
\Delta t_{P}=C F L \frac{V_{P}}{\left(\lambda_{c}^{x}+\lambda_{c}^{y}+\lambda_{c}^{z}\right)+4 \cdot\left(\lambda_{v}^{x}+\lambda_{v}^{y}+\lambda_{v}^{z}\right)} \tag{5.1}
\end{equation*}
$$

In case an inviscid flow problem is encountered the term $4 \cdot\left(\lambda_{v}^{x}+\lambda_{v}^{y}+\lambda_{v}^{z}\right)$ is neglected, while if a laminar flow simulation is performed the turbulent viscosity included in the viscous spectral radii $\lambda_{v}$ (equation (2.121)) is assumed equal to zero. In the same way, for a radiative heat transfer problem, the time step utilized in Runge-Kutta method is calculated as [Lyg14f]:

$$
\begin{equation*}
c \Delta t_{P}=\frac{1}{2} \frac{V_{P}}{\sum_{\partial C V_{P}} \Delta \mathrm{~A}_{i}} \tag{5.2}
\end{equation*}
$$

### 5.1.1.2. Directional agglomeration

In case of a laminar or turbulent viscous flow problem, usually encountered along with a hybrid grid, full-coarsening directional agglomeration [Car00, Nis11, Nis13] is performed instead, described as follows [Lyg14c, Lyg14d]:

1) Step 1 of isotropic agglomeration procedure is performed.
2) The solid wall boundary nodes at the prismatic region are identified and assigned an index, e.g., an ascending number. The same index is assigned to the corresponding nodes of the next prismatic layers; in this way lines of prismatic nodes with the same index (implicit lines) [Nis11, Nis13] are constructed.
3) Step 2 of isotropic agglomeration procedure is accomplished.
4) The boundary prismatic nodes are merged with their eligible for agglomeration adjacent ones, which belong to the same surface, generating in that way new boundary supernodes (bottoms of implicit lines) [Mav97, Nis11]. Their indexes are stored together in a data structure in order the nodes of the next prismatic layers to be fused accordingly. If a semi-coarsening process [Mav97, Mav98] is selected instead, the examined boundary prismatic nodes are simply transferred as singletons to the next coarser level; only one node is included at the bottom of each implicit line.
5) Similarly to isotropic agglomeration, a list of seed nodes is created, including the nodes touched by the agglomeration front, which are actually the nodes of the next prismatic layer.
6) A loop over this list is performed, in order the seed nodes to be merged with their adjacent nonagglomerated and non-constrained ones, similarly to isotropic strategy. Nevertheless, an extra limitation is imposed to these nodes, according to which a node at prismatic region can be fused with another one only if their indexes are associated and consequently if their corresponding boundary nodes (bottoms of implicit lines) have already been merged. Thus, the nodes belonging to the same implicit line (defined by the corresponding bottom agglomeration) at each two successive prismatic layers are fused together.
7) A new seed list is constructed similarly to isotropic procedure, including though only prismatic nodes.
8) The previous steps 6 and 7 are repeated, until all the prismatic nodes have been transferred to the next coarser level either agglomerated or as singletons. In addition, another limitation is imposed to preserve the topology of the initial mesh up to the coarsest generated one; after the first agglomeration process the nodes of the lowest prismatic layer are not allowed to be merged with the nodes of the next layer, while the same constraint is applied to the nodes of the second prismatic layer after the second process, and so forth. Figure 5.6 includes the schematic representation of the proposed directional agglomeration procedure at the quadrilateral area of a two-dimensional hybrid grid.
9) The directional agglomeration is accomplished by performing steps 4 to 8 for the prismatic nodes, whose implicit lines' bottoms belong to a different partition; the core nodes of overlapping region are considered as lines' bottoms, instead of the boundary ones.
10) A new seed list is constructed including the nodes next to the already agglomerated prismatic ones, belonging to tetrahedral or pyramidical elements.
11) The isotropic agglomeration procedure is performed for the remaining nodes, beginning from step 4.

Implementing the previously described steps on a hybrid unstructured grid representing the domain over a rectangular wing with a NACA0012 airfoil, the illustrations of symmetry surface included in Figure 5.7 are obtained, while in Figure 5.8 the flow chart of isotropic and directional agglomeration is presented.
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Figure 5.6: Directional agglomeration at the quadrilateral area of a two-dimensional hybrid grid (level 1-red, level 2-green, level 3-blue).


Figure 5.7: Symmetry surface of the initial and directionally generated coarser control volume grid over a rectangular wing with a NACA0012 airfoil.


Figure 5.8: Flow chart of isotropic and directional agglomeration procedures.

### 5.1.2. Flux computation and numerical solution

For a multigrid accelerated iterative solution FAS is implemented, in accordance with which equation (2.118) (and/or equation (3.43) in case of radiative heat transfer) is solved at the first nonagglomerated level but at the coarser ones an approximate version of the same equation is used [Bla01]. The interaction between two successive multigrid levels is obtained via the restriction of conservative variables and flux balances from the finer to the coarser level, as well as the prolongation of conservative variables' corrections from the coarser to the finer level [Sor03, Ni11, Lyg14c]. FAS is implemented in a $\mathrm{V}\left(\mathrm{v}_{1}, \mathrm{v}_{2}\right)$-cycle process, where $\mathrm{v}_{1}$ denotes the number of relaxations before proceeding to the coarser mesh from the finer one, while $\mathrm{v}_{2}$ the number of relaxations after obtaining the solution from the coarser grid [Nis11, Lyg14c]. For flow simulations performed with an explicit scheme a $\mathrm{V}(1,0)$ process is employed, while for those encountered with an implicit one a $V(2,1)$ is used; in test cases involving turbulent flow a $\mathrm{V}(1,1)$ and $\mathrm{V}(2,2)$ strategy, respectively, is followed instead. If radiative heat transfer is considered, FAS is employed for RTE in a $\mathrm{V}(1,0)$-cycle strategy. For simplification reasons the procedure is analyzed below only for flow equations; its steps are also applicable to RTE by substituting $\vec{W}_{p}$ with $I_{p}^{m n}$ and $\vec{R}_{p}$ with $R_{p}^{m n}$, unless otherwise stated.

At each cycle the procedure begins with the solution of equation (2.118) for the first nonagglomerated level (denoted at next with the subscript $h$ ), deriving updated values for conservative variables and flux balances of each computational node $p$. These values are restricted by means of smoothing to the next coarser grid (denoted at next with the subscript $H$ ), using the restriction operators $\left(I_{W}\right)_{h}^{H}$ and $\left(I_{R}\right)_{h}^{H}$ respectively as follows [Man97, Car00, Sor03, Ni11, Lyg14c]:

$$
\begin{gather*}
\vec{W}_{P, \text { restricted }}=\left(I_{W}\right)_{h}^{H} \vec{W}_{p}=\frac{\sum \vec{W}_{p} \cdot V_{p}}{V_{P}}  \tag{5.3}\\
\vec{R}_{P, \text { restricted }}=\left(I_{R}\right)_{h}^{H} \vec{R}_{p}=\sum \vec{R}_{p} \tag{5.4}
\end{gather*}
$$

$\vec{W}_{P, \text { restriced }}$ is actually the volume-weighted sum vector of the values of conservative variables of nodes $p$ merged to construct the supernode $P$, while $\vec{R}_{P, \text { ressriced }}$ is the sum vector of flux balances of the same nodes p; Figure 5.10 illustrates the schematic representation of the spatial agglomeration multigrid restriction process at a prismatic region.


Figure 5.10: Spatial agglomeration multigrid restriction at a prismatic region.

Since the restriction is complete, the approximated equation (2.118) has to be relaxed for the coarser mesh, which is obtained by substituting the right hand side term of this equation with the following one [Mav97, Car00, Bla01, Nis1 1, Lyg14c, Lyg14f]

$$
\begin{equation*}
\vec{R}_{P, F A S}=\vec{R}_{P}\left(\vec{W}_{P}\right)+\underbrace{\left[\vec{R}_{P, \text { restriced }}-\vec{R}_{P}\left(\vec{W}_{P, \text { restricead }}\right)\right]}_{\vec{A}_{H}} \tag{5.5}
\end{equation*}
$$

where $\vec{R}_{P}\left(\vec{W}_{P}\right)$ is the current flux balance of node $P$ in the coarse grid. Considering the edge-based structure of this algorithm, as well as the derived superedges by the agglomeration process, the computation of fluxes appears to be a straightforward procedure; for the inviscid fluxes a first-order accurate spatial scheme is employed (the solution on the coarser levels does not influence the final solution [Bla01, Lyg14f]), while for the viscous ones the necessary gradients are obtained either by applying the nodal-averaging method (described in Chapter 2) or by restricting them similarly to equation (5.3) for conservative variables. The same stands for boundary surfaces' fluxes, as the control volume boundary surface of a supernode is the sum of the corresponding surfaces of its incorporated nodes. The next two terms included in the forcing function $\vec{A}_{H}$ [Bla01, Lyg14f] denote respectively the restricted flux balance to node $P$ from the finer level and the flux balance of the same node generated by using the restricted values of conservative variables. It is quite obvious that at the first internal iteration of RungeKutta method or at the first external of Jacobi or Gauss-Seidel algorithm, $\vec{R}_{P, F A S}$ is equal to the restricted flux balance $\vec{R}_{P, \text { restricted }}$, confirming the approximation character of FAS; it actually derives a smoothed version of the finest grid solution at the coarser levels [Bla01, Fer02, Lyg14f]. As such, equation (2.118) is reformulated and solved via the iterative scheme for each agglomerated supernode $P$ as [Mav96, Mav97, Mav98, Bla01, Fer02, Sor03, Nis10, Nis11, Nis13, Lyg14f]:

$$
\begin{equation*}
\Delta \vec{W}_{P}=-\frac{\Delta t_{P}}{V_{P}} \vec{R}_{P, F A S}=-\frac{\Delta t_{P}}{V_{P}}\left(\vec{R}_{P}\left(\vec{W}_{P}\right)+\vec{A}_{H}\right) \tag{5.6}
\end{equation*}
$$

If an implicit scheme is selected, the Newton-linearized inviscid, viscous and source terms have to be defined before the relaxation of the previous equation; they are evaluated in the same way with this applied for the initial finest grid [Nis11]. However, as elements do not exist in coarser resolutions, only the linearization based on the nodal-averaging computation of gradients can be implemented for viscous terms [Lyg14f].

In case an even coarser mesh has been generated via agglomeration, the restriction process (equations (5.3)-(5.4)) as well as the relaxation process (equations (5.5)-(5.6)) are employed similarly for this grid. As mentioned above, only a first-order accurate spatial scheme is used for the higher agglomerated levels [Sor03, Nis11, Lyg14c]; the flux sum of the finest grid, transferred not only to the next coarser grid but to all the multigrid levels, influences via the forcing function the accuracy of their solutions [Bla01]. The previous state is confirmed by the following analytical equation of the forcing function $\vec{A}_{2 H}$ for the second agglomerated mesh [Lyg14f]:

$$
\begin{align*}
& \vec{A}_{2 H}=\vec{R}_{2 P, \text { restricted }}-\vec{R}_{2 P}\left(\vec{W}_{2 P, \text { restricted }}\right)=\left(I_{R}\right)_{H}^{2 H} \vec{R}_{P}-\vec{R}_{2 P}\left(\vec{W}_{2 P, \text { restricted }}\right)= \\
& =\left(I_{R}\right)_{H}^{2 H}\left(\vec{R}_{P}\left(\vec{W}_{P}\right)+\vec{A}_{H}\right)-\vec{R}_{2 P}\left(\vec{W}_{2 P, \text { restricted }}\right) \tag{5.7}
\end{align*}
$$

Since the solution at the coarsest grid is obtained, the corrections of conservative variables are prolongated by means of smoothing to the next finer mesh [Fer02, Nis11, Lyg14c]; in case of inviscid flow or radiative heat transfer a simple point injection scheme, namely the prolongation operator $\left(I_{W}\right)_{H}^{h}$, is implemented as [Car00, Lyg 14f]

$$
\begin{equation*}
\Delta \vec{W}_{p}=\left(I_{W}\right)_{H}^{h} \Delta \vec{W}_{P}=\Delta \vec{W}_{P}=\vec{W}_{P}-\vec{W}_{P, \text { restricted }} \tag{5.8}
\end{equation*}
$$

while in case of laminar or turbulent viscous flow a distance-based scheme is employed, considering only the nodes of the same type (internal or boundary ones of the same surface) [Nis11] as follows [Kat09]

$$
\begin{align*}
& \Delta \vec{W}_{p}=\left(I_{W}\right)_{H}^{h} \Delta \vec{W}_{P}=\frac{a_{p-P} \Delta \vec{W}_{P}+\sum_{Q \in K_{N}(P)} a_{p-Q} \Delta \vec{W}_{Q}}{a_{p-P}+\sum_{Q \in K_{N}(P)} a_{p-Q}}  \tag{5.9}\\
& a_{p-Q}=\left|\vec{r}_{p Q}\right|^{-4}
\end{align*}
$$

where $\vec{r}_{p Q}$ denotes the vector connecting the agglomerated node $p$ and the supernode $Q$, while $\Delta \vec{W}_{p}$ and $\Delta \vec{W}_{Q}$ represent respectively their corrections. The distance-based operator is downgraded to the simple point injection one for singleton supernodes, as $a_{p-Q}$ is zeroized in such cases. Figure 5.11 illustrates the schematic representation of the spatial agglomeration multigrid prolongation procedure at a prismatic region.


Figure 5.11: Spatial agglomeration multigrid (point-injected) prolongation at a prismatic region.
Although not necessary, an averaging operator can be used to smooth the total error components before updating the conservative variables of the finer grid nodes as [Car00, Lyg14f]

$$
\begin{equation*}
\Delta \vec{W}_{p, \text { averaged }}=\frac{\Delta \vec{W}_{p} V_{p}+\sum_{q \in K_{N}(p)} \Delta \vec{W}_{q} V_{q}}{V_{p}+\sum_{q \in K_{N}(p)} V_{q}} \tag{5.10}
\end{equation*}
$$

where $q$ are the neighbouring nodes of each node $p$. The updated final values $\vec{W}_{p}^{l+}$ of the finer mesh nodes at $l$ multigrid iteration/cycle are computed as follows [Car00, Sor03, Nis11, Lyg14f]

$$
\begin{equation*}
\vec{W}_{p}^{l+}=\vec{W}_{p}^{l}+\Delta \vec{W}_{p} \tag{5.11}
\end{equation*}
$$

where $\vec{W}_{p}^{l}$ is the vector of previously calculated and not restricted values of conservative variables. The prolongation process is repeated up to the initial finest mesh, accomplishing in that way the V-cycle procedure.

The previously described V-cycle scheme ( $\mathrm{V}(1,0)$-cycle strategy) is illustrated schematically in Figure 5.12, in which the bullets denote the relaxation of the solution by the Runge-Kutta iterative method, while at next the whole procedure is presented in pseudo-code formulation [Lyg14f]:

Do $i=1$ to NS (NS stands for the number of spatial agglomeration levels)
$\quad$ If ( $i>1$ ) then (1 corresponds to the finest non-agglomerated grid)
$\quad$ Perform spatial restriction
$\quad$ End if
Perform the Runge-Kutta (RK(4)) scheme
End do
Do $i=$ NS-1 to 1, step $=-1$
$\quad$ Perform spatial prolongation
End do


Figure 5.12: Schematic representation of the spatial agglomeration multigrid $V(1,0)$-cycle scheme.
If an unphysical value of a conservative variable is obtained, e.g., a negative value of pressure, turbulent kinetic energy or radiative intensity, either by the iterative method or by the prolongation process, a fix-up procedure is implemented [Cap10, Lyg14f]. According to this methodology the conservative variables of flow or turbulence model get their previous acceptable values. It is implemented similarly in case of radiative heat transfer; for the finest grid the value is set equal to zero if it was derived by the Runge-Kutta method and equal to its previous value if the unphysical intensity was a result of prolongation from the coarser level, while for the agglomerated grids the negative values are always restored to their previous values. The same procedure is followed for the corresponding flux balances. Independently of the employed scheme (explicit or implicit), each level process of the FAS is completed firstly for the flow equations and then for the turbulence model (loose coupling); in case of radiative heat transfer a similar FAS procedure is followed.

In this study, the FAS is incorporated in the Full Multigrid (FMG) scheme [Fer02, Lyg14c], in order further acceleration to be obtained; following this strategy the solution is decomposed in two stages,
namely the preliminary and the main one (not applicable to radiative heat transfer). At the first stage the flow and turbulence model PDE's are relaxed beginning from the coarsest grid and, as the number of iterative cycles increases, the solution extends successively to the finer meshes up to the initial finest one, at which point the main stage begins; in this way a better initial guess is obtained for each finer level [Lyg14c]. Figure 5.13 includes a schematic representation of the developed combined FMG-FAS (V(1,0)cycle strategy) procedure.


Figure 5.13: FMG-FAS procedure.

### 5.2. Angular agglomeration multigrid scheme

### 5.2.1. Angular agglomeration strategy

As mentioned in Introduction, the agglomeration multigrid scheme for RTE is extended in this study beyond the coarsening of spatial resolution to the coarsening of angular one; it is performed in a similar manner, based on the solution of RTE on successively coarser angular levels, requiring as such the implementation of a corresponding angular agglomeration strategy [Lyg14b, Lyg14f, Lyg14g]. The angular fusion is performed by merging neighbouring solid control angles of the finer angular discretization and creating new solid control superangles. Although being a similar process to the spatial scheme, it is much simpler, mainly due to the absence of the large number of restrictions of the spatial one.

For each angular level the procedure begins with the identification and fusion of every two neighbouring azimuthal angles; it extends then similarly to the polar direction, deriving the new solid control superangles (respectively to supernodes derived by the spatial agglomeration scheme). Therefore, the equal division of $4 \pi$ steradians into $N_{\theta} \times N_{\varphi}$ directions employed for the single-grid level, is reformulated into $N_{\theta} / 2 \times N_{\varphi} / 2$ ones, such that $\Delta \theta^{m}=\theta^{m+}-\theta^{m-}=\pi / 2 N_{\theta}$ and $\Delta \varphi^{n}=\varphi^{n+}-\varphi^{n-}=2 \pi / 2 N_{\varphi}$ [Lyg14f]. Considering the commonly used circle and sphere, representing the two- and three-dimensional discretization respectively [Rai99], the angular agglomeration derives finally a circle with the half number of angles and a sphere with the quarter number of solid angles. In case an even coarser angular discretization is required the procedure is repeated, resulting in $N_{\theta} / 4 \times N_{\varphi} / 4$ directions; depending on the test cases encountered in this study, a number of two or three angular multigrid levels has been identified to be adequate. Figure 5.14 illustrates the schematic representation of the angular merging process in two dimensions, in which sixteen control angles of the initial resolution are agglomerated successively to eight and four ones for the second and third multigrid level respectively. In Figure 5.15 the corresponding three-dimensional procedure is presented, in which thirty two solid control angles are agglomerated in eight new superangles.


Figure 5.14: Angular agglomeration in two dimensions.


Figure 5.15: Angular agglomeration in three dimensions.
Although the spatial agglomeration methodology is constrained by a non-trivial number of limitations, only one is applied to the angular one; the adjacent angles, either in azimuthal or polar direction, examined for merging, shall belong to the same quadrant of the directional circle or sphere [Lyg14b, Lyg14f]. In that way the fused angles as well as the derived superangles have the same sign, ensuring the consistency of the restriction and prolongation relations for two successive angular discretizations. As the common practice is to employ an even number of angles in both directions for symmetry reasons, the agglomeration procedure is not influenced significantly by this restriction. In addition, this limitation defines a minimum allowed number of control superangles for each direction, four in the azimuthal and two in the polar direction; it is applied separately in each direction, in order not to affect the number of the pre-defined angular multigrid levels. For example in a quasi-3D test case, in which sixteen azimuthal and four polar angles are considered along with three multigrid resolutions, the angular agglomeration method derives eight azimuthal and two polar angles for the second level and four azimuthal and two polar ones for the third angular grid.

Since the coarser angular resolutions are ready, the corresponding required variables, such as the directional weights and the pixelation coefficients, are computed [Lyg14b, Lyg14f]. This calculation can be performed either analytically, using the new solid control superangles for each edge and boundary surface, or by simply summing the absolute values of directional weights, as well as their positive ones, for the merged control angles; the latter is incorporated in this method. Because of the aforementioned
limitation there is no need for special treatment, in order to avoid summing adverse directional weights. As far as the parallelization strategy is concerned, additional data structures for the new superangles have to be constructed for the interaction between the partitions via their overlapping regions. Finally, the angular agglomeration procedure is completed with the computation of the average scattering phase functions for the new superangles and the definition of the corresponding mirroring directions [Lyg14b, Lyg 14f].

### 5.2.2. Flux computation and numerical solution

For the angular multigrid accelerated iterative solution of RTE, the FAS via a $\mathrm{V}(1,0)$-cycle is implemented again. Similarly to spatial multigrid methodology, each cycle begins with the solution of equation (3.43) for the first non-agglomerated level (denoted at next with the superscript $m n$ ) updating the values of radiative intensity as well as those of flux balance; these values are transferred then to the next coarser resolution (denoted at next with the superscript $M N$ ), utilizing the restriction operators $\left(I_{R}\right)_{m n}^{M N}$ and $\left(I_{I}\right)_{m n}^{M N}$ respectively as follows [Lyg14b, Lyg14f]

$$
\begin{gather*}
R_{p, \text { esestricted }}^{M N}=\left(I_{R}\right)_{m n}^{M N} R_{p}^{m n}=\sum R_{p}^{m n}  \tag{5.12}\\
I_{p, r \text { estricted }}^{M N}=\left(I_{I}\right)_{m n}^{M N} I_{p}^{m n}=\frac{\sum I_{p}^{m n} \cdot \Delta \Omega^{m n}}{\Delta \Omega^{M N}} \tag{5.13}
\end{gather*}
$$

where $R_{p, \text { ressriced }}^{u N}$ denotes the sum of flux balances of merged solid control angles $m n$ to the superangle $M N$, while $I_{p, \text { restriced }}^{M N}$ represents the angular-weighted sum of radiative intensity values of the same fused control angles. Figure 5.16 includes the schematic representation of restriction procedure in two dimensions, in which the bullets stand for the summation/weighted-summation of transferred variables (radiative intensity and flux balance).

The solution at the coarser angular resolution is succeeded once more via the implementation of the approximate equation (3.43), in which the right hand side term is reformulated similarly to this of equation (5.5) as [Lyg14b, Lyg14f]

$$
\begin{equation*}
R_{p, F A S}^{M N}=R_{p}^{M N}\left(I_{p}^{M N}\right)+\underbrace{\left[R_{p, \text { restricted }}^{M N}-R_{p}^{M N}\left(I_{p, \text { esssricted }}^{M N}\right)\right]}_{A^{\text {NN }}} \tag{5.14}
\end{equation*}
$$

where $R_{p}^{M N}\left(I_{p}^{M N}\right)$ is the current flux balance in direction $M N$ of the coarse angular grid, while $A^{M N}$ is the angular forcing function, controlling the accuracy of the coarser angular levels. Similarly to spatial multigrid technique, the computation of the required fluxes of the first right hand side term is a straightforward process; a first-order accurate spatial scheme is applied to the coarser resolutions, considering that they do not influence the accuracy of the final steady-state solution. For an even coarser angular grid the restriction as well as the relaxation with the Runge-Kutta method are repeated.

Since the solution at the coarsest angular discretization is obtained, the corrections of radiative intensity are prolongated by means of interpolation to the next angularly denser level, considering a simple point-injection scheme, which utilizes the prolongation operator $\left(I_{I}\right)_{M N}^{m n}$ as [Lyg14b, Lyg14f]

$$
\begin{equation*}
\Delta I_{p}^{m n}=\left(I_{I}\right)_{M N}^{m n} \Delta I_{p}^{M N}=\Delta I_{p}^{M N}=I_{p}^{M N}-I_{p, \text { restricted }}^{M N} \tag{5.15}
\end{equation*}
$$

where $\Delta I_{p}^{m n}$ is the correction for the agglomerated angle $m n$, while $\Delta I_{p}^{U N}$ is the respective correction for the superangle $M N$. Figure 5.17 presents the schematic representation of the prolongation procedure in two dimensions.


Figure 5.16: Angular agglomeration multigrid restriction in two dimensions.


Figure 5.17: Angular agglomeration multigrid prolongation in two dimensions.
For the computation of the updated final value of radiative intensity at the initial densest resolution equation (5.11) is implemented again. The whole procedure is presented schematically in Figure 5.18, while at next it is outlined in pseudo-code formulation as [Lyg14f]:

[^1]End if
Perform the Runge-Kutta (RK(4)) scheme
End do
Do $j=$ NA-1 to 1, step $=-1$
Perform angular prolongation
End do
In case a negative, unphysical radiative intensity is obtained by the prolongation process, its previous value, as well as the previous value of the corresponding flux balance, is restored; if it is derived through the Runge-Kutta method at the densest level, its value is set equal to zero [Cap10, Lyg14f].


Figure 5.18: Schematic representation of the angular agglomeration multigrid V(1,0)-cycle scheme.

### 5.3. Combined spatial/angular agglomeration multigrid scheme

A nested combination of the aforementioned (spatial and angular) agglomeration multigrid schemes was finally developed for additional acceleration in radiative heat transfer computations [Lyg14b, Lyg14f]. The whole procedure begins with the spatial agglomeration of the initial finest mesh and the generation of the coarser grids; it extends then to the construction of the coarser angular resolutions. For the accelerated solution of RTE a complete angular FAS V-cycle is employed at each level of the spatial multigrid scheme, described in Figure 5.19 and the following pseudo-code [Lyg14f]:

```
Do \(i=1\) to NS (NS stands for the number of spatial agglomeration levels)
    If \((i>1)\) then (l corresponds to the finest non-agglomerated grid)
        Perform spatial restriction for i level (angular level is 1)
    End if
    Do \(j=1\) to NA (NA stands for the number of angular agglomeration levels).
    If \((j>1)\) then ( corresponds to the densest angular resolution)
        Perform angular restriction for \(i\) and \(j\) level respectively
        End if
        Perform the Runge-Kutta (RK(4)) scheme for \(i\) and \(j\) level respectively
    End do
    Do \(j=\) NA-1 to 1, step \(=-1\)
    Perform angular prolongation for \(i\) level and \(j\) level respectively
    End do
    Perform the Runge-Kutta (RK(4)) scheme for i level (angular level is 1)
End do
Do \(i=\) NS-1 to 1, step \(=-1\)
    Perform spatial prolongation for i level (angular level is 1)
End do
```



Figure 5.19: Schematic representation of the combined (nested) spatial/angular agglomeration multigrid scheme.
Considering the implementation of a complete angular multigrid scheme at each spatial agglomeration level, the computation of the appropriate directional weights and pixelation coefficients is performed for all the combinations of spatial grids and angular resolutions at a pre-processing stage [Lyg14f]. The spatial and angular, restriction and prolongation operators are applied similarly to the onlyspatial and only-angular multigrid schemes, while the evaluation of the numerical fluxes is performed exactly in the same way. The main difference concerns the forcing function, which, for the nested angular multigrid stage, includes not only the angular function $A^{M N}$ but also the spatial one $A_{H}$, as indicated by the following equation for a coarser spatial and angular resolution:

$$
\begin{equation*}
A_{H}^{M N}=\left(I_{R}\right)_{m n}^{M N} R_{P, F A S}^{m n}-R_{P}^{M N}\left(\left(I_{I}\right)_{m n}^{M N} I_{P}^{m n}\right)=\left(I_{R}\right)_{m n}^{M N}\left(R_{P}^{m n}+A_{H}^{m n}\right)-R_{P}^{M N}\left(\left(I_{I}\right)_{m n}^{M N} I_{P}^{m n}\right) \tag{5.16}
\end{equation*}
$$

Moreover, an additional difference is identified to the double implementation of the Runge-Kutta method per multigrid cycle for each spatial level at the initial densest angular discretization; this second relaxation is necessary in order the values of radiative intensity and flux balances to be updated after being prolongated angularly and before being restricted spatially. Similarly to the aforementioned methods, the second-order accurate spatial scheme and the zero fix up procedure [Cap10, Lyg14f] are employed only for the finest spatial and angular resolutions.

## 6. Grid adaptation

### 6.1. H-refinement

Numerical diffusion and false scattering in flow and radiative heat transfer predictions respectively can be mitigated by the utilization of finer meshes, resulting however in increased memory requirements and computational effort. In such cases as well as in simulations with sufficiently localized phenomena or in problems faced for the first time, for which no previous knowledge exists for the required resolution, local grid adaptation techniques can be implemented during the iterative procedure in order to resolve the physical behaviour and increase the accuracy of the final solution, along with significant computational savings [Loh92, Lyg13c, Lyg14a, Lyg15]. As mentioned in Introduction, various methods have been developed for mesh adaptation divided mainly in two categories, namely redistribution and refinement; the h-refinement has been incorporated in this algorithm [Ka196, Kha00].

According to this methodology, the whole procedure begins with the detection of desired areas for enrichment, usually concerning regions with discontinuities, shocks, stagnation points, etc., [Loh92]. Thus, appropriate criteria have to be implemented to capture the characteristics of the intent local physical behaviour of the flow or radiative heat transfer; these criteria target either areas with a specific value of a variable/function (Mach number, velocity, pressure, radiative intensity, etc.) or areas designated by the corresponding experimental data (shock location), e.g., the region over the surface of a wing with Mach number greater equal to 0.95 , if the shock location is desired to be enriched $[\operatorname{Lyg} 13 \mathrm{~b}, \operatorname{Lyg} 13 \mathrm{c}$, Lyg14a, Lyg15].

After the appropriate regions are selected for refinement, the corresponding mesh edges are divided, while next the division is extended to the faces and elements following pre-defined rules [Loh92, Kha00, Kav10]. This edge-based feature makes h-refinement particularly attractive for implementation in hybrid grids, including various types of elements [Lyg13c]. In the next paragraphs the aforementioned rules are analyzed, as well as the steps of the whole procedure are summarized. The pre-defined rules, concerning the division of the existing edges, faces and elements, are described as follows [Lyg13c]:

1) Every new, embedded in an edge, node of the grid must be a common point of all the neighbouring faces and elements; hanging-nodes are not accepted. Figure 6.1 illustrates an acceptable and an unacceptable embedded node in a part of a two-dimensional triangular grid.


Figure 6.1: Acceptable (left) and unacceptable (right) embedded node in a part of a two-dimensional triangular grid.
2) The new nodes are embedded only at the midpoints of the marked edges of the mesh; their coordinates (as well as the variables' values for initialization purposes) are set equal to the arithmetic averages of the corresponding values at the two end-points.
3) Every new edge is a common edge of all the neighbouring elements.
4) A tetrahedron can be divided in five ways (as shown in Figure 6.2) resulting in [Loh92, Kal96, Kha00]:
(a) two new tetrahedra,
(b) four new tetrahedra,
(c) eight new tetrahedra,
(d) one new tetrahedron and one new pyramid,
(e) two new tetrahedra, one new pyramid and one new prism.

The last two types are implemented only in the transition region of the grid, from the prismatic to the tetrahedral elements. For tetrahedra divided in eight new ones, three possible ways of division can be employed, depending on the selected internal diagonal edge ( $7-9,5-10,6-8$ ), as depicted in Figure 6.3. The shortest inner diagonal edge should always be chosen, decreasing in that way the possibility of producing distorted new tetrahedra [Loh92].


Figure 6.2: Permitted ways of division for tetrahedra.
5) Respectively, a prism can be divided in two (a) or four (b) new prisms, as illustrated in Figure 6.4 [Kha00]. As their height is usually pre-defined, the refinement is implemented only in the longitudinal direction.
6) Considering that the pyramidical elements are located usually only in the transition region of the grid from the prismatic to the tetrahedral elements, a pyramid can be divided in three ways [Kal96, Kha00], as shown in Figure 6.5, producing:
(a) two new pyramids,
(b) three new prisms and a new pyramid,
(c) a new prism and a new pyramid.


Figure 6.3: Possible inner diagonal edges for the division of a tetrahedron in eight new ones.


Figure 6.4: Permitted ways of division for prisms.


Figure 6.5: Permitted ways of division for pyramids.
7) Similar rules have to be followed for the division of the triangular and rectangular faces, as well; as illustrated in Figure 6.6 a triangular face can be divided in two or four new triangular faces, while a rectangular one can be divided only in two new rectangular faces [Loh92].


Figure 6.6: Permitted ways of division for triangular and rectangular faces.

### 6.2. Subdivision method

According to afore-mentioned rule (2), the new nodes are embedded as midpoints of the marked edges of the mesh, getting as coordinates' and variables' values the arithmetic averages of the corresponding values at the two end-points. Although not necessarily, for the new nodes embedded at boundary edges a subdivision technique can be implemented for the corresponding computation instead of arithmetic averaging [Ul106, Zor98]; in accordance to this method the values of more neighbouring nodes are considered in order to avoid distorting the boundary surfaces. Figure 6.7 illustrates such an example in a part of a two-dimensional triangular grid with a distorted boundary edge derived by the implementation of the arithmetic average technique, as well as its smoothed correction, taking into account more adjacent mesh nodes.

In three-dimensional grids, such as those used with the proposed algorithm, a diamond scheme is employed for the computation of the coordinates' and variables' values of the new embedded boundary nodes. Mathematically is formulated as follows [Ull06]

$$
\begin{equation*}
x_{M}=\frac{\left(x_{K}+x_{L}+3 x_{P}+3 x_{Q}\right)}{8} \tag{6.1}
\end{equation*}
$$

where subscripts denote the nodes of the two adjacent triangular boundary faces, as illustrated in Figure 6.8 .


Figure 6.7: Distorted boundary edge and its smoothed correction in a part of a two-dimensional triangular grid.


Figure 6.8: Embedding a new node in a boundary edge PQ of a three-dimensional unstructured grid, using the subdivision technique.

### 6.3. Procedure description

Considering the previous rules/limitations, the h-refinement procedure can be divided in four main steps [Lyg13b, Lyg13c, Lyg14a, Lyg15]
a) Initial marking of the edges, according to the selected criteria,
b) spread of marking information to the neighbouring edges,
c) division of targeted edges, and
d) Division of faces and elements,
while in Figure 6.9. the flow chart of the whole procedure is presented.


Figure 6.9: Flow chart of h-refinement procedure.

As it can be observed, the procedure begins with the input of grid data and the construction of required data structures, i.e., since nodes' connectivities and elements of the mesh have been obtained, their faces as well as their edges are defined. The process continues with marking the edges at desired regions for enrichment (step a); an appropriate criterion is employed, defined by user's requirements, e.g., targeting edges which include endpoints with value of Mach number greater or equal to unity. At this point the marked edges are enumerated in order this number to be used later as a criterion for the completion of the procedure. The derived list of marked edges is still however in a preliminary status and cannot lead to an admissible refinement pattern for the construction of a new mesh. Therefore, their adjacent edges shall be also examined for marking (and consequently division), in order an admissible pattern to be reached. The procedure is accomplished by looping several times over the elements of the mesh (step b) [Loh92, Lyg14a, Lyg15]; firstly the prismatic edges are examined, while at next a loop over the pyramidical and the tetrahedral elements of the mesh is performed. This sequence derives from rule 5 that forbids division of prismatic edges, located along the stretched direction of the element. If however a prohibited for division edge of a prism is identified as marked, it is unmarked and flagged as forbidden for remarking during this stage. For the corresponding edges of pyramids there is no need for such an examination, as in case they have been marked during the initial marking entailed by the employed criterion, they would have been unmarked during the loop over the prismatic elements. In order to distinguish the transitional tetrahedra (located at the transition region from prismatic to pyramidical and tetrahedral elements) from the non-transitional ones, their edges are examined for existence of a prohibited for division edge among them; if one is identified, type (d) or (e) division is implemented. In Figures 6.10-6.12 the corresponding flow charts of spread of information among the different types of elements are depicted.


Figure 6.10: Flow chart for the spread of marking information among the edges of the prismatic elements.

For instance a tetrahedron is examined; during the first step of the procedure, one up to six edges of it can be marked. If three ones are assigned for division according to the employed criterion, further examination is required as two possible ways of division exist; in case those edges are located at the same face the element is divided in four new tetrahedra, while if they belong to different faces three more edges should be marked in order the element to be divided in eight new tetrahedra. The previous example is applicable for a tetrahedron located far from the prismatic region; if the tetrahedron lies at the transition region (from prismatic to tetrahedral elements) further examination is required, as two more ways of division can be employed (type (d) and (e) ones, producing one new tetrahedron and one new pyramid or two new tetrahedra, one new pyramid and one new prism respectively). In case of prismatic or pyramidical elements, the aforementioned procedure is much simpler, due to the fewer number of permitted ways of division (two for prisms and three for pyramids).

Once the final number of the selected edges for division is defined (twice), the refinement procedure begins, deriving new edges with half the length of the initial ones, as well as new nodes embedded at their midpoints (step c); the variables of new nodes are then computed. Subsequently, the new elements along with the new faces are constructed, following the rules analyzed previously (step d). Although the refinement procedure can be implemented in a parallelized computational system [Kav10], it is still performed serially in our algorithm, for simplification reasons; nevertheless, it appears significantly efficient as it requires less than a few minutes to refine locally a grid with about 4,500,000 nodes, producing a new one with about 6,500,000 nodes (CRM WBHT aircraft) [Lyg14a, Lyg15].
 rectangular face.

Figure 6.11: Flow chart for the spread of marking information among the edges of the pyramidical elements.


Figure 6.12: Flow chart for the spread of marking information among the edges of the tetrahedral elements.
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## 7. Fluid flow numerical results

### 7.1. Definitions

The developed fluid flow solver has been validated (especially in terms of accuracy and efficiency) against two- and three-dimensional benchmark test cases, while its results have been compared with experimental data as well as with the results obtained by other solvers. The compared solutions concern mainly the distributions of pressure coefficient, defined as [Abb49, Mun98]

$$
\begin{equation*}
C_{p}=\frac{2\left(p-p_{\infty}\right)}{\rho_{\infty} \vec{V}_{\infty}^{2}} \tag{7.1}
\end{equation*}
$$

where $p$ denotes the local pressure, while $p_{\infty}, \rho_{\infty}$ and $\vec{V}_{\infty}$ the pressure, density and velocity at far-field respectively. In problems considering fluid flow over aircrafts, the lift and drag coefficients are also used for comparison reasons; they can be computed as follows [Abb49, Mun98]

$$
\begin{align*}
& C_{L}=\frac{2 L}{\rho_{\infty} \vec{V}_{\infty}^{2} S}  \tag{7.2}\\
& C_{D}=\frac{2 D}{\rho_{\infty} \vec{V}_{\infty}^{2} S} \tag{7.3}
\end{align*}
$$

where $S$ is a characteristic area of the aircraft (usually the projection of the wing area on the horizontal plane). The total lift $L$ and drag $D$ forces can be evaluated by a single loop over the boundary nodes or faces, using the (pressure and viscous) stress tensor (near-field analysis) [Vos10, Vos13]. Besides the dimensionless pressure and Mach number contours, the isentropic Mach number can be utilized for the visualization of the extracted solutions, which is defined as [Mun98]

$$
\begin{equation*}
M_{\text {isentropic }}=\sqrt{\left(\left(\frac{p_{o}^{\infty}}{p}\right)^{\frac{\gamma}{\gamma-1}}-1\right) \cdot \frac{2}{\gamma-1}} \tag{7.4}
\end{equation*}
$$

where $p$ denotes the local static pressure, while $p_{o}^{\infty}$ the total pressure at the far-field; for the latter the value at the inlet boundary surface is usually assigned. In order to validate the present method's computational performance, the density residual is computed at each cycle (of the multigrid scheme) or at each iteration (of the single-grid scheme) as [Lyg13c, Lyg14f]

$$
\begin{equation*}
\text { residual }=\frac{\sum_{P=1}^{N_{P}}\left|\rho_{P}^{l+1}-\rho_{P}^{l}\right|}{N_{P}} \tag{7.5}
\end{equation*}
$$

where $l$ is the number of the current multigrid cycle or single-grid iteration, while $N_{p}$ is the number of nodes of the initial finest mesh; a corresponding expression is employed for the residual of turbulent kinetic energy in case of turbulent flows.

This section is continued with the evaluation of the proposed methodology against test cases, considering inviscid, viscous laminar and viscous turbulent flows over wings and aircrafts.

### 7.2. Inviscid flow over a rectangular wing with a NACA0012 airfoil

The first (quasi-3D) test case considers inviscid flow with Mach number 0.8 and angle of attack $0^{\circ}$ over a rectangular wing with a NACA0012 airfoil [Bae09, Lyg11, Lyg14c]. The utilized grid is composed of 625,250 nodes and 3,500,243 tetrahedra, while for parallel computation on a DELL T7500 workstation with two Intel ${ }^{(\mathrm{R})}$ Xeon ${ }^{(\mathrm{R})}$ - X 5550 four-core processors at 2.67 GHz it was divided in four partitions; Figure 7.1 illustrates the employed grid as well as its density on symmetry surface. Accuracy improvement was succeeded with the incorporated second-order spatial accurate scheme, coupled with Van Albada-Van Leer limiter. Both an explicit (Runge-Kutta method) and implicit (Jacobi algorithm) scheme were implemented for the iterative solution of the problem (without of course any difference in their final results); for the first method a CFL number equal to unity was employed, while for the second one CFL was linearly increased up to 5.0. The parameters of the simulation are summarized in the following Table 7.1.

Table 7.1: Parameters of simulation (inviscid flow over a rectangular wing with a NACA0012 airfoil).

| Parameters |  |
| :---: | :---: |
| Type of flow | Inviscid |
| Mach number | 0.8 |
| Reynolds number | - |
| Angle of attack (deg.) | $0^{\circ}$ |
| Grid density | 625,250 nodes and |
| Number of partitions | $3,500,243$ tetrahedra |
| Iterative scheme | 4 |
| Computational system | DELL T7500 workstation with two Intel ${ }^{(\mathrm{R})} \mathrm{Xeon}{ }^{(\mathbb{R})}$ - X 55550 four-core |
| processors at 2.67 GHz |  |

Nevertheless, the aforementioned grid was identified to be insufficient for the accurate capturing of flow phenomena, especially those located at shock formations. Therefore, the developed h-refinement methodology was applied, resulting in an increased number of DoF's and consequently in improved accuracy at the shock region; its implementation was based on a criterion automatically targeting and enriching areas with value of Mach number between 0.95 and 1.05 . The new mesh, whose density on the mirroring surface is presented in Figure 7.2, compared with the initial one, consists of $1,084,667$ nodes and $6,171,465$ tetrahedra. The iterative solution was continued, since the up to that moment computed primitive variables were interpolated to the adapted grid; in that way the generation of a new mesh from scratch was avoided and consequently significant computational savings were achieved.


Figure 7.1: Employed grid and its density on symmetry surface (inviscid flow over a rectangular wing with a NACA0012 airfoil).


Figure 7.2: Mesh density on the symmetry surface prior (left) and after (right) h-refinement (inviscid flow over a rectangular wing with a NACA0012 airfoil).
 the wing (inviscid flow over a rectangular wing with a NACA0012 airfoil).

Figure 7.3 illustrates the obtained dimensionless pressure contours at the mid-span of the refined wing, as well as the distributions of pressure coefficient $C p$ along the same slice for both grids (initial and refined), compared with the corresponding one of Baeza et al. [Bae09]. A sufficient agreement is identified between the reference and the extracted by the adapted grid results, indicating the potential of the developed solver for such simulations. Additionally, the mis-capturing of the shock by the initial grid, compared to the improved shock prediction by the refined one, demonstrates the capability of hrefinement methodology for improving the solution's accuracy.

In order to evaluate the developed multigrid methodology, three-coarser resolutions of the initial mesh were created via isotropic agglomeration. In Figure 7.4 far views of the initial and agglomerated control volume grids are illustrated, while Figure 7.5 includes the corresponding close-up views at symmetry surface. In case of the explicit scheme, iterations/cycles and time speed-up coefficients equal to $\sim 10.5$ and $\sim 8.8$ respectively were succeeded for a final residual equal to $1.0 E-10$ (only FAS); in Figure 7.6 the density convergence histories per number of iterations/cycles and time are presented for the single-grid and multigrid simulations. Figure 7.7 illustrates the corresponding history for the runs with the
implicit scheme, performed on a workstation with an AMD FX ${ }^{(t m)}-8350$ eight-core processor at 4.0 GHz ; iterations/cycles and temporal acceleration coefficients equal to $\sim 14.0$ and $\sim 3.5$ were obtained (only FAS). Despite that a higher acceleration was achieved in case of the explicit scheme, significantly reduced wall-clock computation time ( $\sim 0.8$ hours) was achieved by the implicit method, mainly due to the increased CFL value. Independently of the employed scheme, the aforementioned coefficients reveal the proposed multigrid method's potential for considerably improved computational performance.


Figure 7.4: Initial and agglomerated control volume grids (inviscid flow over a rectangular wing with a NACA0012 airfoil).

### 7.3. Laminar flow over a rectangular wing with a NACA0012 airfoil

The second (quasi-3D) problem encountered, concerns laminar flow with $0^{\circ}$ angle of attack, Mach number 0.85 and Reynolds number 500 over a rectangular wing with a NACA0012 airfoil [Mit98, Lyg11, Lyg14c]. The utilized hybrid grid consists of 305,978 nodes, 566,245 tetrahedra and 394,760 prisms, the latter located on the solid wall region (wing) to allow for the effective prediction of boundary layer region; Figure 7.8 illustrates the employed grid as well as its density on the symmetry surface. For the computation of velocity components' gradients, which are necessary to viscous terms' evaluation, the nodal-averaging method was followed, while for the inviscid fluxes the incorporated second-order accurate spatial scheme was accompanied by the Min-mod limiter. Both an explicit (Runge-Kutta method) and implicit (Jacobi algorithm) scheme were implemented for the iterative solution of the problem (without of course any difference in their final results); for the first method a CFL number equal to unity was employed, while for the second one CFL was linearly increased up to 2.0. In order to accelerate the solution procedure on a DELL T7500 workstation with two Intel ${ }^{(\mathrm{R})}$ Xeon ${ }^{(\mathrm{R})}$ - X 5650 six-core processors at 2.67 GHz , the developed parallelization strategy, as well as the incorporated agglomeration multigrid scheme were implemented (FMG-FAS). Therefore, the initial grid was divided in four subdomains, for which three-coarser resolutions were generated via directional agglomeration. In Figure 7.9 far views of the initial and agglomerated control volume grids are illustrated, while Figure 7.10 includes
the corresponding close-up views of the symmetry surface, where the topology-preserving framework, according to which the proposed multigrid methodology is applied, is clearly demonstrated. The parameters of the simulation are summarized in the following Table 7.2.


Figure 7.5: Mesh density on the symmetry surface of the initial and agglomerated control volume grids (inviscid flow over a rectangular wing with a NACA0012 airfoil).


Figure 7.6: Density convergence history per iterations/cycles and time (explicit scheme, inviscid flow over a rectangular wing with a NACA0012 airfoil).


Figure 7.7: Density convergence history per iterations/cycles and time (implicit scheme, inviscid flow over a rectangular wing with a NACA0012 airfoil).

In Figure 7.11 the extracted Mach number contours at the mid-span of the wing are presented along with the distribution of pressure coefficient $C p$ at the same slice, compared with the corresponding one of Mittal [Mit98].The obtained results agree very well with those of the reference solver, indicating the capability of the proposed methodology for such simulations in terms of accuracy.

Table 7.2: Parameters of the simulation (laminar flow over a rectangular wing with a NACA0012 airfoil).

| Parameters |  |
| :---: | :---: |
| Type of flow | Laminar |
| Mach number | 0.85 |
| Reynolds number | 500 |
| Angle of attack (deg.) | $0^{\circ}$ |
|  | 305,978 nodes, |
| Grid density | 566,245 tetrahedra and |
|  | 394,760 prisms |
| Number of partitions | 4 |
| Number of multigrid levels | 4 |
| Iterative scheme | Runge-Kutta method (CFL=1.0) and Jacobi algorithm (CFL=1.0-2.0) |
| Computational system | DELL T7500 workstation with two Intel ${ }^{(R)}$ Xeon ${ }^{(R)}$-X5650 six-core |
| processors at 2.67 GHz |  |

Besides the initial multigrid runs (explicit and implicit), single-grid simulations were also performed, revealing the superiority of the former in terms of efficiency. In case of the explicit scheme, iterations/cycles and time speed-up coefficients equal to $\sim 7.2$ and $\sim 6.0$ respectively were achieved for a final residual equal to $1.0 E-9$; in Figure 7.12 the density convergence histories per number of iterations/cycles and time are presented for the single-grid and the four-level multigrid simulation. In addition, a two- and three-level FMG-FAS multigrid run was performed, with its convergence history included in the same figure; as expected, additional acceleration is obtained for any additional spatial multigrid level. Similarly Figure 7.13 shows the corresponding history for the implicit scheme; iterations/cycles and temporal acceleration coefficients equal to $\sim 12.8$ and $\sim 3.9$ were succeeded considering a three-level multigrid scheme.


Figure 7.8: Employed grid and its density on the symmetry surface (laminar flow over a rectangular wing with a NACA0012 airfoil).


Figure 7.9: Initial and agglomerated control volume grids (laminar flow over a rectangular wing with a NACA0012 airfoil).

In addition, two more simulations (single-grid and 4-level multigrid, only FAS) were performed, implementing the incorporated explicit scheme along with the element-based method (edge-dual volume approach) for the velocity components and temperature gradients' computation; CFL number was set equal to unity. In Figure 7.14 the density convergence history per number of iterations and time is presented for these runs; a temporal speed-up coefficient equal to $\sim 7.1$ was achieved. Although a larger
time speed-up coefficient was succeeded, comparing to the corresponding simulations with nodalaveraging scheme, the wall clock computation time was significantly increased ( $\sim 3.3$ hours); coefficients per number of iterations are equal ( $\sim 7.2$ ) for both sets of simulations. Thus, the superior computational efficiency of the nodal-averaging scheme, compared to the edge-dual volume one, is demonstrated independently of implementing or not the multigrid methodology.


Figure 7.10: Mesh density on the symmetry surface of the initial and agglomerated control volume grids (laminar flow over a rectangular wing with a NACA0012 airfoil).


Figure 7.11: Mach number contours (left) and distribution of pressure coefficient (right) at the mid-span of the wing (laminar flow over a rectangular wing with a NACA0012 airfoil).


Figure 7.12: Density convergence history per iterations/cycles and time (2-, 3- and 4-level FMG-FAS multigrid explicit scheme, $C F L=1.0$, laminar flow over a rectangular wing with a NACA0012 airfoil).


Figure 7.13: Density convergence history per iterations/cycles and time (3-level FAS multigrid implicit scheme $C F L=1.0-2.0$, laminar flow over a rectangular wing with a NACA0012 airfoil).


Figure 7.14: Density convergence history per iterations/cycles and time (explicit scheme, element-based method, laminar flow over a rectangular wing with a NACA0012 airfoil).

### 7.4. Turbulent flow over a rectangular wing with a RAE2822 airfoil

The third (quasi-3D) benchmark test case considers "steady-state" fully turbulent flow over a rectangular wing with a RAE2822 airfoil [Lyg11]; experimental data for this problem have been published by Cook et al. [Coo79]. The Mach and Reynolds numbers are set equal to 0.725 and $6.5 E+6$ respectively, while the angle of attack is set to $2.6^{\circ}$ in order to account for the side effects of the wind tunnel. The employed hybrid mesh is composed of 683,346 nodes, $2,165,362$ tetrahedra, 587,465 prisms and 5,201 pyramids, while for parallel solution of the problem on a DELL T7400 workstation with two Intel ${ }^{(\mathrm{R})} \mathrm{Xeon}^{(\mathrm{R})}$-E5410 four-core processors at 2.33 GHz , it was divided in eight sub-domains; in Figure 7.15 the utilized grid as well as its density on the symmetry surface is presented. For the iterative approximation of the solution the second-order time accurate Runge-Kutta method was employed along with a CFL number equal to 0.5 . The gradients at control volumes interfaces, required for the calculation of viscous fluxes, were obtained with the edge-dual volume approach, while inviscid fluxes' accuracy was improved with a second-order accurate spatial scheme, coupled with the Van Albada-Van Leer limiting function. The parameters of the simulation are summarized in the following Table 7.3.


Figure 7.15: Employed grid and its density on the symmetry surface (turbulent flow over a rectangular wing with a RAE2822 airfoil).

Table 7.3: Parameters of simulation (turbulent flow over a rectangular wing with a RAE2822 airfoil).

| Parameters |  |
| :---: | :---: |
| Type of flow | Turbulent |
| Mach number | 0.725 |
| Reynolds number | $6.5 E+6$ |
| Angle of attack (deg.) | $2.6^{\circ}$ |
|  | 683,346 nodes, |
| Grid density | $2,165,362$ tetrahedra, |
|  | 587,465 prisms and |
|  | 5,201 pyramids |
| Number of partitions | 8 |
| Iterative scheme | Runge-Kutta method (CFL=0.5) |
| Computational system | DELL T7400 workstation with two Intel ${ }^{(\mathrm{R})} \mathrm{Xeon}{ }^{(\mathrm{R})}$-E5410 four- |
|  | core processors at 2.33 GHz |

The main goal of this test case is the evaluation of the performance of the three incorporated in the proposed algorithm turbulence models (without any transition scheme), namely $k-\varepsilon$ with wall functions (WF1 and WF2), $k-\omega$ and SST. In Figure 7.16 the derived by the $k-\omega$ model dimensionless pressure
contours at the mid-span of the wing are depicted, while Figure 7.17 illustrates the pressure coefficient distributions at the same slice for all the employed models, compared with the corresponding results of Cook et al. [Coo79]; in general all the applied turbulence models provided equally satisfactory results, agreeing very well with the experimental data.


Figure 7.16: Dimensionless pressure contours at the mid-span of the wing predicted with $k$ - $\omega$ model (turbulent flow over a rectangular wing with a RAE2822 airfoil).


Figure 7.17: Distribution of pressure coefficient at the mid-span of the wing (turbulent flow over a rectangular wing with a RAE2822 airfoil).

Besides the effectiveness of turbulence modelling, the scalability provided by the adopted parallelization strategy was evaluated with this test case, utilizing a DELL T7500 workstation with two Intel ${ }^{(\mathrm{R})} \mathrm{Xeon}^{(\mathrm{R})}$-X5650 six-core processors at 2.67 GHz . Therefore, the sub-case including $k$ - $\omega$ model was calculated in a parallel environment of two, four, eight and twelve processors, deriving the speed-up per number of processors distribution, illustrated in Figure 7.18; the relatively slight deviation between the ideal and the current computation derives from the increase of communication load with the increase of employed processors.


Figure 7.18: Scalability of parallel implementation ( $k-\omega$ model, turbulent flow over a rectangular wing with a RAE2822 airfoil).

### 7.5. Turbulent flow over a rectangular wing with a NACA0012 airfoil

A quasi-3D test case involving "steady-state" fully turbulent flow over a rectangular wing with a NACA0012 airfoil [Per07] was used for the evaluation of the $k-\varepsilon$ model blended with the one-equation model at the solid wall region. The Mach and Reynolds numbers are assumed equal to 0.85 and $1.85 E+6$ respectively, while the angle of attack is set to $0^{\circ}$. The utilized hybrid grid consists of $1,900,703$ nodes, 3,017,043 tetrahedra, $2,702,647$ prisms and 4,154 pyramids, while for its employment on the same to the previous test case computational system it was divided in eight partitions; in Figure 7.19 the employed grid as well as its density on the symmetry surface is presented.


Figure 7.19: Employed grid and its density on the symmetry surface (turbulent flow over a rectangular wing with a NACA0012 airfoil).

For the iterative approximation of the final steady-state solution the second-order accurate in time Runge-Kutta method was employed along with a CFL number equal to 0.5 . The gradients at the middle of
each edge, required for the calculation of viscous fluxes, were obtained with the edge-dual volume method, while inviscid fluxes' accuracy was improved with a second-order accurate spatial scheme, coupled with the Van Albada-Van Leer limiting function. The parameters of the simulation are summarized in Table 7.4. In Figure 7.20 the obtained Mach number contours at the mid-span of the wing are illustrated along with the derived distribution of pressure coefficient at the same slice, compared with the corresponding one of Persson [Per07]; a satisfactory agreement is obtained between the results of the present and the reference solver.

Table 7.4: Parameters of simulation (turbulent flow over a rectangular wing with a NACA0012 airfoil).

| Parameters |  |
| :---: | :---: |
| Type of flow | Turbulent |
| Mach number | 0.85 |
| Reynolds number | $1.85 E+6$ |
| Angle of attack (deg.) | $0^{\circ}$ |
|  | $1,900,703$ nodes, |
| Grid density | $3,017,043$ tetrahedra, |
|  | $2,702,647$ prisms and |
|  | 4,154 pyramids |
| Number of partitions | 8 |
| Iterative scheme | Runge-Kutta method (CFL=0.5) |
| Computational system | DELL T7400 workstation with two Intel ${ }^{(\mathrm{R})} \mathrm{Xeon}{ }^{(\mathrm{R})}$-E5410 four- |
|  | core processors at 2.33 GHz |



Figure 7.20: Mach number contours (left) and distribution of pressure coefficient (right) at the mid-span of the wing (turbulent flow over a rectangular wing with a NACA0012 airfoil).

### 7.6. Turbulent flow over the ONERA M6 wing

The next benchmark problem encountered in this study considers the prediction of three-dimensional "steady-state" fully turbulent flow over the ONERA M6 wing [Sch79, Sor03, Ara10, Lyg13a, PAB3D, WIND]. The free-stream Mach number is assumed equal to 0.8395 , the angle of attack equal to $3.06^{\circ}$ and the Reynolds number (based on the mean aerodynamic chord) equal to $11.72 E+6$. The generated hybrid grid includes $4,676,354$ nodes, $7,231,670$ tetrahedra and $6,775,840$ prisms, while for its utilization on the parallel computational environment, utilizing a DELL T7500 workstation with two Intel ${ }^{(\mathrm{R})}$ Xeon ${ }^{(\mathrm{R})}$ - X 5650 six-core processors at 2.67 GHz , it was decomposed in twelve partitions; Figure 7.21 illustrates the
utilized grid as well as its density on the symmetry surface. For the iterative solution the four-stage Runge-Kutta method was implemented with a CFL number equal to unity, while for turbulence prediction the SST model was employed along with an implicit source term treatment. The gradients, required for the calculation of viscous fluxes, were obtained with the nodal-averaging scheme, while inviscid fluxes' accuracy was improved with a second-order accurate spatial scheme, coupled with Van Albada-Van Leer limiting function. The parameters of the simulation are summarized in the following Table 7.5.

Table 7.5: Parameters of simulation (turbulent flow over the ONERA M6 wing).

| Parameters |  |
| :---: | :---: |
| Type of flow | Turbulent (SST) |
| Mach number | 0.8395 |
| Reynolds number | $11.72 E+6$ |
| Angle of attack (deg.) | $3.06^{\circ}$ |
|  | $4,676,354$ nodes, |
| Grid density | $7,231,670$ tetrahedra and |
|  | $6,775,840$ prisms |
| Number of partitions | 12 |
| Iterative scheme | Runge-Kutta method (CFL=1.0) |
| Computational system | DELL T7500 workstation with two Intel ${ }^{(\mathrm{R})}$ Xeon ${ }^{(\mathrm{R})}$-X5650 six-core |
| processors at 2.67 GHz |  |



Figure 7.21: Employed grid and its density on the symmetry surface (turbulent flow over the ONERA M6 wing).
Nevertheless, this grid was identified insufficient for the accurate capturing of the flow phenomena, especially in the area of shock formations and for span-wise sections greater than $44 \%$. Therefore, the hrefinement technique was applied at this region, based on a criterion targeting the areas with Mach number greater than 0.95 ; the derived adapted mesh was composed of $5,302,368$ nodes, $8,315,389$ tetrahedra and $7,653,360$ prisms. As the second mesh proved to be also insufficient, an additional grid adaptation was implemented, targeting the shock regions defined by the available experimental data, resulting in the final grid including $6,431,378$ nodes, $8,978,240$ tetrahedra and $11,048,643$ prisms. Figures 7.22 and 7.23 illustrate the mesh density at the wing span-wise section $40 \%$, and the wing surface respectively prior and after h-refinement.

Figure 7.24 illustrates the predicted dimensionless pressure contours on the upper surface of the wing for the initial and the refined mesh, while Figures 7.25-7.31 include the finally obtained distributions of pressure coefficient at seven different span-wise sections of the wing, compared with the available experimental data [Sch79] as well as with the computed ones by reference solvers [Ara10, PAB3D]. The
current results appear to be in satisfactory agreement with the reference ones (experimental and computed); even more, at wing section $80 \%$ the proposed method appears to predict more accurately the shock at the upper side of the wing, comparing to the reference solvers.


Figure 7.22: Mesh density at the wing span-wise section $40 \%$ prior (left) and after (right) h-refinement (turbulent flow over the ONERA M6 wing).


Figure 7.23: Mesh density on the wing surface prior (left) and after (right) h-refinement (turbulent flow over the ONERA M6 wing).


Figure 7.24: Predicted dimensionless pressure contours on the wing surface prior (left) and after (right) hrefinement (turbulent flow over the ONERA M6 wing).


Figure 7.25: Distribution of pressure coefficient at the span-wise section 20\% (turbulent flow over the ONERA M6 wing).
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Figure 7.27: Distribution of pressure coefficient at the span-wise section $65 \%$ (turbulent flow over the ONERA M6 wing).
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Figure 7.29: Distribution of pressure coefficient at the span-wise section 90\% (turbulent flow over the ONERA M6 wing).
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Figure 7.26: Distribution of pressure coefficient at the span-wise section 44\% (turbulent flow over the ONERA M6 wing).


Figure 7.28: Distribution of pressure coefficient at the span-wise section 80\% (turbulent flow over the ONERA M6 wing).
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Figure 7.30: Distribution of pressure coefficient at the span-wise section 95\% (turbulent flow over the ONERA M6 wing).


Figure 7.31: Distribution of pressure coefficient at the span-wise section 99\% (turbulent flow over the ONERA M6 wing).

### 7.7. Turbulent flow over the DLR-F6 aircraft

A validation of the developed methodology was performed against the test cases of the second AIAA Drag Prediction Workshop (DPW II), held in Orlando in June 2003; the fully turbulent flow over the DLR-F6 aircraft with (Wing-Body-Nacelles-Pylons, WBNP) and without nacelles-pylons (Wing-Body, WB), representing a twin engine wide body aircraft of Airbus type, is examined [Bro01, Laf05, Lan05, Luo05, Lyg13a, Lyg14e]. The utilized meshes, which were provided by the NASA Langley Research Center (LARC) (http://aaac.larc.nasa.gov), include only the half configuration, while they were redimensionalized such as the mean aerodynamic chord to become equal to unity and consequently the grids to be eligible for simulation with the proposed dimensionless methodology. In Figure 7.32 the employed grid for the DLR F-6 WB configuration as well as a close-up view of its solid/symmetry surface is illustrated.


Figure 7.32: Employed grid and its density on the symmetry surface (turbulent flow over the DLR F-6 WB aircraft).
The flow for both aircraft configurations (WB and WBNP) is characterized by free-stream Mach number and Reynolds number (based on the unit mean aerodynamic chord) equal to 0.75 and $3.0 E+6$, respectively [Luo05]. For the iterative approximation of the final steady-state solution, the incorporated four-stage Runge-Kutta method was applied with a CFL number equal to unity, while turbulence
prediction was succeeded utilizing the SST model; for the latter one implicit treatment of the source term was additionally employed [Bla01]. The gradients at control volumes' interfaces, required for the calculation of viscous fluxes, were obtained with the nodal-averaging scheme, while inviscid fluxes' accuracy was improved with a second-order accurate spatial scheme, coupled with Van Albada-Van Leer limiting function; for multigrid evaluation the Min-mod limiter was used instead, due to its smoothing attitude and consequently its better convergence behaviour.

### 7.7.1. DLR-F6 wing-body (WB) aircraft configuration

The utilized grid for the WB configuration is composed of 5,666,335 nodes, 4,175,553 tetrahedra, $9,768,149$ prisms and 2,587 pyramids, while for parallel processing on a DELL T7500 workstation with two Intel ${ }^{(\mathrm{R})} \mathrm{Xeon}^{(\mathrm{R})}$ - X 5660 six-core processors at 2.80 GHz it was divided in twelve partitions. The angle of attack is set equal to $0.275^{\circ}$, in order the desired lift coefficient equal to 0.5 to be obtained [Luo05]. The parameters of the simulation are summarized in the following Table 7.6.

Table 7.6: Parameters of simulation (turbulent flow over the DLR F-6 WB aircraft).

| Parameters |  |
| :---: | :---: |
| Type of flow | Turbulent (SST) |
| Mach number | 0.75 |
| Reynolds number | $3.0 E+6$ |
| Angle of attack (deg.) | $0.275^{\circ}$ |
|  | $5,666,335$ nodes, |
| Grid density | $4,175,553$ tetrahedra, |
|  | $9,768,149$ prisms and |
|  | 2,587 pyramids |
| Number of partitions | 12 |
| Iterative scheme | Runge-Kutta method (CFL=1.0) |
| Computational system | DELL T7500 workstation with two Intel ${ }^{(\mathbb{R})} \mathrm{Xeon}{ }^{(\mathrm{R})}$ ) X 5660 six-core |
|  | processors at 2.80 GHz |



Figure 7.33: Mesh density (left) and predicted dimensionless pressure contours (right) on the surface of the aircraft (turbulent flow over the DLR F-6 WB aircraft).

In Figure 7.33 the mesh density and the predicted contours of the dimensionless pressure on the surface of the aircraft are presented; the latter, compared to the corresponding illustration of Luo et al. [Luo05], demonstrates qualitatively the effectiveness of the proposed methodology. Figure 7.34 includes a close-up view of the predicted dimensionless pressure contours/velocity traces on the upper wing
surface (left) and the obtained isentropic Mach number contours on the lower one (right); the traces reveal a wing-body junction separation on the upper surface area of the wing [Lan05].


Figure 7.34: Predicted dimensionless pressure contours/velocity traces on the upper wing surface (left) and isentropic Mach number contours (right) on the lower one (turbulent flow over the DLR F-6 WB aircraft).
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Figure 7.35: Distribution of pressure coefficient at the span-wise section 15\% (turbulent flow over the DLR F-6 WB aircraft).
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Figure 7.37: Distribution of pressure coefficient at the span-wise section $33.1 \%$ (turbulent flow over the DLR F-6 WB aircraft).


Figure 7.36: Distribution of pressure coefficient at the span-wise section $23.9 \%$ (turbulent flow over the DLR F-6 WB aircraft).
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Figure 7.38: Distribution of pressure coefficient at the span-wise section $37.7 \%$ (turbulent flow over the DLR F-6 WB aircraft).
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Figure 7.39: Distribution of pressure coefficient at the span-wise section $41.1 \%$ (turbulent flow over the DLR F-6 WB aircraft).
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Figure 7.41: Distribution of pressure coefficient at the span-wise section $63.8 \%$ (turbulent flow over the DLR F-6 WB aircraft).
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Figure 7.40: Distribution of pressure coefficient at the span-wise section $51.4 \%$ (turbulent flow over the DLR F-6 WB aircraft).


Figure 7.42: Distribution of pressure coefficient at the span-wise section $84.7 \%$ (turbulent flow over the DLR F-6 WB aircraft).

In Figures 7.35 to 7.42 the distributions of pressure coefficient $C p$ at different span-wise sections of aircraft's wing are illustrated, compared with the experimental as well as with the computed by the corresponding simulation of Luo et al. [Luo05]; the obtained results compare well, both with the experimental and the computed reference ones, confirming the equal potential of the developed algorithm for such simulations.

Besides for the qualitative and quantitative validation of accuracy of the final steady-state solution, the incorporated spatial agglomeration multigrid methodology was evaluated against this test case, utilizing initially a relatively coarse grid of the WB configuration, composed of 622,445 nodes, $1,217,387$ tetrahedra, 790,934 prisms and 78 pyramids. The single-grid and multigrid (only FAS) runs, using the explicit Runge-Kutta method or the Jacobi algorithm, were performed on a workstation with an AMD $\mathrm{FX}^{(\mathrm{tm})}-8350$ eight-core processor at 4.0 GHz . For all the encountered simulations the CFL number was set equal to unity (in case of the implicit scheme it was gradually increased up to 2.0), while the initial grid was decomposed in eight sub-domains for parallel processing. Three coarser sub-grids were generated via directional agglomeration for each partition; in Figure 7.43 far views of the initial and the agglomerated control volumes are illustrated, while Figure 7.44 includes the corresponding close-up views on the symmetry surface.


Figure 7.43: Initial and agglomerated control volume grids (turbulent flow over the DLR F-6 WB aircraft).


Figure 7.44: Mesh density on the symmetry surface of the initial and agglomerated control volume grids (turbulent flow over the DLR F-6 WB aircraft).

In case of the explicit scheme, iterations/cycles and time speed-up coefficients equal to $\sim 7.4$ and $\sim 3.2$ respectively were achieved for a final density residual equal to $1.0 E-9$; for turbulent kinetic energy the corresponding coefficients were $\sim 7.2$ and $\sim 3.1$. In Figures 7.45 and 7.46 the single-grid and four-level multigrid simulations' convergence histories per number of iterations/cycles and wall-clock time are presented for density and turbulent kinetic energy respectively. In case of the implicit method, density iterations/cycles and temporal acceleration coefficients equal to $\sim 9.3$ and $\sim 1.9$ were obtained, while for turbulent kinetic energy the respective coefficients were $\sim 10.0$ and $\sim 2.0$; Figures 7.47 and 7.48 include the corresponding convergence histories per number of iterations/cycles and wall-clock time. The implicit runs were relatively slow compared to the explicit ones, due to the small utilized CFL number; efficiency of implicit schemes derives mainly from their capability to handle large CFL numbers. Nevertheless, the aforementioned acceleration coefficients indicate the developed multigrid methodology's potential for significantly improved computational performance even for relatively coarse grids.


Figure 7.45: Density convergence history per iterations/cycles and time (explicit scheme, turbulent flow over the DLR F-6 WB aircraft).


Figure 7.46: Turbulent kinetic energy convergence history per iterations/cycles and time (explicit scheme, turbulent flow over the DLR F-6 WB aircraft).

Besides the aforementioned coarse mesh, the fine one ( $5,666,335$ nodes, $4,175,553$ tetrahedra, $9,768,149$ prisms and 2,587 pyramids), employed for the validation of the proposed methodology's
accuracy, was utilized to study the influence of the grid size on the gained speed-up due to the multigrid algorithm. The single-grid and multigrid simulations, using the explicit Runge-Kutta method (CFL=1.0), were performed on a DELL T7500 workstation with two Intel ${ }^{(\mathrm{R})} \mathrm{Xeon}^{(\mathrm{R})}$ - X 5550 four-core processors at 2.67 GHz , while for parallel processing the initial grid was divided in eight sub-domains. Three coarser sub-grids were generated via full-coarsening and semi-coarsening directional agglomeration for each partition; in Figure 7.49 far views of the first and second full-coarsening agglomerated control volumes grids are illustrated, while Figures 7.50 and 7.51 include the corresponding close-up views on the symmetry surface and near aircraft nose. Table 7.7 includes the number of DoF's (nodes) per sub-domain of the initial and coarser grids, for both semi- and full-coarsening cases; the ghost nodes at overlapping regions are also included in this Table, resulting in an increased summed number of DoF's at first level compared to the total one. Moreover, in order to confirm the additional acceleration, gained by the combined FMG-FAS procedure compared to the only FAS one, simulations with both of them were encountered. In Figures 7.52 and 7.53 the single-grid and four multigrid simulations' convergence histories per number of iterations/cycles and time are presented for density and turbulent kinetic energy respectively.


Figure 7.47: Density convergence history per iterations/cycles and time (implicit scheme, turbulent flow over the DLR F-6 WB aircraft).


Figure 7.48: Turbulent kinetic energy convergence history per iterations/cycles and time (implicit scheme, (turbulent flow over the DLR F-6 WB aircraft).


Figure 7.49: First and second full-coarsening agglomerated control volume grids (fine mesh, turbulent flow over the DLR F-6 WB aircraft).


Figure 7.50: Mesh density on the symmetry surface of the first and second full-coarsening agglomerated control volume grids (fine mesh, turbulent flow over the DLR F-6 WB aircraft).


Figure 7.51: Boundary density near aircraft nose of the first and second full-coarsening agglomerated control volume grids (fine mesh, turbulent flow over the DLR F-6 WB aircraft).

An acceleration increase is evident, compared to the corresponding results on the coarser initial mesh; the greater the number of computational nodes, the greater is the acceleration obtained [Lyg14g].

The maximum density speed-up coefficient equal to $\sim 5.3$ was obtained by the full-coarsening agglomeration FMG-FAS. As expected, full-coarsening agglomeration multigrid scheme was revealed much more efficient than the semi-coarsening one, due to the more extended DoF's decrease it entails, which subsequently results to an elevated acceleration for the same computational system. Unlike this merging strategy the semi-coarsening one seems to be useless against this test case, as it accelerated negligibly the corresponding run comparing to the single-grid one. Finally, the combined FMG-FAS runs derived better temporal speed-up coefficients, comparing to those performed with only FAS, although the latter ones succeeded greater ratios per number of iterations/cycles; in case of full-coarsening fusion FMG-FAS succeeded an acceleration ratio of $\sim 9.5$ and $\sim 5.3$ per iterations and time respectively, while FAS $\sim 10.6$ and $\sim 4.6$ respectively. However, the convergence history curves of the FMG-FAS runs (especially for the full-coarsening fusion strategy) seem to diverge after several orders decrease of the residuals; therefore, the corresponding only FAS runs appear to be more time-effective this point forward. This FMG-FAS methodology deficiency derives from the insufficient and irreversible approximation derived at the preliminary stage. Despite the FMG-FAS is assumed in general more efficient than only FAS, it is susceptible to be confined to local maxima or minima and therefore generate oscillations or even fail.


Figure 7.52: Density convergence history per iterations/cycles and time (fine grid, turbulent flow over the DLR F-6 WB aircraft).


Figure 7.53: Turbulent kinetic energy convergence history per iterations/cycles and time (fine grid, turbulent flow over the DLR F-6 WB aircraft).

Table 7.7: Grid coarsening by semi- and full-coarsening directional agglomeration.

|  | Sub-domains | Level 1 (DoF's) | Level 2 (DoF's) | Level 3 (DoF's) | Level 4 (DoF's) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Semi- <br> coarsening | 1st | 728,628 | 354,399 | 202,529 | 155,316 |
|  | 2nd | 725,734 | 359,573 | 211,640 | 167,769 |
|  | 3rd | 717,934 | 323,993 | 175,954 | 125,165 |
|  | 4th | 722,500 | 350,838 | 198,323 | 147,571 |
|  | 5th | 732,802 | 359,146 | 213,165 | 158,405 |
|  | 6th | 722,019 | 351,405 | 198,571 | 151,802 |
|  | 7th | 727,505 | 363,072 | 211,652 | 157,629 |
| Full- <br> coarsening | 8th | 720,742 | 357,037 | 206,502 | 145,302 |
|  | 1st | 728,628 | 135,299 | 35,738 | 16,737 |
|  | 2nd | 725,734 | 137,450 | 37,101 | 16,994 |
|  | 3rd | 717,934 | 135,718 | 35,414 | 17,645 |
|  | 4th | 722,500 | 138,859 | 39,259 | 19,571 |
|  | 5th | 732,802 | 143,627 | 40,518 | 21,072 |
|  | 6th | 722,019 | 129,100 | 32,056 | 15,993 |
|  | 7th | 727,505 | 119,366 | 24,911 | 10,859 |

### 7.7.2. DLR-F6 wing-body-nacelles-pylons (WBNP) aircraft configuration

The sub-case considering the WBNP aircraft configuration was examined, utilizing a mesh consisting of $5,887,240$ nodes, $3,037,873$ tetrahedra, $10,594,701$ prisms and 9,114 pyramids. For parallel computation on a DELL T7500 workstation with two Intel ${ }^{(\mathbb{R})}$ Xeon $^{(\mathbb{R})}$-X5650 six-core processors at 2.67 GHz it was divided in twelve sub-domains. The angle of attack is set equal to $0.8^{\circ}$, in order the desired lift coefficient equal to 0.5 to be obtained [Luo05].The parameters of the simulation are summarized in the following Table 7.8.

Table 7.8: Parameters of simulation (turbulent flow over the DLR F-6 WBNP aircraft).

| Parameters |  |
| :---: | :---: |
| Type of flow | Turbulent $(S S T)$ |
| Mach number | 0.75 |
| Reynolds number | $3.0 E+6$ |
| Angle of attack (deg.) | $0.8^{\circ}$ |
|  | $5,887,240$ nodes, |
| Grid density | $3,037,873$ tetrahedra, |
|  | $10,594,701$ prisms and |
|  | 9,114 pyramids |
| Number of partitions | 12 |
| Iterative scheme | Runge-Kutta method (CFL=1.0) |
| Computational system | DELL T7500 workstation with two Intel ${ }^{(R)}$ Xeon ${ }^{(\mathbb{R})}$-X5650 six-core |

In Figure 7.54 the mesh density and the obtained dimensionless pressure distribution on the surface of the WBNP aircraft are presented; the latter illustration indicates a qualitative agreement with the corresponding computed one of Luo et al. [Luo05]. Figure 7.55 includes close-up views of the predicted dimensionless pressure contours/velocity traces on the upper (top) and lower (bottom) wing surfaces; compared to the experimental oil flow visualizations contained in the study of Langtry et al. [Lan05] sufficient agreement can be observed. On the upper wing surface area a wing-body junction separation is noticed at the wing root for both the experimental and simulated results [Lan05]. Similarly on the lower
one, the presence of the nacelle-pylon produces supersonic flow at the internal area of the wing, which results after the shock in flow separation at the wing-pylon junction [Lan05].


Figure 7.54: Mesh density (left) and predicted dimensionless pressure contours (right) on the surface of the aircraft (turbulent flow over the DLR F-6 WBNP aircraft).


Figure 7.55: Predicted dimensionless pressure contours/velocity traces on the upper (top) and lower (bottom) wing surface of the aircraft, compared to the experimental oil flow visualizations contained in the study of Langtry et al. [Lan05] (turbulent flow over the DLR F-6 WBNP aircraft).


Figure 7.56: Predicted isentropic Mach number contours on the upper (left) and lower (right) wing surface of the aircraft (turbulent flow over the DLR F-6 WBNP aircraft).


Figure 7.57: Distribution of pressure coefficient at the span-wise section 15\% (turbulent flow over the DLR F-6 WBNP aircraft).


Figure 7.59: Distribution of pressure coefficient at the span-wise section 33.1\% (turbulent flow over the DLR F-6 WBNP aircraft).


Figure 7.58: Distribution of pressure coefficient at the span-wise section $23.9 \%$ (turbulent flow over the DLR F-6 WBNP aircraft).


Figure 7.60: Distribution of pressure coefficient at the span-wise section $37.7 \%$ (turbulent flow over the DLR F-6 WBNP aircraft).

In Figure 7.56 the predicted isentropic Mach number contours are presented for the same wing surfaces (upper and lower), confirming the aforementioned flow separations. Figures 7.57 to 7.64 contain the distributions of pressure coefficient $C p$ at different span-wise sections of aircraft's wing, compared with the experimental ones and those computed by Luo et al. [Luo05]; the obtained results achieve a satisfactory agreement both with the experimental and the computed reference ones, revealing the potential of this algorithm for such predictions.


Figure 7.61: Distribution of pressure coefficient at the span-wise section $41.1 \%$ (turbulent flow over the DLR F-6 WBNP aircraft).
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Figure 7.63: Distribution of pressure coefficient at the span-wise section $63.8 \%$ (turbulent flow over the DLR F-6 WBNP aircraft).


Figure 7.62: Distribution of pressure coefficient at the span-wise section $51.4 \%$ (turbulent flow over the DLR F-6 WBNP aircraft).
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Figure 7.64: Distribution of pressure coefficient at the span-wise section $84.7 \%$ (turbulent flow over the DLR F-6 WBNP aircraft).

### 7.8. Turbulent flow over the common research model (CRM)

The last fluid flow test case encountered in this study, concerns the fully turbulent flow over the NASA CRM aircraft with (Wing-Body-Horizontal Tail, WBHT) and without horizontal tail (Wing-Body, WB) [Lee10, Mav10, Cez13, Mur13, Par13, Sca13, Scl13, Vos10, Vos13, Lyg14a, Lyg15, Sar15]; the aforementioned problem was examined by the participants of the fourth and fifth AIAA Drag Prediction Workshop (DPW), held in San Antonio in 2009 and in New Orleans in 2012, respectively. The CRM, which is a $2.7 \%$ scaled representative of a modern commercial transonic flow aircraft, was designed specifically for the evaluation of CFD codes [Scl13]. Therefore, the geometry parameters as well as the experimental (wind tunnel) results are available; furthermore, most of the grids used by the participants of the pre-mentioned DPW's can be obtained from the NASA Langley Research Center (LARC) (http://aaac.larc.nasa.gov/tsab/cfdlarc/aiaadpw). The provided grids, utilized in this study, include only the half aircraft, while they were re-dimensionalized, in order the mean aerodynamic chord to become
equal to unity and, consequently, to be used with the developed dimensionless methodology; in Figure 7.65 the utilized grid for the CRM WB configuration as well as a close-up view of its solid/symmetry surface are illustrated.

For both aircrafts (WB and WBHT), the free-stream flow is characterized by Mach number 0.85, Reynolds number (based on the unit mean aerodynamic chord) $5.0 E+6$ and reference temperature $310,927 \mathrm{~K}\left(100^{\circ} \mathrm{F}\right)$. The final steady-state solution was approximated by employing the incorporated second-order time accurate four-stage Runge-Kutta method with a CFL number equal to unity, while turbulence prediction was succeeded with the SST model, along with an implicit treatment of its source term; no transition was assumed. The simulations were accelerated with the developed directional agglomeration multigrid scheme (full-coarsening) and parallelization strategy, while no further optimization for computational performance has been carried out.


Figure 7.65: Employed grid and its density on symmetry surface (turbulent flow over the CRM WB aircraft).

### 7.8.1. CRM wing-body (WB) aircraft configuration

A relatively coarse grid, consisted of $3,342,884$ nodes, $5,042,388$ tetrahedra, 4,425,652 prisms and 33,072 pyramids, was utilized for the representation of the computational domain around the WB aircraft. The angle of attack of the free-stream flow was set equal to $2.15^{\circ}$, considering the desired value equal to 0.5 of the lift coefficient. The gradients, required for viscous fluxes, were obtained with the nodalaveraging method, while the second-order spatial accurate scheme, used for the inviscid ones, was coupled with Van Albada-Van Leer slope limiter. Implementing a three-level multigrid scheme along with a twelve-partitions parallel processing on a DELL T7500 workstation with two Intel ${ }^{(\mathrm{R})}$ Xeon ${ }^{(\mathrm{R})}$, X5660 six-core processors at 2.80 GHz , the density residual was decreased approximately three orders of magnitude in 24 hours. The parameters of the simulation are summarized in the following Table 7.9. Nevertheless, the employed mesh revealed to be insufficient for the accurate prediction of the expected flow phenomena, especially in the region of shock waves and for wing span-wise sections approximately greater than $28.28 \%$. The developed h-refinement methodology was implemented to this area, while a second refinement was used for the outer half wing compartment due to its significantly coarse initial density, deriving the finally used grid, which consists of 4,570,180 nodes, $6,721,680$ tetrahedra, $6,651,436$ prisms and 34,318 pyramids; Figure 7.66 depicts the mesh density on the wing surface prior (left) and after (right) h-refinement.

Since the results for the initial mesh were interpolated on the refined grid, the simulation was continued deriving the final steady-state solution. In Figure 7.67 the final mesh density and predicted dimensionless pressure contours on the aircraft surface are illustrated. Figures 7.68 and 7.69 include the corresponding Mach number contours on the symmetry surface and a section at $37 \%$ of the wing span,
allowing for qualitative comparison of the derived results with those of other solvers [Cez13, Mur13, Par13]; the equal potential of the proposed solver for such simulations is indicated.

Table 7.9: Parameters of simulation (turbulent flow over the CRM WB aircraft).

| Parameters |  |
| :---: | :---: |
| Type of flow | Turbulent $(S S T)$ |
| Mach number | 0.85 |
| Reynolds number | $5.0 E+6$ |
| Angle of attack (deg.) | $2.15^{\circ}$ |
|  | $3,342,884$ nodes, |
| Grid density | $5,042,388$ tetrahedra, |
|  | $4,425,652$ prisms and |
|  | 33,072 pyramids |
| Number of partitions | 12 |
| Number of multigrid levels | 3 |
| Iterative scheme | Runge-Kutta method (CFL=1.0) |
| Computational system | DELL T7500 workstation with two Intel ${ }^{(\mathrm{R})}$ Xeon ${ }^{(\mathrm{R})}$-X5660 six-core |
| processors at 2.80 GHz |  |



Figure 7.66: Mesh density on the wing surface prior (left) and after (right) h-refinement (turbulent flow over the CRM WB aircraft).


Figure 7.67: Mesh density (left) and predicted dimensionless pressure contours (right) on the surface of the aircraft (turbulent flow over the CRM WB aircraft).


Figure 7.68: Predicted Mach number contours on the symmetry surface of the aircraft (turbulent flow over the CRM WB aircraft).


Figure 7.69: Predicted Mach number contours on the wing span-wise section $37 \%$ of the aircraft (turbulent flow over the CRM WB aircraft).

No considerable wing-body juncture separation at the upper side of the wing was observed, similarly to some of the participants of the DPW's [Cez13, Par13, Sca13, Scl13]; its absence might derive from the utilization of a relatively coarse mesh along with the SST turbulence model [Scl13]. Figures 7.70 up to 7.75 contain the pressure coefficient distributions at different wing span-wise sections of the aircraft, compared to the corresponding experimental and reference calculated ones [Sca13]. A satisfactory agreement is identified between the obtained results and the reference experimental and computed data [Sca13], considering the relatively small number of DoF's of the finally utilized mesh as well as the differences, especially in the area of shock formations, between the results of the DPWs' participants [Lev13]. Additionally, the significant contribution of the h-refinement methodology is demonstrated with the better shock capturing at wing span-wise sections greater equal than $50.24 \%$ of the adapted mesh, comparing to the initial one. Local grid adaptation had though a negligible impact to the lift and drag coefficients; thus, angle of attack of free-stream flow wasn't adjusted. In Table 7.10 the aforementioned coefficients (lift and idealized drag ones), derived by near-field analysis [Vos10, Vos13] from the initial
and refined mesh, are presented in comparison with the experimental ones [Vas10] as well as with the calculated ones by Vos and Sanchi [Vos10]; the idealized drag coefficient is defined as follows [Lee10]

$$
\begin{equation*}
C_{\text {Didealized }}=C_{D}-\frac{C_{L}^{2}}{\pi \cdot A R} \tag{7.6}
\end{equation*}
$$

where AR is the wing aspect ratio [Lee10]. The obtained lift coefficients are very close with both the reference computed and experimental one [Lee10, Vas10, Vos10], while grid adaptation entails a slight increase. As far as the idealized drag results are concerned, a satisfactory agreement is achieved with the reference computed one [Vos10]. Nevertheless, an overestimation is obvious when it is compared to the experimental one, deriving from the relatively coarse utilized grid [Sca13]; drag is reduced when going from a coarser to a finer resolution [Vos10]. The previous state is confirmed with the corresponding comparison between the initial and refined grid, as well as with the utilization of a medium grid in the next section, concerning the WBHT configuration.
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Figure 7.70: Pressure coefficient distribution at wing span-wise section 13.06\% (turbulent flow over the CRM WB aircraft).


Figure 7.72: Pressure coefficient distribution at wing span-wise section $39.71 \%$ (turbulent flow over the CRM WB aircraft).
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Figure 7.71: Pressure coefficient distribution at wing span-wise section $28.28 \%$ (turbulent flow over the CRM WB aircraft).


Figure 7.73: Pressure coefficient distribution at wing span-wise section $50.24 \%$ (turbulent flow over the CRM WB aircraft).


Figure 7.74: Pressure coefficient distribution at wing span-wise section $72.68 \%$ (turbulent flow over the CRM WB aircraft).

Table 7.10: Lift and idealized drag coefficients ( $C_{L} \sim 0.5$, turbulent flow over the CRM WB aircraft).

|  | $C_{L}$ | $C_{D_{\text {idealied }}}$ |
| :---: | :---: | :---: |
| Current (initial coarse grid) | 0.5014 | 0.01939 |
| Current (refined coarse grid) | 0.5016 | 0.01934 |
| Vos and Sanchi 2010 [Vos10] | $\sim 0.5$ | $\sim 0.01960$ |
| NTF Run 44 [Vas10] | $\sim 0.5$ | $\sim 0.01671$ |

An additional analysis was performed, considering the different available options in Galatea (slope limiters and schemes, implemented for the computation of inviscid and viscous fluxes, respectively). The corresponding runs were accomplished on a DELL T7500 workstation with two Intel ${ }^{(\mathrm{R})}$ Xeon ${ }^{(\mathrm{R})}$ - X 5550 four-core processors at 2.67 GHz , utilizing the refined grid, divided in eight partitions for parallel processing. In order to implement the developed multigrid scheme, three coarser polyhedral sub-grids were constructed for each sub-domain via full-coarsening directional agglomeration.

The first part of this sensitivity analysis includes simulations with the limiting functions of Van Albada-Van Leer, Min-mod and Barth-Jespersen; for all of them the nodal-averaging scheme for gradients' computation and consequently diffusive fluxes' evaluation was employed. In Figure 7.76 the density (left) and turbulent kinetic energy (right) convergence history per multigrid cycles for the runs with these three different slope limiters is presented. Density residual was reduced approximately four orders of magnitude with Van Albada-Van Leer and Min-mod, while only two with Barth-Jespersen, resulting in an unconverged and, consequently, wrong solution; the limiter of Barth-Jespersen is acknowledged in some studies to exhibit poor convergence characteristics due to the overreacted limiting of small amplitude noise [Del13]. As far as the rest two limiting approaches (Van Albada-Van Leer and Min-mod) are concerned, both qualitative and quantitative differences were observed between them, despite their similar convergence behaviour. Figure 7.77 illustrates the finally extracted Mach number contours on a section at $70 \%$ of the wing span for both of them; Van Albada-Van Leer (left) produced a more accurate solution compared to Min-mod (right), identified by the sharper shock wave as well as by its more forward position on this section. Inaccuracy for the second limiter derives from its smoothing behaviour, as it always chooses the slope with the smallest magnitude [Lyg13c]. The aforementioned qualitative differentiation is verified quantitatively with the comparison of the corresponding pressure coefficient distributions at wing span-wise sections $50.24 \%$ and $72.68 \%$, shown in Figures 7.78 and 7.79,
respectively. Van Albada-Van Leer slope limiter superiority is clearly demonstrated at shock wave formation region as well as ahead of it (especially at section $72.68 \%$ ).

The second part of this analysis includes runs with either the nodal-averaging or the element-based (edge-dual volume) scheme, used for the computation of the gradients at the middle of each edge and consequently the evaluation of the viscous fluxes at the same point. Considering the results of the previous part, the simulations were performed with the superior Van Albada-Van Leer slope limiter. Although the element-based approach is assumed to be more accurate [Bla01], no differences were observed between the extracted results as well as between the convergence histories per multigrid cycles. Nevertheless, differences do exist regarding the corresponding density (left) and turbulent kinetic energy (right) convergence history curves per wall-clock computation time, as illustrated in Figure 7.80. The edge-dual volume run lasted almost twice the time required by the nodal-averaging one, in order the density residual to be reduced at least three order of magnitude. Thus, the superior efficiency of the nodalaveraging scheme is revealed once more, resolving capability from the edge-based structure it uses, whose dimensions are a priori smaller from those of the element-based methodology.


Figure 7.76: Density (left) and turbulent kinetic energy (right) convergence history for three different slope limiters (turbulent flow over the CRM WB aircraft).


Figure 7.77: Mach number contours on a section at 70\% of the wing span obtained with limiters of Van Albada-Van Leer (left) and Min-mod (right) (turbulent flow over the CRM WB aircraft).


Figure 7.78: Pressure coefficient distribution at wing span-wise section $50.24 \%$ with different limiters (turbulent flow over the CRM WB aircraft).
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Figure 7.79: Pressure coefficient distribution at wing span-wise section $72.68 \%$ with different limiters (turbulent flow over the CRM WB aircraft).


Figure 7.80: Density (left) and turbulent kinetic energy (right) convergence histories, obtained with nodalaveraging and element-based scheme (turbulent flow over the CRM WB aircraft).

Since the most suitable options of Galatea solver (Van Albada-Van Leer limiting function and nodal-averaging approach) were identified for this problem, a downwash study was performed similarly to these of DPW's participants; the flow on the refined grid but in different angles of attack, namely $0^{\circ}, l^{\circ}$, $3^{\circ}$ and $4^{\circ}$ was considered. Figure 7.81 includes the distribution of lift coefficient for the aforementioned angles of attack, while in Figure 7.82 the same distribution is illustrated for different values of idealized drag coefficient. The obtained and reference lift coefficient distributions are close across all the encountered angles of attack; a break in lift curve is identified prior to $4^{\circ}$, similarly to other codes applying the SST turbulence model [Lev13]. An also satisfactory comparison is observed for the lift coefficient - idealized drag coefficient curve [Vos10]; an overestimation is identified again comparing to experimental data [Vas10] due to previously analyzed reasons.

The incorporated spatial agglomeration multigrid methodology was also validated on this test case; single-grid and multigrid runs were performed on a DELL ${ }^{\text {TM }}$ R815 Poweredge server with four AMD Opteron ${ }^{\text {TM }} 6380$ sixteen-core processors at 2.50 Ghz . Three coarser grids were generated via semi- and full-coarsening directional agglomeration, while for parallelization reasons the initial mesh was decomposed in eight partitions; in Figure 7.83 far views of the initial and agglomerated control volumes
are illustrated, while Figure 7.84 includes the corresponding close-up views on the symmetry surface. Inviscid fluxes were obtained with a second-order accurate spatial scheme, coupled with the Min-mod limiter, while the computation of the viscous ones was based on the nodal-averaging method. Figures 7.85 and 7.86 present the convergence history for density and turbulent kinetic energy respectively per number of iterations/cycles and time; in case of more efficient full-coarsening run, time speed-up coefficients (for density and turbulent kinetic energy) equal to $\sim 4.9$ and $\sim 4.3$ were succeeded respectively, considering the final residual of the single-grid simulation.


Figure 7.81: Lift coefficient for different values of angle of attack (turbulent flow over the CRM WB aircraft).


Figure 7.82: Lift coefficient - idealized drag coefficient curve (turbulent flow over the CRM WB aircraft).


Figure 7.83: Initial and agglomerated control volume grids (turbulent flow over the CRM WB aircraft).


Figure 7.84: Mesh density on the symmetry surface of the initial and agglomerated control volume grids (turbulent flow over the CRM WB aircraft).


Figure 7.85: Density convergence history per iterations/cycles and time (turbulent flow over the CRM WB aircraft).


Figure 7.86: Turbulent kinetic energy convergence history per iterations/cycles and time (turbulent flow over the CRM WB aircraft).

### 7.8.2. CRM wing-body-horizontal-tail (WBHT) aircraft configuration

The utilized grid for the aircraft configuration with horizontal-tail (WBHT) consisted of more DoF's than the WB one to adequately describe the extra surfaces; it includes $4,653,134$ nodes, $8,226,704$ tetrahedra, $2,685,704$ prisms and 53,630 pyramids. The angle of attack of the free-stream flow was set equal to $2.33^{\circ}$, considering again the desired value equal to 0.5 of the lift coefficient. Implementing a three-level multigrid scheme along with a twelve-partitions parallel processing on a DELL T7500 workstation with two Intel $^{(\mathrm{R})} \mathrm{Xeon}^{(\mathrm{R})}$ - X 5650 six-core processors at 2.67 GHz , the density residual was decreased approximately three orders of magnitude in 28 hours. Similarly to the WB configuration, the nodal-averaging approach was implemented for gradients' computation, while inviscid fluxes were computed with a second-order accurate spatial scheme utilizing the Van Albada-Van Leer limiting function. The parameters of the simulation are summarized in the following Table 7.11. As the grid wasn't fine enough to capture the shock formations at the upper side of the wing, a similar to WB aircraft test case mesh refinement was implemented, deriving a new grid with 6,334,399 nodes, 10,920,171 tetrahedra, 4,571,468 prisms and 55,697 pyramids; the initial grid results were interpolated on the new resolution and the simulation was continued. In addition, in order to verify that h-refinement methodology indeed improves the accuracy of the final steady-state solution, the same test case (same simulation features) was faced with a medium grid, composed of 9,265,094 nodes, 7,702,336 prisms, 15,711,044
tetrahedra and 96,285 pyramids; the area above the outer half wing compartment at this medium mesh was also h-refined, producing a new grid, consisted of 9,761,321 nodes, 8,009,980 prisms, 16,593,580 tetrahedra and 96,881 pyramids. The angle of attack wasn't adjusted for neither of the two meshes (refined coarse and medium).

Table 7.11: Parameters of simulation (turbulent flow over the CRM WBHT aircraft).

| Parameters |  |
| :---: | :---: |
| Type of flow | Turbulent $(S S T)$ |
| Mach number | 0.85 |
| Reynolds number | $5.0 E+6$ |
| Angle of attack (deg.) | $2.33^{\circ}$ |
|  | $4,653,134$ nodes, |
| Grid density | $8,226,704$ tetrahedra, |
|  | $2,685,704$ prisms and |
|  | 53,630 pyramids |
| Number of partitions | 12 |
| Number of multigrid levels | 3 |
| Iterative scheme | Runge-Kutta method $(\mathrm{CFL}=1.0)$ |
| Computational system | DELL T7500 workstation with two Intel ${ }^{(\mathrm{R})} \mathrm{Xeon}{ }^{(\mathrm{R})}-\mathrm{X5650}$ six-core |
|  |  |

In Figure 7.87 the refined coarse mesh density and predicted dimensionless pressure contours on the aircraft surface are illustrated, demonstrating their qualitative agreement with those of other solvers [Lee10, Mav10]; similarly to the WB aircraft and independently of the mesh density no significant wingbody juncture separation was observed, while the same stands for horizontal tail-body juncture separation (probably due to the SST turbulence model utilized [Scl13]). Figures 7.88-7.101 contain the pressure coefficient distributions at different wing and horizontal tail span-wise sections for the initial coarse, the refined coarse, the initial medium and the refined medium mesh, compared to those of the study of LeeRausch et al. [Lee10]; in Figures 7.88-7.90 and 7.95-7.101 the distributions, derived by the initial grids (coarse and medium) are not contained, as they are the same to those of the corresponding refined ones. As expected, the medium grids produced more accurate results than the coarse ones, while the adapted grids provided sharper pressure distributions at shock regions compared to the initial unrefined ones. It should be highlighted that the slope limiters reduce the order of the spatial discretization scheme at shock areas; therefore, the accurate prediction of this discontinuity is mainly based on the local grid density. In that way the importance of the incorporated h-refinement methodology is revealed; depending on the examined test case, the construction of a new finer mesh from the very beginning might be avoided along with significant computational savings. Moreover, in wing tip section (95\%) Galatea is revealed to predict more accurately the shock at the upper side of the wing, independently of the density of the employed grid.

Correspondingly to Table 7.10 for WB configuration, Table 7.12 contains the lift and idealized drag coefficients obtained with the initial coarse, the refined coarse, the initial medium and the refined medium grid for WBHT aircraft, in comparison with the experimental and the computed by Vos and Sanchi [Vos10] ones. Despite no adjustment was made to the angle of attack, the extracted lift coefficients agree sufficiently with both the reference computed and experimental ones [Vas10, Vos10]; similarly to WB aircraft a slight change of lift coefficient is observed with grid adaptation and the utilization of the medium mesh. The idealized drag coefficients obtained with the initial and refined coarse grids are close enough with the reference computed ones [Vos10]; however, their values are overestimated, compared to the experimental coefficients [Vas10]. In case of medium grids this difference is decreased considerably; it is closer to the experimental than the reference computed one, indicating therefore the insufficiency of the employed initial and refined coarse grids.


Figure 7.87: Mesh density (left) and predicted dimensionless pressure contours (right) on the surface of the aircraft (turbulent flow over the CRM WBHT aircraft).


Figure 7.88: Pressure coefficient distribution at wing span-wise section $13.06 \%$ (turbulent flow over the CRM WBHT aircraft).


Figure 7.90: Pressure coefficient distribution at wing span-wise section $39.71 \%$ (turbulent flow over the CRM WBHT aircraft).
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Figure 7.89: Pressure coefficient distribution at wing span-wise section $28.28 \%$ (turbulent flow over the CRM WBHT aircraft).
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Figure 7.91: Pressure coefficient distribution at wing span-wise section $50.24 \%$ (turbulent flow over the CRM WBHT aircraft).


Figure 7.92: Pressure coefficient distribution at wing span-wise section $72.68 \%$ (turbulent flow over the CRM WBHT aircraft).


Figure 7.94: Pressure coefficient distribution at wing span-wise section $95.00 \%$ (turbulent flow over the CRM WBHT aircraft).


Figure 7.93: Pressure coefficient distribution at wing span-wise section $84.56 \%$ (turbulent flow over the CRM WBHT aircraft).


XIC
Figure 7.95: Pressure coefficient distribution at horizontal-tail span-wise section $18.00 \%$ (turbulent flow over the CRM WBHT aircraft).

Table 7.12: Lift and idealized drag coefficients ( $C_{L} \sim 0.5$, turbulent flow over the CRM WBHT aircraft).

|  | $C_{L}$ | $C_{D_{\text {idealized }}}$ |
| :---: | :---: | :---: |
| Current (initial coarse grid) | 0.5027 | 0.02161 |
| Current (refined coarse grid) | 0.5031 | 0.02145 |
| Current (initial medium grid) | 0.5092 | 0.01955 |
| Current (refined medium grid) | 0.5088 | 0.01955 |
| Vos and Sanchi 2010 [Vos10] | $\sim 0.5$ | $\sim 0.02210$ |
| NTF Run 97 [Vas10] | $\sim 0.5$ | $\sim 0.01877$ |

A downwash study, considering different angles of attack ( $0^{\circ}, 1^{o}, 3^{\circ}$ and $4^{\circ}$ ), was performed similarly to the WB aircraft test case, employing the refined grid. Figure 7.102 includes the distribution of lift coefficient for the aforementioned angles of attack, while in Figure 7.103 the same distribution is illustrated for different values of idealized drag coefficient. The obtained results compare sufficiently with the reference computed ones [Lee10, Vos10], while a break in the lift curve is also identified at about $3^{\circ}$.


Figure 7.96: Pressure coefficient distribution at horizontal-tail span-wise section 30.00\% (turbulent flow over the CRM WBHT aircraft).
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Figure 7.97: Pressure coefficient distribution at horizontal-tail span-wise section 50.00\% (turbulent flow over the CRM WBHT aircraft).

A deviation of the idealized drag coefficient curve is identified for greater values probably due to the insufficient number of DoF's; nevertheless, considering the scattering of the corresponding distributions, included in the summary paper of the fourth DPW [Vas 10], the current one is still located among of them. In addition, Figure 7.104 includes close-up views of the wing and tail surfaces along with the obtained dimensionless pressure contours in case of a $4^{o}$ angle of attack; a shock-including flow on the main wing and a fully attached one on the tail are observed. Their comparison with the corresponding ones of Mavriplis and Long [Mav10] confirms once more the capability of the developed methodology for such simulations.


Figure 7.98: Pressure coefficient distribution at horizontal-tail span-wise section $70.00 \%$ (turbulent flow over the CRM WBHT aircraft).


Figure 7.99: Pressure coefficient distribution at horizontal-tail span-wise section $90.00 \%$ (turbulent flow over the CRM WBHT aircraft).

Finally, the refined grid ( $6,334,399$ nodes, $10,920,171$ tetrahedra, $4,571,468$ prisms and 55,697 pyramids), examined in this test case, was used in order to evaluate the incorporated in the proposed algorithm acceleration techniques, namely the parallelization strategy and the agglomeration multigrid scheme. Therefore, single-grid and multigrid (three-level full-coarsening fusion, only FAS) simulations employing the explicit Runge-Kutta method (CFL=1.0), but different numbers of partitions (2, 4, 8, 16
and 32) were run on a DELL ${ }^{\text {TM }}$ R815 Poweredge server with four AMD Opteron ${ }^{\text {TM }} 6380$ sixteen-core processors at 2.50 Ghz . In Figure 7.105 far views of the initial and agglomerated control volumes grids are illustrated, while Figure 7.106 includes the corresponding close-up views of the symmetry/WBHT aircraft surface ( 16 partitions). Inviscid fluxes were obtained with a second-order accurate spatial scheme, coupled with the Min-mod limiter, while the computation of the viscous ones was based on the nodalaveraging method. Figure 7.107 illustrates the density (left) and turbulent kinetic energy (right) convergence history for the performed single-grid runs, while Figure 7.108 includes the corresponding speed-up/number of processors distribution. A sufficient agreement between the ideal and the current computation is observed up to 16 processors, while for more of them a deviation is identified due to the increase of communication load with the increase of used cores. It should be noted here that the parallelization strategy has not been optimized yet for larger number of processes.


Figure 7.100: Pressure coefficient distribution at horizontal-tail span-wise section 95.00\% (turbulent flow over the CRM WBHT aircraft).
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Figure 7.101: Pressure coefficient distribution at horizontal-tail span-wise section 99.00\% (turbulent flow over the CRM WBHT aircraft).


Figure 7.102: Lift coefficient for different values of angle of attack (turbulent flow over the CRM WBHT aircraft).


Figure 7.103: Lift coefficient - idealized drag coefficient curve (turbulent flow over the CRM WBHT aircraft).


Figure 7.104: Shock-including flow on the main wing and fully attached one on the horizontal tail ( $4^{0}$ angle of attack, turbulent flow over the CRM WBHT aircraft).

In Figures 7.109 and 7.110 the corresponding convergence results for multigrid simulations are presented. As expected, the deviation between the ideal and the current computation is increased, comparing to the single-grid distribution; nevertheless, the needed simulation time is considerably reduced, as the run combining multigrid scheme and parallel processing in 32 cores required less than 20 hours to decrease density residual more than three orders of magnitude.

Finally, Figure 7.111 includes the density convergence time history for the single-grid and multigrid simulations distributed in 2 and 32 processes. The considerable improvement of algorithm's computational performance by the incorporated acceleration techniques is clearly demonstrated; in simulation combining parallel computation in 32 processes and multigrid method a temporal speed-up equal to $\sim 18.0$ was succeeded, comparing to the single-grid run distributed to only two processors.


Figure 7.105: Initial and agglomerated control volume grids (turbulent flow over the CRM WBHT aircraft).


Figure 7.106: Mesh density on the symmetry surface of the initial and agglomerated control volume grids (turbulent flow over the CRM WBHT aircraft).



Figure 7.107: Density and turbulent kinetic energy convergence history per time (single-grid runs, turbulent flow over the CRM WBHT aircraft).


Figure 7.108: Scalability of parallel implementation (single-grid runs, turbulent flow over the CRM WBHT aircraft).


Figure 7.109: Density and turbulent kinetic energy convergence history per time (multigrid runs, turbulent flow over the CRM WBHT aircraft).


Figure 7.110: Scalability of parallel implementation (multigrid runs, turbulent flow over the CRM WBHT aircraft).


Figure 7.111: Density convergence history per time (single-grid and multigrid runs with 2 and 32 partitions, turbulent flow over the CRM WBHT aircraft).

## 8. Radiative heat transfer numerical results

### 8.1. Definitions

Similarly to the fluid flow methodology validation, the radiative heat transfer solver has been evaluated, especially in terms of accuracy and efficiency, against three- and quasi-three-dimensional benchmark test cases, while its results have been compared with those of reference solvers. This comparison is mainly based on the distribution of dimensionless incident radiative heat flux $Q^{*}(\vec{r})$ along a line on the enclosure under examination; the aforementioned heat flux is defined as [Kim88]

$$
\begin{equation*}
Q^{*}(\vec{r})=\frac{Q(\vec{r})}{\mathrm{E}}=\frac{\int_{4 \pi} I(\vec{r}, \hat{s}) \cdot\left(\hat{s} \cdot \hat{n}_{i}\right) d \Omega}{\sigma T^{4}}=\frac{\sum_{n n}^{N_{0} \times N_{0}} I_{P}^{m n} D_{c i}^{m n}}{\sigma T^{4}} \tag{8.1}
\end{equation*}
$$

where $Q(\vec{r})$ denotes the incident radiative heat flux, while $E$ is the initial radiative energy generating the heat transfer, e.g., in case that the medium has the highest temperature $E_{m}$ is used, while in case that boundary walls have the highest temperature $E_{w}$ is applied instead. Considering that in most of the cases the radiative flux in a specific direction $(x, y, z)$ is required, the appropriate directional weight $\left(D_{c i, x}^{m n}, D_{c i, y}^{m n}, D_{c i, z}^{m n}\right)$, based on the corresponding unit normal vector $\left(\hat{e}_{x}, \hat{e}_{y}, \hat{e}_{z}\right)$, is utilized in equation (8.1). In addition, the average radiative heat flux $G$ is computed, mainly for the visualization of the extracted solutions; it is defined as follows [Kim88]

$$
\begin{equation*}
G(\vec{r})=\int_{4 \pi} I(\vec{r}, \hat{s}) d \Omega=\sum_{m n}^{N_{\theta} \times N_{\theta}} I_{p}^{m n} \Delta \Omega^{m n} \tag{8.2}
\end{equation*}
$$

while in case its dimensionless formulation is required, it is divided (similarly to the dimensionless incident radiative heat flux) with $4 E$.

In order to validate the computational performance of the developed methodology, the radiative intensity residual is computed, similarly to density residual, at each cycle (of multigrid runs) or at each iteration (of single-grid runs) $l+l$ as

$$
\begin{equation*}
\text { residual }=\frac{\sum_{P=1}^{N_{p}} \sum_{m=1}^{N_{\theta}} \sum_{n=1}^{N_{p}}\left|I_{P}^{m n, l+1}-I_{P}^{m n, l}\right|}{N_{P} N_{\theta} N_{\varphi}} \tag{8.3}
\end{equation*}
$$

where $N_{P}$ denotes the total number of nodes of the non-agglomerated mesh, while $N_{\theta}$ and $N_{\varphi}$ represent the numbers of the initially defined polar and azimuthal control angles respectively; a decrease of residual about two or three orders of magnitude is usually enough to extract the desired radiative heat flux distributions. Additionally, throughout the test cases in which spatial and/or angular agglomeration multigrid method is employed, the following notation "SxAy" is used; "x" corresponds to the defined number of Spatial levels, while " y " to the defined number of Angular ones. For example, S1A1 denotes a single-grid run, S4A1 a four-level spatial agglomeration multigrid one and S4A3 a combined four-level spatial/three-level angular agglomeration multigrid simulation. It should be noted that the solver has not been further optimized for computational performance.

### 8.2. A hexahedral enclosure with quadratic bases

The first (quasi-3D) benchmark test case concerns radiative heat transfer in a hexahedral enclosure with quadratic bases; its dimensions ( $1,1,5$ ) $m$ are illustrated in the following Figure 8.1 [Kim88, Lyg12b]. The included medium is a purely scattering one ( $k_{\alpha}=0 \mathrm{~m}^{-1}, \sigma_{s}=1 \mathrm{~m}^{-1}$ ) while all the walls are assumed cold ( $T=0 \mathrm{~K}$ ) and black $\left(\varepsilon_{w}=1\right)$, except for the bottom face $(y=0 \mathrm{~m})$, at which a constant heating energy is imposed ( $E=1 \mathrm{~W}^{2}$, corresponding to 64.80435 K ). Both isotropic and anisotropic forward (F2) scattering was considered in this problem. The utilized tetrahedral mesh consists of 196,732 nodes and $1,053,402$ tetrahedra, while for parallel computation on a DELL T7500 workstation with two Intel ${ }^{(\mathrm{R})}$ Xeon ${ }^{(\mathrm{R})}$-X5650 six-core processors at 2.67 GHz , it was divided in twelve sub-domains; in Figure 8.2 the employed grid, representing the examined enclosure, as well as a close-up view of its quadratic bases' density is presented. The angular domain was discretized by sixteen azimuthal and eight polar control angles, while in order the overhang problem to be alleviated the bold approximation was employed. Radiative intensity at walls was explicitly imposed with Dirichlet boundary conditions, while the steady (non time-dependent) RTE was solved with iterative approximations along with a first-order accurate spatial scheme; it required about 1.7 s per iteration. The parameters of the simulation are summarized in the following Table 8.1.

Table 8.1: Parameters of simulation (hexahedral enclosure with quadratic bases).

| Parameters |  |
| :---: | :---: |
| Absorption coefficient | $0 \mathrm{~m}^{-1}$ |
| Scattering coefficient | $1 \mathrm{~m}^{-1}$ |
| Wall emissivity | 1 |
| Grid density | 196,732 nodes and |
| Number of partitions | $1,053,402$ tetrahedra |
| Angular resolution | 12 |
| Iterative scheme | 16 azimuthal and |
| Computational system | DELL T7500 workstaterative with two Intel ${ }^{(\mathrm{R})}$ Xeon ${ }^{(\mathbb{R})}$-X5650 six-core |
| processors at 2.67 GHz |  |



Figure 8.1: Dimensions of hexahedral enclosure with quadratic bases.
In Figures 8.3 and 8.4 the dimensionless incident (left) and average (right), respectively, radiative heat flux distributions along the A-A line, which corresponds to the centerline of the hexahedral enclosure in $y$-direction ( $x=0.5 \mathrm{~m}$ and $z=2.5 \mathrm{~m}$ ), are illustrated for an isotropically and anisotropically scattering medium; they compare with the corresponding distributions extracted by the two-dimensional, cellcentered, DOM solver of Kim and Lee [Kim88], succeeding a satisfactory agreement. As expected, anisotropic scattering with respect to isotropic one derives greater values of radiative intensity, reaching
almost the value of imposed heating power at the bottom side. In general, with forward scattering functions (based on Legendre polynomials), i.e., F1 and F2, larger values of radiation are obtained than the isotropic and backward (B1 and B2) ones; the latter leads to even smaller values comparing to the isotropic one [Lyg12b]. Nevertheless, in dimensionless average heat flux curves, an alternation is observed between higher values of anisotropic and isotropic distributions; the isotropic function leads to higher values near the heating source surface, while the anisotropic one predicts more radiation near the upper boundary.


Figure 8.2: Employed grid and its density on one of its quadratic bases (hexahedral enclosure with quadratic bases).


Figure 8.3: Distributions of dimensionless incident radiative heat flux along the $A-A$ line (hexahedral enclosure with quadratic bases).


Figure 8.4: Distributions of dimensionless average radiative heat flux along the $A-A$ line (hexahedral enclosure with quadratic bases).

Additional runs with different values of scattering albedo ( $\omega=\sigma_{s} / \beta$ ) and wall emissivity $\varepsilon_{w}$ were performed, in order to evaluate their contribution to the predicted radiative heat transfer. Figure 8.5 includes the distributions of dimensionless incident radiative heat flux along the A-A line for different scattering albedos, compared well with the corresponding ones obtained by the two-dimensional DOM algorithm of Kim and Lee [Kim88]; the values of extinction coefficient ( $\beta=k_{\alpha}+\sigma_{s}$ ) and wall emissivity $\varepsilon_{w}$ remained equal to unity. As scattering albedo increases higher values of radiation are obtained, due to the forward effect of the employed function F2 [Lyg12b]. Similarly, Figure 8.6 illustrates the distributions of dimensionless incident radiative heat flux along the A-A line for different values of wall emissivity, compared well with those of the aforementioned reference solver [Kim88]; the values of extinction coefficient $\beta$ and scattering albedo $\omega$ remained equal to unity. As expected, the emissivity coefficient
reduction leads to less produced radiation at the same distance from the heating source surface, because of the diffusive effect of the walls. The previous distributions (per values of scattering albedo and wall emissivity) appear to be consistent with the reference two-dimensional ones [Kim88], despite the fact that a three-dimensional method usually adds larger amounts of false scattering.


Figure 8.5: Distributions of dimensionless incident radiative heat flux along the $A$-A line for different values of scattering albedo (hexahedral enclosure with quadratic bases).


Figure 8.6: Distributions of dimensionless incident radiative heat flux along the $A-A$ line for different values of wall emissivity (hexahedral enclosure with quadratic bases).

### 8.3. A cubic enclosure

The second radiative heat transfer problem examined in this study concerns a cubic enclosure with edges' length equal to unity, as presented in Figure 8.7 [Kim88, Tri08, Cap10, Lyg13c, Lyg14b, Lyg14g]. Three sub-cases were encountered with this enclosure, the first considering an absorbing and emitting medium, while the second and the third one an isotropically and anisotropically scattering medium respectively.


Figure 8.7: Dimensions of the cubic enclosure.
For the first sub-problem, the enclosure walls are assumed radiatively black $\left(\varepsilon_{\mathrm{w}}=1\right)$ and cold ( $T_{w}=0$ $K$ ), while the included medium is considered absorbing and emitting $\left(k_{\alpha}=1 \mathrm{~m}^{-1}, \sigma_{s}=0 \mathrm{~m}^{-1}\right)$ with a constant heating energy equal to unity ( $E=1 \mathrm{~W} / \mathrm{m}^{3}$, corresponding to 64.80435 K ). The employed mesh consists of 5,914 nodes, 15,399 tetrahedra and 4,900 prisms, while for parallel computation on a DELL ${ }^{(\mathrm{R})}$ Laptop with a single Intel ${ }^{(\mathrm{R})}$ Core $^{(\mathrm{TM})} 2$ Duo T6400 two-core processor at 2.00 GHz , it was divided in two subdomains; the utilized mesh is illustrated in Figure 8.8. For angular discretization eight azimuthal and four polar angles are used along with the pixelation method to allow for the alleviation of the overhang problem, derived from the combination of the unstructured grid and the division of the angular domain in finite solid angles. Radiative intensity at wall surfaces is obtained implicitly. The final steady-state solution of the time-dependent RTE is approximated with the incorporated second-order accurate in time Runge-Kutta method. The parameters of the simulation are summarized in Table 8.2.

Table 8.2: Parameters of simulation (cubic enclosure - first sub-case).

| Parameters |  |
| :---: | :---: |
| Absorption coefficient | $1 \mathrm{~m}^{-1}$ |
| Scattering coefficient | $0 \mathrm{~m}^{-1}$ |
| Wall emissivity | 1 |
|  | 5,914 nodes, |
| Grid density | 15,399 tetrahedra and |
|  | 4,900 prisms |
| Number of partitions | 2 |
| Angular resolution | 8 azimuthal and |
| Iterative scheme | 4 polar control angles |
| Computational system | DELL $^{(\mathbb{R})}$ Laptop with a sunge-Kutta method |

In order to evaluate additionally the contribution of the developed grid adaptation methodology in the improvement of accuracy, the initial mesh was h-refined, employing a criterion targeting the region of the extracted results (upper surface); more specifically the edges with end-points with coordinate $z$ greater than 0.95 m were marked for division. The new mesh is composed of 14,179 nodes, 16,827 tetrahedra and 19,600 prisms; in Figure 8.9 the mesh density on the face of the cube with coordinate $y$ equal to zero is illustrated prior (left) and after (right) h-refinement. Figure 8.10 includes the distributions of dimensionless incident radiative heat flux along the A-A line of the initial mesh for a first-order accurate spatial scheme, a simple second-order one, a second-order jointed with the Van Albada-Van Leer limiter (VAVL) and a second-order with the Min-mod one, compared with the exact distribution, obtained from the study of Capdevilla et al. [Cap10]; in Figure 8.11 the corresponding distributions are presented for the adapted finer grid. The solutions were extracted in approximately twenty four minutes, achieving a sevenorder decrease of radiative intensity residual. The superiority of second-order accurate solutions, compared to the first-order one, is clearly observed, while among them this employing the Min-mod limiter seems to be more accurate as the other two appear to lead to overestimations. Furthermore, the contribution of the h-refinement methodology to the improvement of the extracted results is identified, especially in case of the first-order accurate scheme; for the rest of the simulations improvement is marginally noticed near the cold surfaces.


Figure 8.8: Initial mesh representing the cubic enclosure (first sub-case).


Figure 8.9: Mesh density on the face of the cube with coordinate y equal to zero prior (left) and after (right) $h$ refinement (cubic enclosure - first sub-case).


Figure 8.10: Distributions of dimensionless incident radiative heat flux along the $A-A$ line of the initial mesh (cubic enclosure - first sub-case).


Figure 8.11: Distributions of dimensionless incident radiative heat flux along the $A$-A line of the refined mesh (cubic enclosure - first sub-case).

In the second sub-case the adapted grid from the previous simulation is employed on the same computational system, including a purely (isotropically) scattering medium ( $k_{\alpha}=0 \mathrm{~m}^{-1}, \sigma_{s}=1 \mathrm{~m}^{-1}$ ) instead. The radiatively black walls $\left(\varepsilon_{w}=1\right)$ as well as the medium are assumed cold ( $T_{w}=0 \mathrm{~K}, T_{m}=0 \mathrm{~K}$ ), except for the lower surface $(z=0 \mathrm{~m})$ at which a constant heating power is imposed $\left(E=1 \mathrm{~W} / \mathrm{m}^{2}\right)$. The time-dependent RTE is approximated with the Runge-Kutta method, while implicit boundary conditions are implemented.

The angular domain was divided by twenty four azimuthal and twelve polar angles due to the significant ray effect encountered in this sub-case; the pixelation method was applied for the mitigation of the overhang problem. The parameters of the simulation are summarized in the following Table 8.3.

Table 8.3: Parameters of simulation (cubic enclosure - second sub-case).

| Parameters |  |
| :---: | :---: |
| Absorption coefficient | $0 m^{-1}$ |
| Scattering coefficient | $1 \mathrm{~m}^{-1}$ |
| Wall emissivity | 1 |
| Grid density | 14,179 nodes, 16,827 tetrahedra and 19,600 prisms |
| Number of partitions |  |
| Angular resolution | 24 azimuthal and 12 polar control angles |
| Iterative scheme | Runge-Kutta method |
| Computational system | DELL ${ }^{(\mathrm{R})}$ Laptop with a single Intel $^{(\mathrm{R})}$ Core $^{(\mathrm{TM})} 2$ Duo T6400 two-core processor at 2.00 GHz |

In Figure 8.12 the obtained distributions of dimensionless incident radiative heat flux along the half A-A line for all the available schemes are depicted, compared with the computed ones by the ZM-MC (Zone Method - Monte Carlo Method) and FV-ME (Finite-Volume method - Mie Equations) methods of Trivic et al. [Tri08]. The results were extracted after the radiative intensity residual was decreased about four orders of magnitude. Although the first-order accurate distribution almost coincides with the corresponding FV-ME one, it overestimates the incident radiation [Tri08]. On the other hand, the solutions obtained by the second-order methods are sufficiently accurate compared with the more accurate ZM-ME one, while no considerable differentiation is identified among them; the improvement in accuracy of the final solution, derived by the second-order accurate schemes, is demonstrated once more.


Figure 8.12: Distributions of dimensionless incident radiative heat flux along the half A-A line (cubic enclosure second sub-case).

Table 8.4: Parameters of simulation (cubic enclosure - third sub-case).

|  | Parameters |
| :---: | :---: |
| Absorption coefficient | $0-1 \mathrm{~m}^{-1}$ |
| Scattering coefficient | $0-1 \mathrm{~m}^{-1}$ |
| Wall emissivity | $0-1$ |
| Grid density | 13,433 nodes and |
| Number of partitions | 71,589 tetrahedra |
| Number of spatial multigrid levels | 2 |
| Angular resolution | $1-4$ |
| Number of angular multigrid levels | 16 azimuthal and |
| Iterative scheme | 8 polar control angles |
| Computational system | $1-3$ |
| Workstation with an AMD FX ${ }^{\text {(tm) })}$-8350 eight-core processor |  |
| at 4.0 GHz |  |

The third (quasi-3D) sub-case considering radiative heat transfer in a cubic enclosure, was encountered mainly for the evaluation of the developed spatial/angular agglomeration multigrid methodology and more specifically of its contribution to the solution's convergence rate for various values of scattering albedo (forward anisotropic, $\mathrm{F} 2, \omega=0-1, \beta=1 \mathrm{~m}^{-1}$ ) and wall emissivity ( $\varepsilon_{w}=0.1-1$ ). It is similar to the case of section 8.2 , concerning a cold medium ( $T_{m}=0 \mathrm{~K}$ ) as well as cold and black walls ( $T_{w}=0 K, \varepsilon_{w}=1$ ), except for the bottom face $\left(z_{w}=0 \mathrm{~m}\right)$ and the bases normal to $x$-direction, where a constant heating energy ( $E_{w}=1 \mathrm{~W} / \mathrm{m}^{2}$ corresponding to 64.80435 K ) and symmetry boundary conditions are applied respectively; implicit treatment of boundary conditions was employed. The utilized tetrahedral grid, divided into two partitions for parallelized solution of time-dependent RTE with the Runge-Kutta method on a workstation with an AMD $\mathrm{FX}^{(\mathrm{tm})}-8350$ eight-core processor at 4.0 GHz , consists of 13,433 nodes and 71,589 tetrahedra; it is illustrated in Figure 8.13. For angular discretization sixteen azimuthal and eight polar angles were applied, while the pixelation method subdued the overhang problem. For all the single-grid and multigrid runs a second-order accurate spatial scheme, with the Min-mod slope limiter, was implemented unless otherwise stated. The parameters of the simulation are summarized in Table 8.4.


Figure 8.13: Initial mesh representing the cubic enclosure (third sub-case).
As mentioned above, runs with different values of scattering albedo $\omega$ and wall emissivity $\varepsilon_{w}$ were performed. The implementation of the developed multigrid method influences only the number of required iterations and wall-clock computation time; the extracted solution remains independent of the
acceleration technique. Figures 8.14 and 8.15 include the finally obtained distributions of dimensionless incident radiative heat flux along the B-B line (centerline of the grid in $z$-direction, $x=0.5 \mathrm{~m}, y=0.5 \mathrm{~m}$ ) for various values of scattering albedo and wall emissivity respectively. They are close enough with the corresponding ones obtained by the two-dimensional DOM algorithm of Kim and Lee [Kim88]. Comparing to the similar simulation of section 8.2 , another significant conclusion is extracted; equally accurate results were obtained with a much coarser grid. Employing a second-order accurate spatial scheme along with the implicit treatment of boundary conditions as well as the implementation of symmetry ones, decrease the excessive need for very fine spatial resolution.


Figure 8.14: Distributions of dimensionless incident radiative heat flux along the $B$ - $B$ line for different values of scattering albedo (cubic enclosure - third sub-case).


Figure 8.15: Distributions of dimensionless incident radiative heat flux along the $B-B$ line for different values of wall emissivity (cubic enclosure - third sub-case).

Table 8.5: Grid coarsening by agglomeration of two, four and six sub-grids (cubic enclosure - third sub-case).

| Level 1 (DoF's) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Level 2 (DoF's) | Level 3 (DoF's) | Level 4 (DoF's) |  |  |
| 2 Partitions |  |  |  |  |
| First Sub-domain | 7,363 | 1,517 | 403 | 230 |
| Second Sub-domain | 7,316 | 1,486 | 414 | 237 |
| 4 Partitions |  |  |  |  |
| First Sub-domain | 3,959 | 878 | 267 | 155 |
| Second Sub-domain | 3,898 | 881 | 268 | 156 |
| Third Sub-domain | 4,009 | 900 | 268 | 154 |
| Fourth Sub-domain | 4,033 | 892 | 262 | 151 |
| 6 Partitions |  |  |  |  |
| First Sub-domain | 2,827 | 662 | 211 | 132 |
| Second Sub-domain | 2,775 | 651 | 194 | 99 |
| Third Sub-domain | 2,746 | 643 | 191 | 107 |
| Fourth Sub-domain | 2,787 | 652 | 186 | 103 |
| Fifth Sub-domain | 2,803 | 647 | 192 | 98 |
| Sixth Sub-domain | 2,788 | 656 | 217 | 139 |

Three coarser grids were generated via isotropic agglomeration in order to validate the spatial and the combined spatial/angular agglomeration multigrid scheme. Figure 8.16 illustrates their boundary mesh density; the blue coloured faces correspond to mirroring surfaces, employed to simulate the twodimensional problem with a three-dimensional grid. Table 8.5 includes the number of DoF's (nodes) per sub-domain of the initial and coarser grids, considering a two-, four- and six-partitions division. The ghost
nodes at overlapping regions are also included in this Table; as such, the total number of DoF's differs among different number of sub-grids of the initial mesh. Similarly, angular agglomeration was performed, deriving two coarser angular resolutions, in which the initial discretization of 16 azimuthal and 8 polar angles was reduced to $8 \times 4$ (second level) and $4 \times 2$ (third level) respectively.


Figure 8.16: Initial and agglomerated control volume grids (cubic enclosure - third sub-case).
The evaluation of the developed multigrid methodology began with the study of an absorbing but no scattering medium ( $k_{a}=1 \mathrm{~m}^{-1}, \sigma_{s}=0 \mathrm{~m}^{-1}$ ) along with black walls ( $\varepsilon_{w}=1$ ). In Figure 8.17 its convergence history per number of iterations/cycles and wall-clock computation time is illustrated for the single-grid (S1A1) and different combinations of the multigrid schemes (spatial-S4A1, angular-S1A2 and nested spatial/angular-S4A2), while in Table 8.6 the corresponding speed-up coefficients to the final residual value of $1.0 E-15$ are included (bold style denotes the higher time speed-up coefficient for each set of runs). Due to the absence of scattering and walls' reflection, the acceleration obtained by the spatial and the nested spatial/angular scheme isn't so significant. The speed-up gained by the angular scheme (compared to the single-grid one), as well as the one derived by the nested scheme (compared to the spatial one), although not expected, is attributed to the back and forth travel of information imposed by the symmetry surfaces and the second-order accurate spatial scheme.

Table 8.6: Speed-up coefficients per number of iterations/cycles and time, considering runs with different values of $k_{a}, \sigma_{s}$ and $\varepsilon_{w}$ (cubic enclosure - third sub-case).

|  | $\boldsymbol{k}_{\boldsymbol{a}}\left(\boldsymbol{m}^{-1}\right)$ | $\boldsymbol{\sigma}_{\boldsymbol{s}}\left(\boldsymbol{m}^{-1}\right)$ | $\boldsymbol{\varepsilon}_{w}$ | Iter. Speed-up | Time Speed-up |
| :--- | :---: | :---: | :---: | :---: | :---: |
| S1A2 | 1 | 0 | 1 | 1.1155 | 1.075 |
| S4A1 | 1 | 0 | 1 | 1.6937 | 1.6433 |
| S4A2 | 1 | 0 | 1 | 3.5944 | $\mathbf{1 . 6 7 6 5}$ |
| S1A3 | 0.5 | 0.5 | 1 | 1.3109 | 1.2881 |
| S4A1 | 0.5 | 0.5 | 1 | 2.2051 | 1.9287 |
| S4A2 | 0.5 | 0.5 | 1 | 4.5989 | $\mathbf{1 . 9 9 1 7}$ |
| S1A3 | 0 | 1 | 1 | 1.4331 | 1.3213 |
| S4A1 | 0 | 1 | 1 | 2.8015 | 2.3625 |
| S4A2 | 0 | 1 | 1 | 5.8072 | 2.3719 |
| S1A3 | 0 | 1 | 0.5 | 2.6473 | 2.4474 |
| S4A1 | 0 | 1 | 0.5 | 5.1482 | 4.2825 |
| S4A2 | 0 | 1 | 0.5 | 14.2349 | 4.7256 |
| S1A3 | 0 | 1 | 0.1 | 2.8813 | 2.1678 |
| S4A1 | 0 | 1 | 0.1 | 4.9996 | 4.1377 |
| S4A3 | 0 | 1 | 0.1 | 19.2667 | 7.5545 |

Another test case, against which the single-grid (S1A1) and various multigrid schemes were applied (S1A3, S4A1 and S4A2), concerned a half absorbing and half scattering ( $k_{a}=0.5 \mathrm{~m}^{-1}, \sigma_{s}=0.5 \mathrm{~m}^{-1}$ ) medium. As illustrated in Figure 8.18 the employed multigrid schemes succeed an increased acceleration, up to a $\sim 2.0$ temporal speed-up coefficient for the nested version (Table 8.6). The same attitude is identified in case a purely scattering medium ( $k_{a}=0 \mathrm{~m}^{-1}, \sigma_{s}=1 \mathrm{~m}^{-1}$ ) is considered instead; the corresponding convergence history per number of iterations/cycles and computational time is included in Figure 8.19, while Table 8.6 contains the finally derived speed-up coefficients (S1A3, S4A1 and S4A2). Although the gained acceleration by the spatial scheme in the previous cases was quite encouraging, the one achieved by the angular scheme (compared to this of the single-grid one), as well as this of the nested scheme (compared to this of the spatial one) is relatively negligible; the small number of DoF's along with the absence of reflecting walls (excepting the mirroring ones) resulted in a reduced radiation exchange between the defined solid control angles.


Figure 8.17: Radiative intensity convergence history per iterations/cycles and time $\left(k_{a}=1 \mathrm{~m}^{-1}, \sigma_{s}=0 \mathrm{~m}^{-1}, \varepsilon_{w}=1\right.$, cubic enclosure - third sub-case).


Figure 8.18: Radiative intensity convergence history per iterations/cycles and time ( $k_{a}=0.5 \mathrm{~m}^{-1}, \sigma_{s}=0.5 \mathrm{~m}^{-1}, \varepsilon_{w}=1$, cubic enclosure - third sub-case).


Figure 8.19: Radiative intensity convergence history per iterations/cycles and time $\left(k_{a}=0 \mathrm{~m}^{-1}, \sigma_{s}=1 \mathrm{~m}^{-1}, \varepsilon_{w}=1\right.$, (cubic enclosure - third sub-case).

Nevertheless, the situation is changing for a purely scattering medium ( $k_{a}=0 \mathrm{~m}^{-1}, \sigma_{s}=1 \mathrm{~m}^{-1}$ ) along with reflecting walls ( $\varepsilon_{w}=0.5$ ). According to the results included in Figure 8.20 and Table 8.6, the obtained acceleration coefficients for the final residual $1.0 E-15$ increase almost two times for all the multigrid schemes (S1A3, S4A1 and S4A2), compared to the corresponding ones of the previous simulations; the maximum $\sim 4.73$ speed-up coefficient in time is derived by the nested methodology. The contribution of angular agglomeration (both for the angular and the combined scheme) appears to be quite significant, compared to all of the previous runs (with black boundaries).

In order to study the effect of grid size to the gained acceleration by the multigrid algorithm, a finer mesh was employed, composed of 105,856 nodes and 589,283 tetrahedra. Figure 8.21 contains the convergence history per number of iterations/cycles and wall-clock computation time for the single-grid (S1A1) and all the applied multigrid schemes (S1A2, S4A1 and S4A2) on the finer grid, which was divided in two sub-domains for parallel processing on a DELL workstation T7400 with two Intel Xeon E5410 four-core processors at 2.33 GHz ; an acceleration increase is obvious, compared to the corresponding results on the coarser mesh. Table 8.7 contains the speed-up coefficients for residual's value equal to $1.0 E-9$ (bold style denotes the higher time speed-up coefficient for each set of runs), obtained by the multigrid schemes on both grids (coarse and fine), confirming the previous state; the S4A2 scheme achieved a temporal speed-up coefficient equal to $\sim 4.57$ and $\sim 6.17$ for the coarse and fine grid respectively.


Figure 8.20: Radiative intensity convergence history per iterations/cycles and time ( $k_{a}=0 m^{-1}, \sigma_{s}=1 m^{-1}, \varepsilon_{w}=0.5$, (cubic enclosure - third sub-case).


Figure 8.21: Radiative intensity convergence history per iterations/cycles and time ( $k_{a}=0 m^{-1}, \sigma_{s}=1 m^{-1}, \varepsilon_{w}=0.5$, fine grid, cubic enclosure - third sub-case).

Table 8.7: Speed-up coefficients per number of iterations/cycles and time, considering runs on different spatial resolutions ( $k_{\alpha}=0 \mathrm{~m}^{-1}, \sigma_{s}=1 \mathrm{~m}^{-1}, \varepsilon_{w}=0.5$, cubic enclosure - third sub-case).

|  | Number of DoF's | Iter. Speed-up | Time Speed-up |
| :---: | :---: | :---: | :---: |
| S1A3 | 13,433 | 2.5975 | 2.3931 |
| S4A1 | 13,433 | 4.8282 | 4.0063 |
| S4A2 | 13,433 | 13.7500 | 4.5659 |
| S1A2 | 105,856 | 1.8699 | 1.7073 |
| S4A1 | 105,856 | 5.3334 | 4.5336 |
| S4A2 | 105,856 | 15.2911 | $\mathbf{6 . 1 6 9 0}$ |

The contribution of the developed methodology is revealed even more valuable, in case a purely scattering medium ( $k_{a}=0 \mathrm{~m}^{-1}, \sigma_{s}=1 \mathrm{~m}^{-1}$ ) along with almost fully reflecting walls $\left(\varepsilon_{w}=0.1\right)$ is assumed. The single-grid (S1A1) and various multigrid schemes were employed (S1A3, S4A1 and S4A3), while the convergence rates per iterations/cycles and time are illustrated in Figure 8.22. The increased radiation exchange between different solid control angles, generated by the combination of the purely scattering behaviour of the medium, the almost fully reflecting walls and the imposed symmetry boundary conditions, resulted in higher acceleration rates (Table 8.6); the maximum temporal coefficient $\sim 7.55$ was succeeded by the nested four-level spatial/three-level angular scheme (S4A3). The same simulation was performed employing a first-order accurate spatial scheme instead, in order to assess the effect of spatial
accuracy (used for the computation of fluxes) to the gained multigrid acceleration; Figure 8.23 and Table 8.8 (bold style denotes the higher time speed-up coefficient for each set of runs) contain the corresponding results. Although the second-order scheme is implemented only to the initial nonagglomerated level, it causes a non-trivial delay (depending of course on the examined case), compared to the fully first-order one; the first-order multigrid solutions were obtained in less computation time but with slight differentiations in acceleration compared to the second-order ones.


Figure 8.22: Radiative intensity convergence history per iterations/cycles and time ( $k_{a}=0 \mathrm{~m}^{-1}, \sigma_{s}=1 \mathrm{~m}^{-1}, \varepsilon_{w}=0.1$, cubic enclosure - third sub-case).


Figure 8.23: Radiative intensity convergence history per iterations/cycles and time $\left(k_{a}=0 m^{-1}, \sigma_{s}=1 m^{-1}, \varepsilon_{w}=0.1\right.$, first-order accurate scheme, cubic enclosure - third sub-case).

In order to further evaluate the contribution of the developed multigrid methodology in accelerating the numerical solution of RTE, three additional runs were performed with the same medium and walls features ( $k_{a}=0 \mathrm{~m}^{-1}, \sigma_{s}=1 \mathrm{~m}^{-1}, \varepsilon_{w}=0.1$ ), but with different multigrid schemes, namely S1A2, S2A1 and S3A1. Figure 8.24 illustrates the convergence history per iterations/cycles and computation time, derived by the single-grid and three spatial agglomeration multigrid schemes, whose differentiation regards the number of employed multigrid levels (S2A1, S3A1 and S4A1); the distributions, along with the corresponding acceleration coefficients (Table 8.8), confirm that additional acceleration is gained for any additional spatial multigrid level. Similarly, in Figure 8.25 and Table 8.8 the convergence rate of the single-grid run is compared to those of the angular agglomeration multigrid ones, employing two different numbers of successive angular levels (S1A2 and S1A3); the contribution of each extra angular level is revealed as the three-level simulation led to a faster solution than the two-level one. Furthermore, considering that the acceleration derived by the three-level angular multigrid scheme is almost equal to
the one obtained by the three-level spatial one, the potential of the first for increased computational performance is reinforced. Finally, another nested scheme (S4A2) with only two angular levels was employed, to examine whether the increase of the angular discretizations in the combined scheme causes a delay to the solution; the results in Table 8.8 confirm the superiority of S4A3 scheme comparing to S4A2 one.

Table 8.8: Speed-up coefficients per number of iterations/cycles and time, considering low and high-order accurate spatial schemes as well as different numbers of sub-grids $\left(k_{\alpha}=0 m^{-1}, \sigma_{s}=1 \mathrm{~m}^{-1}, \varepsilon_{w}=0.1\right.$, cubic enclosure - third subcase).

|  | Number of Partitions | Order Scheme | Iter. Speed-up | Time Speed-up |
| :--- | :---: | :---: | :---: | :---: |
| S1A3 | 2 | $1 s t$ | 2.7508 | 2.4294 |
| S4A1 | 2 | $1 s t$ | 4.7696 | 3.7588 |
| S4A3 | 2 | 1 st | 18.4890 | $\mathbf{6 . 8 0 3 6}$ |
| S1A2 | 2 | 2nd-Minmod | 1.9523 | 1.51745 |
| S1A3 | 2 | 2nd-Minmod | 2.8813 | 2.1678 |
| S2A1 | 2 | 2nd-Minmod | 1.8231 | 1.3326 |
| S3A1 | 2 | 2nd-Minmod | 3.1514 | 2.1991 |
| S4A1 | 2 | 2nd-Minmod | 4.9996 | 4.1377 |
| S4A2 | 2 | 2nd-Minmod | 14.6555 | 5.8690 |
| S4A3 | 2 | 2nd-Minmod | 19.2667 | 7.5545 |
| S1A3 | 4 | 2nd-Minmod | 2.8813 | 2.6856 |
| S4A1 | 4 | 2nd-Minmod | 4.9158 | 4.0878 |
| S4A3 | 4 | 2nd-Minmod | 18.9301 | 7.4375 |
| S1A3 | 6 | 2nd-Minmod | 2.8811 | 3.2992 |
| S4A1 | 6 | 2nd-Minmod | 4.9224 | 4.1117 |
| S4A3 | 6 | 2nd-Minmod | 18.9542 | $\mathbf{8 . 9 0 6 2}$ |



Figure 8.24: Radiative intensity convergence history per iterations/cycles and time ( $k_{a}=0 m^{-1}, \sigma_{s}=1 m^{-1}, \varepsilon_{w}=0.1$, various spatial multigrid levels, cubic enclosure - third sub-case).

The effect of the number of sub-grids, dividing the initial mesh for parallel processing, was examined with the last simulations on the cubic enclosure. Thus, the initial cubic mesh was divided in four and six partitions respectively, for each of which three coarser sub-grids were generated via isotropic agglomeration; Figure 8.26 illustrates their boundary mesh density, while Table 8.5 contains the corresponding number of DoF's (nodes) for each sub-domain of the initial and the coarser meshes. As the ghost nodes at overlapping regions are also included in this Table, the number of total nodes differs among different partitionings of the initial grid. The convergence histories and coefficients per number of
iterations/cycles and time of the simulations with four sub-domains (S1A1, S1A3, S4A1 and S4A3) are presented in Figure 8.27 and Table 8.8 respectively; although the total wall-clock computation time is reduced comparing to this obtained with two partitions due to utilization of two more processors, no significant difference is identified as far as the convergence rates are concerned. However, the corresponding numerical solutions with six sub-domains appear to provide increased temporal speed-up coefficients (Figure 8.28 and Table 8.8), especially in case of the angular ( $\sim 3.3$ ) and the nested spatial/angular scheme ( $\sim 8.9$ ). This acceleration derives probably from the decreased number of transferred variables between the neighbouring sub-grids, due to angular coarsening (for the second angular level only $N_{P_{\text {ghases }}} \times\left(N_{\theta} / 2\right) \times\left(N_{\varphi} / 2\right)$ variables are exchanged) as well as due to the less DoF's at the coarsest mesh (fourth multigrid level) in case of six sub-domains compared to those at the coarsest grids in case of two or four partitions (Table 8.5); a more extended agglomeration is achieved, contributing consequently to an elevated acceleration for the same computational system.


Figure 8.25: Radiative intensity convergence history per iterations/cycles and time ( $k_{a}=0 \mathrm{~m}^{-1}, \sigma_{s}=1 \mathrm{~m}^{-1}, \varepsilon_{w}=0.1$, various angular multigrid levels, cubic enclosure - third sub-case).


Figure 8.26: Initial and coarser control volume grids, divided in four (left) and six (right) partitions (cubic enclosure - third sub-case).


Figure 8.27: Radiative intensity convergence history per iterations/cycles and time ( $k_{a}=0 \mathrm{~m}^{-1}, \sigma_{s}=1 \mathrm{~m}^{-1}, \varepsilon_{w}=0.1$, four partitions, cubic enclosure - third sub-case).


Figure 8.28: Radiative intensity convergence history per iterations/cycles and time ( $k_{a}=0 \mathrm{~m}^{-1}, \sigma_{s}=1 \mathrm{~m}^{-1}, \varepsilon_{w}=0.1$, six partitions, cubic enclosure - third sub-case).

### 8.4. A prismatic enclosure

The third test case concerns radiative heat transfer in a prismatic enclosure with equilateral triangular bases; its dimensions are illustrated in Figure 8.29 [Kim01, Gri10, Lyg12a, Lyg13c]. Two sub-cases were simulated for this enclosure, employing the time-dependent RTE along with the Runge-Kutta method on a DELL T7400 workstation with two Intel ${ }^{(\mathrm{R})} \mathrm{Xeon}^{(\mathrm{R})}$-E5410 four-core processors at 2.33 GHz .

For the first (quasi-3D) sub-case, the walls are considered radiatively black ( $\varepsilon_{w}=1$ ) and cold ( $T_{w}=0$ $K$ ), except for the two equilateral triangular bases assumed to behave as symmetry planes; all types of boundary conditions were imposed in an implicit way. The included medium is considered absorbing and emitting, but no scattering ( $\sigma_{s}=0 \mathrm{~m}^{-1}$ ), maintained at constant temperature ( $T_{m}=1000 \mathrm{~K}$ ); an absorption coefficient equal to unity ( $k_{\alpha}=1 \mathrm{~m}^{-1}$ ) was selected. For spatial discretization a mesh, composed of 10,989 nodes, 8,159 tetrahedra, 16,658 prisms and 15 pyramids, was employed, divided in two partitions for parallel processing (Figure 8.30). Two different angular resolutions were defined, resulting in the decomposition of the angular sphere in eight azimuthal - four polar angles and in sixteen azimuthal - four polar angles respectively. Pixelation method was selected instead of bold approximation for the mitigation of the overhang problem. The parameters of the simulation are included in Table 8.9.


Figure 8.29: Dimensions of the prismatic enclosure.
Table 8.9: Parameters of simulation (prismatic enclosure - first sub-case).

| Parameters |  |
| :---: | :---: |
| Absorption coefficient | $1 \mathrm{~m}^{-1}$ |
| Scattering coefficient | $0 \mathrm{~m}^{-1}$ |
| Wall emissivity | 1 |
|  | 10,989 nodes, |
| Grid density | 8,159 tetrahedra, |
|  | 16,658 prisms and |
|  | 15 pyramids |
| Number of partitions | 2 |
| Angular resolution | 8 azimuthal -4 polar and |
| Iterative scheme | 16 azimuthal -4 polar control angles |
| Computational system | Runge-Kutta method |



Figure 8.30: Employed grid (prismatic enclosure - first sub-case).

Additionally, in order to evaluate the contribution of the developed h-refinement methodology in accuracy improvement of the final steady-state solution, the initial grid was adapted employing a criterion, which targeted the nodes at the region of the bottom face; more specifically, the edges with endpoints with coordinate $y$ less than 0.05 m were marked. The derived adapted mesh consisted of 38,285 nodes, 11,522 tetrahedra, 66,976 prisms and 154 pyramids. Figure 8.31 illustrates the mesh density on the equilateral triangular base with coordinate $z$ equal to zero ( $z=0 \mathrm{~m}$ ) prior (left) and after (right) hrefinement; the division of the lower elements (prismatic and tetrahedral) into smaller ones can be identified.


Figure 8.31: Mesh density on an equilateral triangular base ( $z=0$ ) prior (left) and after (right) h-refinement (prismatic enclosure - first sub-case).


Figure 8.32: Distributions of dimensionless incident radiative heat flux along the $A-A$ line (initial grid, 8-4 angular resolution, prismatic enclosure - first sub-case).


Figure 8.33: Distributions of dimensionless incident radiative heat flux along the A-A line (initial grid, 16-4 angular resolution, prismatic enclosure - first sub-case).


Figure 8.34: Distributions of dimensionless incident radiative heat flux along the $A$-A line (adapted grid, 8-4 angular resolution, prismatic enclosure - first sub-case).

Figures 8.32-8.35 include the distributions of dimensionless incident radiative heat flux along the A-A line of the initial $(8.32,8.33)$ and the adapted grid $(8.34,8.35)$, derived by the $8-4$ (left) and $16-4$ (right) angular discretization as well as by all the available spatial schemes, compared with the exact and the computed ones of Man Young Kim et al. [Kim01]. As expected the denser angular resolution (16-4) produced more accurate results; nevertheless, implementing the incorporated higher-order accurate spatial
schemes reduced considerably this differentiation. In general, the second-order accurate schemes derived better results than the first-order one, while among them this accompanied by the Min-mod limiter appears to approximate more precisely the exact solution. Although the accuracy improvement gained by the h -refinement method is more obvious in the solution considering an $8-4$ angular resolution and a firstorder accurate spatial scheme, it contributed more or less to all the employed schemes. The aforementioned solutions were obtained after radiative intensity residual was decreased at least six orders of magnitude, while they required approximately two seconds per iteration for the first-order scheme and five seconds per iteration for the second-order ones, considering the initial mesh and the denser angular discretization. In case of the coarser angular resolution the temporal difference per iteration between the first- and the second-order scheme is decreased. Although the first-order scheme appears to be twice faster of the second-order ones, the radiative intensity convergence history per number of iterations, illustrated in Figure 8.36, reveals that the latter ones succeeded a greater convergence rate, as well as a more accurate solution.


Figure 8.35: Distributions of dimensionless incident radiative heat flux along the A-A line (adapted grid, 16-4 angular resolution, prismatic enclosure - first sub-case).

In order to assure that the derived differentiation between the previously encountered simulations, originates indeed from the upgrading of the spatial resolution with the implementation of the developed higher-order accurate spatial schemes, a very fine mesh was utilized, consisting of 225,151 nodes, 665,561 tetrahedra and 207,780 prisms. In Figure 8.37 this grid as well as the density on one of its equilateral triangular bases is illustrated.

The first- and the second-order accurate scheme coupled with the Min-mod limiter were implemented, along with both 8-4 and 16-4 angular resolutions. In Figures 8.38 and 8.39 the distributions of dimensionless incident radiative heat flux along the A-A line, derived by the aforementioned spatial accurate schemes and angular discretizations are presented, compared with the exact and the computed ones of Man Young Kim et al. [Kim01]. As expected, the differentiation between the results of the employed schemes is reduced considerably, especially for the 16-4 angular resolution, confirming in that way the enhancement of the proposed algorithm by the higher-order accurate spatial schemes.


Figure 8.36: Radiative intensity convergence history per iterations (initial grid, 16-4 angular resolution, prismatic enclosure - first sub-case).


Figure 8.37: Employed grid and its density on one of its equilateral triangular bases (prismatic enclosure - first sub-case).

The second three-dimensional sub-case concerns an absorbing, but no scattering ( $\sigma_{s}=0 \mathrm{~m}^{-1}$ ), medium assigned with an emissive radiative power of unity $\left(E=1 \mathrm{~W}^{3}\right)$, which corresponds to 64.80435 K ; three different absorption coefficients $k_{\alpha}$ were employed, namely $0.1,1.0$ and $10.0 \mathrm{~m}^{-1}$. All the walls are assumed black ( $\varepsilon_{w}=1$ ) and cold ( $T_{w}=0 \mathrm{~K}$ ), while the respective boundary conditions are imposed implicitly. The utilized mesh consists of 29,170 nodes, 81,217 tetrahedra and 26,100 prisms, while for parallel computation it was decomposed in four partitions (Figure 8.40). Angular discretization is achieved using 8 azimuthal and 8 polar angles, while pixelation method alleviates any arisen overhang problem. The parameters of this simulation are summarized in Table 8.10.

This sub-case is focused on the evaluation of the accuracy improvement, obtained by the incorporated h-refinement methodology. Therefore, the initial mesh was locally refined, employing the same to the previous sub-case criterion (bottom face region); the generated grid is composed of 78,822 nodes, 128,604 tetrahedra and 104,400 prisms. In Figure 8.41 the mesh density on one of its equilateral triangular bases is illustrated prior (left) and after (right) adaptation.


Figure 8.38: Distributions of dimensionless incident radiative heat flux along the $A-A$ line (very fine grid, 8-4 angular resolution, prismatic enclosure - first sub-case).


Figure 8.39: Distributions of dimensionless incident radiative heat flux along the $A-A$ line (very fine grid, 16-4 angular resolution, prismatic enclosure - first sub-case).

Table 8.10: Parameters of simulation (prismatic enclosure - second sub-case).

| Parameters |  |
| :---: | :---: |
| Absorption coefficient | $0.1,1.0,10.0 \mathrm{~m}^{-1}$ |
| Scattering coefficient | $0 \mathrm{~m}^{-1}$ |
| Wall emissivity | 1 |
|  | 29,170 nodes, |
| Grid density | 81,217 tetrahedra and |
|  | 26,100 prisms |
| Number of partitions | 4 |
| Angular resolution | 8 azimuthal -8 polar control angles |
| Iterative scheme | Runge-Kutta method |
| Computational system | DELL T7400 workstation with two Intel ${ }^{(\mathbb{R})}$ Xeon ${ }^{(\mathbb{R})}$-E5410 four-core |
|  | processors at 2.33 GHz |



Figure 8.40: Utilized mesh (prismatic enclosure - second sub-case).


Figure 8.41: Mesh density on an equilateral triangular base ( $z=0$ ) prior (left) and after (right) h-refinement (prismatic enclosure - second sub-case).

Figure 8.42 includes the distributions of dimensionless incident radiative heat flux along the half B-B line of the initial and refined mesh for the pre-mentioned values of absorption coefficient ( $k_{\alpha}=0.1,1.0$, $10.0 \mathrm{~m}^{-1}$ ), compared with the corresponding exact ones of Grissa et al. [Gri10]. The encountered simulations succeeded at least a four-order of residual decrease, requiring approximately two seconds per iteration for the initial mesh and five seconds for the refined one. As far as the runs with absorption coefficient values equal to 0.1 and $1.0 \mathrm{~m}^{-1}$ are concerned, no significant accuracy improvement is identified, except that values of intensity can be retrieved from the area very close to the cold walls. The situation is changing in case of absorption coefficient equal to $10.0 \mathrm{~m}^{-1}$; a difference in the same area between the two grids is clearly observed, revealing the potential of h-refinement for more accurate solutions, without the need to start from scratch the construction of a new finer grid. Although the accuracy improvement, obtained by grid adaptation, isn't so significant, compared to the one provided by the implementation of second-order accurate schemes, it can be proved helpful depending on the examined problem.


Figure 8.42: Distributions of dimensionless incident radiative heat flux along the half B-B line for different values of absorption coefficient (prismatic enclosure - second sub-case).

### 8.5. A cylindrical enclosure

This test case concerns radiative heat transfer in a cylindrical enclosure with the radius of each base equal to unity and height equal to 2 m , as this illustrated in Figure 8.43 [Sa104, Hun11, Lyg12b, Lyg14g]. Three different sub-cases were encountered on this enclosure, whose differences are focused on the type of medium (absorbing or scattering) as well as on the source surface generating heat transfer (medium or wall surface).

In the first sub-case, the included medium is considered absorbing and emitting, but no scattering, ( $\sigma_{s}=0$ ) held at constant temperature ( $T_{m}=100 \mathrm{~K}$ ); three different absorption coefficients $k_{\alpha}$ were employed, namely $0.1,1.0$ and $5.0 \mathrm{~m}^{-1}$. All the walls are assumed radiatively black ( $\varepsilon_{w}=1$ ) and cold ( $T_{w}=0 \mathrm{~K}$ ), while the corresponding boundary conditions were implemented explicitly (Dirichlet conditions). The utilized grid consists of 95,716 nodes, 447,436 tetrahedra and 30,352 prisms, while for parallel processing it was decomposed in twelve partitions; its boundary mesh density is presented in Figure 8.44. The angular
domain was divided by twelve azimuthal and twelve polar angles, while bold approximation was utilized to alleviate any possible overhang problem. The solution of non-time-dependent RTE with iterative approximations and a first-order accurate spatial scheme was performed on a DELL T7500 workstation with two Intel ${ }^{(\mathrm{R})}$ Xeon ${ }^{(\mathrm{R})}$ - X 5650 six-core processors at 2.67 GHz , succeeding a final radiative intensity residual equal to $1.0 E-9$. The parameters of these runs are included in Table 8.11. Figure 8.45 illustrates the extracted distributions of dimensionless incident radiative heat flux along the A-A line (cylinder lateral surface), compared with those obtained by the corresponding three-dimensional cell-centered finite-volume algorithm of Salah et al. [Sal04]. A satisfactory agreement between the computed and reference results for all the employed absorption coefficients can be identified; as expected an increase to the value of this coefficient leads to an increased blackbody term of RTE and consequently to an increased incident radiative heat flux. Independently of the absorption coefficient value, a rapid decrease of the exiting flux is observed near the circular bases, due to the neighbouring cold walls.


Figure 8.43: Dimensions of cylindrical enclosure.
Table 8.11: Parameters of simulation (cylindrical enclosure - first sub-case).

| Parameters |  |
| :---: | :---: |
| Absorption coefficient | $0.1,1.0,5.0 \mathrm{~m}^{-1}$ |
| Scattering coefficient | $0 \mathrm{~m}^{-1}$ |
| Wall emissivity | 1 |
|  | 95,716 nodes, |
| Grid density | 447,436 tetrahedra and |
|  | 30,352 prisms |
| Number of partitions | 12 |
| Angular resolution | 12 azimuthal -12 polar control angles |
| Iterative scheme | Iterative approximations |
| Computational system | DELL T7500 workstation with two Inte ${ }^{(\mathbb{R})}$ Xeon ${ }^{(R)}$-X5650 six-core |
| processors at 2.67 GHz |  |



Figure 8.44: Utilized grid (cylindrical enclosure - first and second sub-case).


Figure 8.45: Distributions of dimensionless incident radiative heat flux along the $A-A$ line for different values of absorption coefficient (cylindrical enclosure - first sub-case).

For the second sub-case, the enclosure is filled with a purely scattering medium $\left(k_{\alpha}=0 \mathrm{~m}^{-1}, \sigma_{s}=1 \mathrm{~m}^{-1}\right)$ instead, maintained cold ( $T_{m}=0 \mathrm{~K}$ ); an isotropic and a forward anisotropic ( F 2 ) scattering function was employed for the validation of scattering capability of the developed methodology. All the walls are considered black ( $\varepsilon_{w}=1$ ); the circular bases are assumed cold ( $T_{w b}=0 K$, while the lateral surface at constant temperature ( $T_{w l}=100 \mathrm{~K}$ ). Radiative intensity at walls was explicitly imposed (Dirichlet boundary conditions), while the steady (non time-dependent) RTE was solved with iterative approximations along with a first-order accurate spatial scheme. The same to the previous sub-case spatial (grid) and angular
(12 azimuthal - 12 polar control angles along with bold approximation) resolution was employed on the same computational system, deriving a radiative intensity residual equal to $1.0 E-6$ in approximately $\sim 6.5 E-5 s$ per iteration and number of DoF's (anisotropic scattering run). The parameters of this simulation are summarized in Table 8.12.

Table 8.12: Parameters of simulation (cylindrical enclosure - second sub-case).

| Parameters |  |
| :---: | :---: |
| Absorption coefficient | $0 \mathrm{~m}^{-1}$ |
| Scattering coefficient | $1 \mathrm{~m}^{-1}$ |
| Wall emissivity | 1 |
| Grid density | 95,716 nodes, |
|  | 447,436 tetrahedra and |
|  | 30,352 prisms |
| Number of partitions | 12 |
| Angular resolution | 12 azimuthal -12 polar control angles |
| Iterative scheme | Iterative approximations |
| Computational system | DELL T7500 workstation with two Intel ${ }^{(\mathbb{R})}$ Xeon ${ }^{(\mathbb{R})}$-X5650 six-core |
| processors at 2.67 GHz |  |

Figure 8.46 includes the obtained distributions of dimensionless incident radiative heat flux along the B-B line (half base surface) for an isotropically and anisotropically scattering medium, compared with the corresponding ones provided by the study of Salah et al. [Sal04]. As expected, the forward anisotropic scattering function (F2) produces higher values of exiting intensity, comparing to the isotropic one, as it enables greater diffusion. Computed and reference incident radiation fluxes compare satisfactorily, indicating the good potential of the developed algorithm for such simulations.


Figure 8.46: Distributions of dimensionless incident radiative heat flux along the $B-B$ line for isotropically and anisotropically scattering medium (cylindrical enclosure - second sub-case).

Additionally, in order to assess the parallelization strategy incorporated in the present solver, similar to the previous case runs (concerning an anisotropically scattering medium) were performed on the same computational system, utilizing two, four, and eight processors; in Figure 8.47 the derived speedup/number of processors distribution is illustrated. As the number of employed processors increases a deviation between the ideal and the achieved performance is observed, deriving from the increase of communication load. Nevertheless, it is an acceptable deviation, which can be further improved if the proposed methodology is applied to larger scale problems with more DoF's.


Figure 8.47: Scalability of parallel implementation (anisotropic scattering, cylindrical enclosure - second sub-case).


Figure 8.48: Employed mesh (cylindrical enclosure - third sub-case).
The third sub-case concerning radiative heat transfer in a cylindrical enclosure, was encountered mainly for the evaluation of the developed spatial/angular agglomeration multigrid methodology. The included absorbing and isotropically scattering medium is maintained cold ( $T_{m}=0 \mathrm{~K}$ ), while runs with different values of scattering albedo were performed ( $\beta=1 \mathrm{~m}^{-1}, \omega=0.1-1.0$ ). All the walls are considered black ( $\varepsilon_{w}=1$ ), while their radiative intensity is computed implicitly; the circular bases are assumed cold $\left(T_{w b}=0 \mathrm{~K}\right)$, while the lateral surface exhibits a constant unity heating power $\left(E_{\text {lateral }}=1 \mathrm{~W} / \mathrm{m}^{2}\right.$ corresponding to 64.80435 K ). The employed grid consists of 55,572 nodes, 131,731 tetrahedra and 61,040 prisms, while
for parallel processing, it was decomposed in four partitions; its boundary mesh density is presented in Figure 8.48. The angular sphere was divided by sixteen azimuthal and eight polar angles, while the pixelation method was used to mitigate any overhang problem. The solution of the time-dependent RTE with the Runge-Kutta method, applying a first-order accurate spatial scheme, was performed on a workstation equipped with an AMD $\mathrm{FX}^{(\mathrm{tm})}-8350$ eight-core processor at 4.00 GHz . The parameters of this simulation are included in Table 8.13.

Table 8.13: Parameters of simulation (cylindrical enclosure - third sub-case).

| Parameters |  |
| :---: | :---: |
| Absorption coefficient | $0-1 \mathrm{~m}^{-1}$ |
| Scattering coefficient | $0-1 \mathrm{~m}^{-1}$ |
| Wall emissivity | 1 |
|  | 55,572 nodes, |
| Grid density | 131,731 tetrahedra and |
|  | 61,040 prisms |
| Number of partitions | 4 |
| Angular resolution | 16 azimuthal -8 polar control angles |
| Iterative scheme | Runge-Kutta method |
| Computational system | Workstation with an AMD FX $\mathrm{FX}^{(\mathrm{tm})}-8350$ eight-core processor at 4.0 |

Figure 8.49 includes the obtained distributions of dimensionless incident radiative heat flux along the A-A line for scattering albedo $\omega$ equal to 0.1 and 1.0 . The value of normalized heat flux has a minimum at the midplane ( $z=1 \mathrm{~m}$ ), where the effects of cold bases are minimized. Although a first-order accurate spatial scheme was employed, the derived results are close enough with the corresponding ones obtained by the finite-volume algorithm of Hunter and Guo [Hun11].


Figure 8.49: Distributions of dimensionless incident radiative heat flux along the $A-A$ line for values 0.1 and 1.0 of scattering coefficient (cylindrical enclosure - third sub-case).

In order to implement the developed multigrid methodology, three coarser meshes were generated via isotropic agglomeration, at each of which the included DoF's were reduced about four times; in Figure
8.50 the boundary density of the initial and agglomerated control volume grids is illustrated. Similarly, angular agglomeration was performed, deriving a coarser angular resolution, including eight azimuthal and four polar angles.

Only the spatial agglomeration multigrid scheme was implemented in the simulation considering the medium with 0.1 scattering albedo, due to the reduced radiation exchange between different solid control angles. Figure 8.51 includes the radiative intensity convergence history, as well as the corresponding convergence rate, per number of iterations/cycles and time of the multigrid scheme (S4A1), compared to those of the single-grid one (S1A1). Considering the depicted temporal speed-up coefficient, computed for a residual value of $1.0 E-8$, the multigrid run converged more than twice faster than the single-grid one; because of the absence of symmetry and reflecting surfaces as well as of the small value of the scattering coefficient, the produced rate is assumed relatively satisfactory.


Figure 8.50: Initial and agglomerated control volume grids (cylindrical enclosure - third sub-case).



Figure 8.51: Radiative intensity convergence history per iterations/cycles and time $\left(k_{a}=0.9 \mathrm{~m}^{-1}, \sigma_{s}=0.1 \mathrm{~m}^{-1}, \omega=0.1\right.$, $\varepsilon_{w}=1$, cylindrical enclosure - third sub-case).

For the second simulation regarding a medium with a unit scattering albedo, various multigrid schemes (S1A3, S4A1 and S4A2) were implemented besides the single-grid one (S1A1). Figure 8.52 includes the corresponding convergence histories (per iterations/cycles and computation time) and speedup coefficients, the latter computed for final residual equal to $1.0 E-8$; the significant contribution of spatial agglomeration as well as the negligible one of angular fusion is revealed. However, if these rates are re-computed for a value of residual equal to $1.0 E-6$, a considerable increase is observed; more specifically this re-calculation results in $\sim 1.37$ for S1A3, $\sim 3.24$ for S4A1 and $\sim 3.41$ for S4A2. Considering that a decrease in residual of three orders of magnitude is usually enough for the extraction
of the required incident radiative heat flux distributions, the contribution of angular agglomeration appears to be non-trivial, especially in case the combined spatial/angular scheme is selected.

Finally, dummy runs, regarding semi-reflecting surfaces with wall emissivity $\varepsilon_{w}$ equal to 0.5 , were performed with the single-grid (S1A1) and various multigrid schemes (S1A3, S4A1 and S4A2), in order to examine the effect of reflectivity. In Figure 8.53 the multigrid convergence histories and acceleration coefficients are illustrated, compared to this of the non-multigrid one; the maximum obtained speed-up coefficient in time for a residual equal to $1.0 E-8$ is $\sim 3.3$, derived by the nested spatial/angular scheme (S4A2). Re-computing this rate for a higher but simultaneously sufficient residual equal to $1.0 E-6$, provides an even higher value of $\sim 4.3$, indicating the enhancement of the present solver by the incorporated angular agglomeration multigrid methodology.


Figure 8.52: Radiative intensity convergence history per iterations/cycles and time ( $k_{a}=0 \mathrm{~m}^{-1}, \sigma_{s}=1.0 \mathrm{~m}^{-1}, \omega=1.0$, $\varepsilon_{w}=1$, cylindrical enclosure - third sub-case).


Figure 8.53: Radiative intensity convergence history per iterations/cycles and time ( $k_{a}=0 \mathrm{~m}^{-1}, \sigma_{s}=1.0 \mathrm{~m}^{-1}, \omega=1.0$, $\varepsilon_{w}=0.5$, cylindrical enclosure - third sub-case).

### 8.6. A hemi-cylindrical enclosure

In this test case radiative heat transfer is predicted in a hemi-cylindrical enclosure, as this illustrated in Figure $8.54[\operatorname{Kim} 08, \operatorname{Lyg} 13 \mathrm{c}]$. All the walls are assumed black $\left(\varepsilon_{w}=1\right)$ and cold ( $T_{w}=0 \mathrm{~K}$ ), except for the two half-circular bases in which symmetry boundary conditions are imposed; for the computation of radiative intensity on these surfaces the implicit treatment was selected. The included medium is considered absorbing and emitting, but no scattering ( $\sigma_{s}=0 \mathrm{~m}^{-1}$ ), while it is maintained at constant temperature ( $T_{m}=1000 \mathrm{~K}$ ); three different absorption coefficients $k_{\alpha}$ were employed, namely $0.1,1.0$ and $10.0 \mathrm{~m}^{-1}$. The used mesh consists of 18,217 nodes, 53,658 tetrahedra, and 14,424 prisms, while for
parallel processing it was decomposed in two sub-domains; Figure 8.55 includes the utilized grid as well as the boundary density on one of its half-circular bases. Angular discretization is succeeded by dividing the directional domain in sixteen azimuthal and four polar angles, while the effects of overhang problem are subdued by the pixelation approach.

Table 8.14: Parameters of simulation (hemi-cylindrical enclosure).

| Parameters |  |
| :---: | :---: |
| Absorption coefficient | $0.1,1.0,10.0 \mathrm{~m}^{-1}$ |
| Scattering coefficient | $0 \mathrm{~m}^{-1}$ |
| Wall emissivity | 1 |
| Grid density | 18,217 nodes, |
|  | 53,658 tetrahedra and |
|  | 14,424 prisms |
| Number of partitions | 2 |
| Angular resolution | 16 azimuthal -4 polar control angles |
| Iterative scheme | Runge-Kutta method |
| Computational system | DELL T7400 workstation with two Intel ${ }^{(\mathbb{R})} \mathrm{Xeon}^{(\mathbb{R})}$-E5410 four-core |
| processors at 2.33 GHz |  |

The solution of the time-dependent RTE with the Runge-Kutta method, applying all the available second-order accurate spatial schemes besides the first-order one, was performed on a DELL T7400 workstation with two Intel ${ }^{(\mathrm{R})}$ Xeon ${ }^{(\mathrm{R})}$-E5410 four-core processors at 2.33 GHz . The parameters of this test case are summarized in Table 8.14. Figure 8.56 illustrates the obtained distributions of dimensionless incident radiative heat flux along the A-B line (Figure 8.54) by all the performed simulations (various spatial schemes and absorption coefficients), compared with the corresponding computed ones provided in the work of Man Young Kim et al. [Kim08]. Between the results of runs with absorption coefficient equal to $0.1 \mathrm{~m}^{-1}$ but different spatial schemes, no difference can be identified. However for the rest simulations a deviation between the first- and the second-order accurate spatial schemes can be clearly distinguished. In all simulations, the results were extracted after radiative intensity residual was decreased at least seven orders of magnitude, requiring approximately twenty three minutes for the first-order accurate scheme and thirty four minutes for the second-order ones.


Figure 8.54: Dimensions of hemi-cylindrical enclosure.


Figure 8.55: Employed grid and its density on symmetry surface (hemi-cylindrical enclosure).


Figure 8.56: Distributions of dimensionless incident radiative heat flux along the $A-B$ line for various values of absorption coefficient (hemi-cylindrical enclosure).

### 8.7. An L-shaped enclosure

An L-shaped enclosure, being illustrated in Figure 8.57, including an absorbing and emitting, but no scattering medium ( $\sigma_{s}=0 \mathrm{~m}^{-1}$ ), held at a constant temperature ( $T_{m}=1000 \mathrm{~K}$ ), is studied in this section [Ta105, Lyg13c]; three different absorption coefficients $k_{\alpha}$ were assumed, namely $0.5,1.0$ and $2.0 \mathrm{~m}^{-1}$. All the walls are considered black $\left(\varepsilon_{w}=1\right)$ with a constant temperature ( $T_{w}=500 \mathrm{~K}$ ); for the computation of radiative intensity on these surfaces the implicit treatment was selected. The utilized tetrahedral mesh is composed of 18,130 nodes and 96,010 tetrahedra, while for parallel solution of the time-dependent RTE with the Runge-Kutta method it was divided in two partitions; Figure 8.58 includes the employed grid as well as the boundary density on the surface with A-B line. The directional sphere was divided by eight azimuthal and four polar angles, while pixelation method was implemented to alleviate the effects of overhang problem. Simulations for all the incorporated spatial schemes were performed on a DELL T7400 workstation with two Intel ${ }^{(\mathrm{R})}$ Xeon ${ }^{(\mathrm{R})}$-E5410 four-core processors at 2.33 GHz , requiring approximately five minutes for the first-order accurate scheme and fifteen minutes for the second-order ones to decrease the radiative intensity residual at least nine orders of magnitude. The parameters of these runs are included in Table 8.15.


Figure 8.57: Dimensions of L-shaped enclosure.
In Figure 8.59 the extracted distributions of incident radiative heat flux $\left(Q_{y}\right.$ in $\left.\mathrm{kW} / \mathrm{m}^{2}\right)$ along the A-B line are presented for all the employed spatial schemes and values of absorption coefficient, compared to the corresponding computed ones provided in the paper of Talukdar et al. [Ta105]; a satisfactory agreement is achieved in general. Independently of the value of absorption coefficient, a significant improvement in accuracy of the exiting fluxes is obvious for the runs utilizing the second-order accurate spatial approaches; the deviation from the distribution of the first-order scheme increases with the increase of absorption coefficient. A slight flux overestimation can be identified in the distribution of the simple second-order scheme (without limiting) unlike the schemes coupled with the slope limiters (VAVL and Min-mod), due to the unbounded reconstructed values of radiative intensity. Nevertheless, the potential of all the developed higher-order accurate schemes for improved accuracy, even in very coarse spatial resolutions, such as in this test case, is demonstrated.

Table 8.15: Parameters of simulation (L-shaped enclosure).

| Parameters |  |
| :---: | :---: |
| Absorption coefficient | $0.5,1.0,2.0 \mathrm{~m}^{-1}$ |
| Scattering coefficient | $0 \mathrm{~m}^{-1}$ |
| Wall emissivity | 1 |
| Grid density | 18,130 nodes and |
| Number of partitions | 96,010 tetrahedra |
| Angular resolution | 2 |
| Iterative scheme | 8 azimuthal -4 polar control angles |
| Computational system | Runge-Kutta method |



Figure 8.58: Employed grid and its density on the surface with A-B line (L-shaped enclosure).

### 8.8. A J-shaped enclosure

Radiative heat transfer in a J-shaped enclosure, being illustrated in Figure 8.60, is examined in this section [ $\operatorname{Kim} 08$, Lyg 13b]. It is filled with an absorbing and emitting $\left(k_{a}=0.01 \mathrm{~m}^{-1}\right)$, but no scattering ( $\sigma_{s}=0$ $m^{-1}$ ), cold medium ( $T_{m}=0 \mathrm{~K}$ ), while its walls are assumed black $\left(\varepsilon_{w}=1\right)$ and cold ( $T_{w}=0 K$ ), except for the upper surface at $y=2.4 \mathrm{~m}$ held at constant temperature of 100 K and the two bases at $z=0 \mathrm{~m}$ and $z=1 \mathrm{~m}$ for which symmetry boundary conditions are considered; boundary conditions are implemented implicitly. The employed grid includes 4,040 nodes, 11,132 tetrahedra and 2,800 prisms, while for parallel processing it was decomposed in two sub-domains; Figure 8.61 presents the utilized grid as well as the boundary density on one of its mirroring surfaces.

For angular discretization, a relatively fine resolution of thirty azimuthal and four polar angles was selected, due to the significant ray effect encountered; pixelation method was used to subdue the effects
of the overhang problem. Iterative solution of the time-dependent RTE for all the available spatial schemes was obtained with the implementation of Runge-Kutta method on a DELL T7400 workstation with two Intel ${ }^{(\mathrm{R})}$ Xeon ${ }^{(\mathrm{R})}$-E5410 four-core processors at 2.33 GHz ; it required approximately five minutes for the first-order scheme and fourteen minutes for the second-order ones, to achieve a four-order magnitude decrease of radiative intensity residual. The parameters of this test case are summarized in Table 8.16.


Figure 8.59: Distributions of incident radiative heat flux along the $A-B$ line for various values of absorption coefficient (L-shaped enclosure).

Table 8.16: Parameters of simulation (J-shaped enclosure).

| Parameters |  |
| :---: | :---: |
| Absorption coefficient | $0.01 \mathrm{~m}^{-1}$ |
| Scattering coefficient | $0 \mathrm{~m}^{-1}$ |
| Wall emissivity | 1 |
| Grid density | 4,040 nodes, |
|  | 11,132 tetrahedra |
| and 2,800 prisms |  |



Figure 8.60: Dimensions of J-shaped enclosure.


Figure 8.61: Utilized grid and its density on the symmetry surface (J-shaped enclosure).
Figure 8.62 illustrates the distribution of dimensionless incident radiative heat flux along the ABCD line $(z=0.5 \mathrm{~m})$ (Figure 8.60) for all the employed spatial schemes, compared with the computed ones of Man Young Kim et al. using two-dimensional triangular and polygonal meshes [Kim08]. Similarly to previous test cases, a deviation between the results of the first- and second-order runs is identified; this difference is more clearly distinguished in the areas near the points A, B and C. Moreover, the simple second-order scheme appears to mispredict slightly the exited fluxes in specific regions (e.g., near point B), comparing its results with those of the schemes enhanced with limiters. Nevertheless, the potential of all the developed higher-order schemes for improved accuracy of the final steady-state solution is revealed in this test case, despite the relatively coarse density of the utilized grid.

### 8.9. A hexahedral enclosure with trapezoidal bases

Another quasi-3D test case concerns radiative heat transfer in a hexahedral enclosure with trapezoidal bases; its dimensions are illustrated in Figure 8.63 [Mur98c, Lyg12a, Lyg13b]. Two sub-
problems were modelled for this enclosure, employing the time-dependent RTE along with the RungeKutta method on a DELL T7400 workstation with two Intel ${ }^{(\mathrm{R})}$ Xeon ${ }^{(\mathbb{R})}$-E5410 four-core processors at 2.33 GHz.


Figure 8.62: Distributions of dimensionless incident radiative heat flux along the ABCD line for various spatial schemes (J-shaped enclosure).


Figure 8.63: Dimensions of hexahedral enclosure with trapezoidal bases.

In the first sub-problem, the walls are assumed radiatively black $\left(\varepsilon_{w}=1\right)$ and cold ( $T_{w}=0 K$ ), except for the two trapezoidal bases at $z=0 \mathrm{~m}$ and $z=1 \mathrm{~m}$ for which symmetry boundary conditions are imposed; radiative intensity on all the surfaces is implicitly obtained. The included medium is considered absorbing and emitting $\left(k_{\alpha}=1 \mathrm{~m}^{-1}\right)$, but no scattering $\left(\sigma_{s}=0 \mathrm{~m}^{-1}\right)$, held at constant temperature of 100 K . The spatial field is discretized with a mesh composed of 8,507 nodes, 12,608 tetrahedra 10,754 prisms and 28 pyramids, while for parallel processing it was divided in two partitions; Figure 8.64 presents the utilized grid as well as the boundary density on one of its mirroring surfaces. Angular discretization is obtained with sixteen azimuthal and four polar angles, while pixelation method is employed to alleviate overhang problem and increase accuracy of the final steady-state solution. The parameters of this sub-case are contained in Table 8.17.


Figure 8.64: Utilized grid and its density on the symmetry surface (hexahedral enclosure with trapezoidal bases first sub-case).

Table 8.17: Parameters of simulation (hexahedral enclosure with trapezoidal bases - first sub-case).

| Parameters |  |
| :---: | :---: |
| Absorption coefficient | $1 \mathrm{~m}^{-1}$ |
| Scattering coefficient | $0 \mathrm{~m}^{-1}$ |
| Wall emissivity | 1 |
|  | 8,507 nodes, |
| Grid density | 12,608 tetrahedra |
|  | 10,754 prisms and |
|  | 28 pyramids |
| Number of partitions | 2 |
| Angular resolution | 16 azimuthal - 4 polar control angles |
| Iterative scheme | Runge-Kutta method |
| Computational system | DELL T7400 workstation with two Intel ${ }^{(\mathbb{R})} \mathrm{Xeon}^{(\mathbb{R})}$-E5410 four-core |

In Figures 8.65 to 8.68 the distributions of extracted dimensionless incident radiative heat flux along the $\mathrm{AB}, \mathrm{BC}, \mathrm{CD}$ and DA lines $(z=0.5 \mathrm{~m})$ (Figure 8.63) for all the available spatial schemes are illustrated, compared with the corresponding exact ones of Murthy and Mathur [Mur98c]. They were extracted after radiative intensity residual was decreased at least four orders of magnitude; approximately two and five seconds per iteration were required for the first- and second-order schemes respectively. As expected the higher-order runs derived more accurate results than the first-order one; moreover, those ones which are coupled with limiting functions managed to avoid the flux under-prediction near the cold wall boundaries, produced by the unlimited second-order scheme.


Figure 8.65: Distributions of dimensionless incident radiative heat flux along the $A B$ line (hexahedral enclosure with trapezoidal bases - first sub-case).


Figure 8.66: Distributions of dimensionless incident radiative heat flux along the BC line (hexahedral enclosure with trapezoidal bases - first sub-case).

In the second sub-problem the same behavior is assumed for the medium and the walls, except for the value of absorption coefficient; three different values are imposed, namely, $k_{\alpha}=0.1,1.0$ and $10.0 \mathrm{~m}^{-1}$. Similarly to the first sub-case boundary conditions are implicitly treated, but only a first-order accurate scheme is applied. The employed mesh includes 22,788 nodes, 53,692 tetrahedra and 23,184 prisms, while for parallel computation it was divided in two sub-domains; its boundary density is presented in

Figure 8.69. The division of angular field was achieved using twenty azimuthal and eight polar angles, while pixelation method was selected to manage the overhang problem. The parameters of this sub-case are summarized in Table 8.18.


Figure 8.67: Distributions of dimensionless incident radiative heat flux along the CD line (hexahedral enclosure with trapezoidal bases - first sub-case).


Figure 8.68: Distributions of dimensionless incident radiative heat flux along the DA line (hexahedral enclosure with trapezoidal bases - first sub-case).

The validation of the contribution of the developed grid adaptation methodology in accuracy improvement was the main goal of this sub-case. Therefore, the initial mesh was refined implementing a
criterion, which targeted the region up to 0.1 m away from the cold boundaries; as a result a new grid was derived, composed of 83,305 nodes, 184,522 tetrahedra and 92,736 prisms. However, as the solution, extracted by the run combining the refined mesh and a value of absorption coefficient equal to $10.0 \mathrm{~m}^{-1}$ wasn't satisfactory, especially at the areas near the lower cold corners, an additional h-refinement was applied, producing a mesh with 190,771 nodes, 428,159 tetrahedra and 217,812 prisms. Figure 8.70 illustrates the mesh density on the mirroring surface $(z=0 \mathrm{~m})$ prior and after the first and second h refinement.


Figure 8.69: Boundary density of utilized grid (hexahedral enclosure with trapezoidal bases - second sub-case).
Table 8.18: Parameters of simulation (hexahedral enclosure with trapezoidal bases - second sub-case).

| Parameters |  |
| :---: | :---: |
| Absorption coefficient | $0.1,1.0$ and $10.0 \mathrm{~m}^{-1}$ |
| Scattering coefficient | $0 \mathrm{~m}^{-1}$ |
| Wall emissivity | 1 |
|  | 22,788 nodes, |
| Grid density | 53,692 tetrahedra and |
|  | 23,184 prisms |
| Number of partitions | 2 |
| Angular resolution | 20 azimuthal -8 polar control angles |
| Iterative scheme | Runge-Kutta method |
| Computational system | DELL T7400 workstation with two Intel ${ }^{(\mathrm{R})} \mathrm{Xeon}$ |
|  |  |
| processors at 2.33 GHz |  |



Figure 8.70: Mesh density on the mirroring surface ( $\mathrm{z}=0 \mathrm{~m}$ ) prior and after the first and second $h$-refinement (hexahedral enclosure with trapezoidal bases - second sub-case).

Figure 8.71 contains the distributions of dimensionless incident radiative heat flux along the A-B line (Figure 8.63) for the three different values of absorption coefficient with the initial and the refined
meshes, compared with the corresponding exact ones of Murthy and Mathur [Mur98c]. They were extracted after radiative intensity residual was decreased at least five orders of magnitude; approximately twelve seconds per iteration were required for the initial mesh, while after the first and second grid adaptation each iteration lasted about thirty and sixty seconds respectively. As far as the accuracy improvement is concerned, no obvious difference can be identified between the runs with absorption coefficient equal to $0.1 \mathrm{~m}^{-1}$. For the remaining ones the situation is different; the difference between the initial and the refined grids is evident, revealing h-refinement potential to produce more accurate solutions, without the need to start from the very beginning the construction of a new finer grid. Although the improvement, provided by grid adaptation, isn't so important, compared to the one obtained by the second-order accurate schemes, it can be proved a viable tool, depending on the examined problem.


Figure 8.71: Distributions of dimensionless incident radiative heat flux along the $A-B$ line for three different values of absorption coefficient, employing the initial and the refined meshes (hexahedral enclosure with trapezoidal bases - second sub-case).

### 8.10. A cubic enclosure with three baffles

In this test case radiative heat transfer in a cubic enclosure with three baffles is considered [Coe98, Lyg13b, Lyg14g]; its dimensions are illustrated in Figure 8.72. It is filled with an absorbing and emitting but non-scattering medium $\left(k_{a}=0.1 \mathrm{~m}^{-1}, \sigma_{s}=0 \mathrm{~m}^{-1}\right)$ with a constant heating power $E_{m}$ equal to $10 \mathrm{~W} / \mathrm{m}^{3}$. Its walls as well as the baffles are assumed black $\left(\varepsilon_{w}=1\right)$ with a constant heating energy equal to unity ( $E_{w}=1$ $W / m^{2}$ ), except for the faces normal to the $z$-direction, at which symmetry boundary conditions are implemented; radiative intensity on all the surfaces is implicitly obtained.

The utilized mesh consists of 46,198 nodes, 58,624 tetrahedra and 66,024 prisms, while for parallel processing it was decomposed in two sub-domains; Figure 8.73 illustrates the employed grid as well as the boundary density on one of its mirroring surfaces. Angular discretization was obtained with twenty four azimuthal and four polar angles, while the effects, derived by the overlapping of control angles and faces of control volumes, were subdued by the pixelation method. In order to implement the developed multigrid methodology, three coarser meshes were generated via isotropic agglomeration, at each of which the included DoF's were reduced approximately four times; in Figure 8.74 the boundary density of the initial and agglomerated control volumes is presented. Similarly, angular agglomeration was
performed, deriving a coarser directional resolution, including twelve azimuthal and two polar angles. The solution of time-dependent RTE with the Runge-Kutta method, applying a first- and second-order accurate spatial scheme coupled with Min-mod limiter, was performed on a workstation equipped with an AMD FX ${ }^{(\mathrm{tm})}-8120$ eight-core processor at 3.1 GHz ; besides multigrid simulations, single-grid ones were performed for the evaluation of the corresponding scheme. The parameters of these runs are included in Table 8.19.


Figure 8.72: Dimensions of cubic enclosure with three buffles.
Figure 8.75 illustrates the contours of average radiative heat flux $G$ derived by the run with the second-order scheme, while Figure 8.76 includes the obtained distributions of incident radiative heat flux along the ABCD line (Figure 8.72) for runs with both schemes, compared with the corresponding computed with Z-M (Zone-Method) ones of Coelho et al. [Coe98]. As expected, the results extracted with the higher-order method are more close to the reference ones, especially along the line AB , comparing to those obtained by the first-order accurate simulation.


Figure 8.73: Employed mesh and its density on one of its symmetry surfaces (cubic enclosure with three buffles).


Figure 8.74: Initial and agglomerated control volume grids (cubic enclosure with three buffles).
Table 8.19: Parameters of simulation (cubic enclosure with three buffles).

|  | Parameters |
| :---: | :---: |
| Absorption coefficient | $0.1 \mathrm{~m}^{-1}$ |
| Scattering coefficient | $0 \mathrm{~m}^{-1}$ |
| Wall emissivity | 1 |
|  | 46,198 nodes, |
| Grid density | 58,624 tetrahedra and |
|  | 66,024 prisms |
| Number of partitions | 2 |
| Number of spatial multigrid levels | $1-4$ |
| Angular resolution | 24 azimuthal and |
| Number of angular multigrid levels | 4 polar control angles |
| Iterative scheme | $1-2$ |
| Computational system | Wunge-Kutta method |
|  | Workstation with an AMD FX |
| at 3.1 GHz$)-8120$ eight-core processor |  |



Figure 8.75: Contours of average radiative heat flux G, obtained by the second-order accurate run (cubic enclosure with three buffles).


Figure 8.76: Distributions of incident radiative heat flux along the ABCD line for different spatial schemes (cubic enclosure with three buffles).

Only spatial agglomeration multigrid method (S4A1) was employed for the acceleration of the subproblem with first-order spatial accuracy as the angular one was revealed to contribute negatively. Figure 8.77 includes the radiative intensity convergence history per number of iterations/cycles and computation time, compared with those of a single-grid run (S1A1); an iteration and temporal speed-up coefficient equal to $\sim 2.65$ and $\sim 1.8$ respectively was achieved for a final residual equal to $1.0 E-6$. Different multigrid
schemes (S1A2, S4A1 and S4A2) were implemented along with the higher-order accurate spatial method, resulting in the corresponding convergence histories per iterations and time, presented in Figure 8.78; the nested spatial/angular scheme results in a slightly faster solution than the simple spatial one, while similarly the angular method in a slightly faster run than the single-grid one. Thus, the small contribution of the angular multigrid method is confirmed once more for test cases with no medium scattering and wall reflection.


Figure 8.77: Radiative intensity convergence history per iterations/cycles and time (first-order scheme, cubic enclosure with three buffles).


Iterations/Cycles


Figure 8.78: Radiative intensity convergence history per iterations/cycles and time (second-order scheme, cubic enclosure with three buffles).

An additional (multigrid and single-grid) simulation was made with the aforementioned enclosure, assuming the same parameters, except for the value of wall emissivity of walls $\left(\varepsilon_{w}=0.8\right)$ and baffles ( $\varepsilon_{w b}=0.6$ ) (gray walls). Figure 8.79 contains the obtained distributions of incident radiative heat flux along the ABCD line for runs with both schemes (first- and second-order accurate with Min-mod limiter), compared to the corresponding ones computed with Z-M (Zone-Method) of Coelho et al. [Coe98]; similarly to previous runs (with black walls), the results derived by the higher-order method agree more with the reference ones. Only the spatial multigrid method (S4A1) was employed again along with the first-order accurate scheme due to the absence of medium scattering and wall reflection. Figure 8.80 illustrates the radiative intensity convergence history per number of iterations/cycles and wall-clock computation time, compared to those of a single-grid run (S1A1); an increased time speed-up coefficient $(\sim 2.34)$ for a final residual equal to $1.0 E-6$ was obtained, compared to the corresponding one of the subcase with black walls ( $\sim 1.80$ ), due to the increased radiation transfer between the solid control angles,
imposed by the increased values of wall reflectivity. Different multigrid schemes (S1A2, S4A1 and S4A2) were applied along with the higher-order method, deriving the corresponding convergence histories per iterations and time, presented in Figure 8.81. Similarly to the runs with black walls, the contribution of angular acceleration method appears to be relatively unimportant; nevertheless, an increased time speed-up coefficient is succeeded for all multigrid schemes, with a maximum value of $\sim 3.02$ obtained by the nested four-level spatial/two-level angular scheme (S4A2).


Figure 8.79: Distributions of incident radiative heat flux along the ABCD line for different spatial schemes (gray walls, cubic enclosure with three buffles).


Figure 8.80: Radiative intensity convergence history per iterations/cycles and time (first-order scheme, gray walls, cubic enclosure with three buffles).

### 8.11. An annular sector

Another problem examined mainly for the validation of the developed multigrid methodology, concerns radiative heat transfer in a black $\left(\varepsilon_{w}=1\right)$ annular sector with thickness of 0.5 m , length equal to unity $(L=1 \mathrm{~m})$ and angular extent $\varphi$ of $60^{\circ}$, as illustrated in Figure 8.82 [Bae98b, Lyg12a, Lyg14g]. The
medium as well as all the walls are considered cold ( $T_{m}=0 \mathrm{~K}, T_{w}=0 \mathrm{~K}$ ), except for the inner surface, maintained at constant temperature of 100 K ; boundary conditions are implemented implicitly. Two subcases were examined regarding different medium features; for the first one the medium is assumed absorbing and emitting, but non-scattering ( $k_{a}=1 \mathrm{~m}^{-1}, \sigma_{s}=0 \mathrm{~m}^{-1}, \omega=0$ ), while for the second one it is assumed to be isotropically scattering $\left(k_{a}=0.5 \mathrm{~m}^{-1}, \sigma_{s}=0.5 \mathrm{~m}^{-1}, \omega=0.5\right)$. The employed grid consists of 49,925 nodes, 216,595 tetrahedra and 20,460 prisms, the latter positioned at the outer surface of the annular sector; Figure 8.83 illustrates the utilized grid as well as the boundary density on one of its bases. For parallel solution of the time-dependent RTE with the Runge-Kutta method and a first-order accurate spatial scheme on a workstation with an AMD $\mathrm{FX}^{(\mathrm{tm})}-8120$ eight-core processor at 3.1 GHz , it was divided in two partitions. The angular discretization was obtained with sixteen azimuthal and eight polar angles, while pixelation approach was applied for the alleviation of the overhang problem. Besides singlegrid simulations, multigrid ones were performed for the evaluation of the corresponding scheme. Therefore, two coarser meshes were generated via isotropic agglomeration; the number of DoF's was decreased approximately five times for the second agglomerated level and four additional times for the final one. In Figure 8.84 the initial and agglomerated control volume grids are presented. Similarly, angular agglomeration was performed, deriving a coarser directional resolution, including eight azimuthal and four polar angles. The parameters of this case are contained in Table 8.20.


Figure 8.81: Radiative intensity convergence history per iterations/cycles and time (second-order scheme, gray walls, cubic enclosure with three buffles).


Figure 8.82: Dimensions of the annular sector.


Figure 8.83: Utilized mesh and its density on one of its bases (annular sector).


Figure 8.84: Initial and agglomerated control volume grids (annular sector).
Table 8.20: Parameters of simulation (annular sector).

| Parameters |  |
| :---: | :---: |
| Absorption coefficient | $0.5-1 \mathrm{~m}^{-1}$ |
| Scattering coefficient | $0-0.5 \mathrm{~m}^{-1}$ |
| Wall emissivity | 1 |
| Grid density | 49,925 nodes, 216,595 tetrahedra and 20,460 prisms |
| Number of partitions | 2 |
| Number of spatial multigrid levels | 1-3 |
| Angular resolution | 16 azimuthal and 8 polar control angles |
| Number of angular multigrid levels | 1-2 |
| Iterative scheme | Runge-Kutta method |
| Computational system | Workstation with an AMD FX ${ }^{(\mathrm{mm})}-8120$ eight-core processor at 3.1 GHz |

Figure 8.85 contains the obtained distributions of dimensionless incident radiative heat flux along the half A-A line (Figure 8.82) for scattering albedo equal to 0 and 0.5 . Although only a first-order accurate spatial scheme was applied, the extracted results agree sufficiently with the corresponding ones of the cell-centered finite-volume solver of Baek et al. [Bae98b]. In Figure 8.86 the contours of average radiative heat flux $G$ at the middle of the annular sector $(z=0.5)$ are illustrated for the sub-case concerning a medium with scattering albedo 0.5 .


Figure 8.85: Distributions of dimensionless incident radiative heat flux along the half A-A line for different values of scattering albedo (annular sector).


Figure 8.86: Contours of average radiative heat flux $G$ at the middle of the sector $(z=0.5)$ for the sub-case considering a medium with scattering albedo 0.5 (annular sector).

Considering the absence of scattering behaviour of the medium and reflection of the walls, for the first sub-case, only the spatial agglomeration multigrid method was employed with different number of levels (S2A1 and S3A1). Figure 8.87 includes their convergence history per number of iterations/cycles and computation time, compared with the corresponding one of the single-grid simulation (S1A1). As the S2A1 scheme derived a temporal speed-up coefficient equal to $\sim 1.68$ and the S3A1 a corresponding coefficient equal to $\sim 2.35$, it is confirmed that extra acceleration is gained with addition of an extra coarser level to the multigrid procedure.


Figure 8.87: Radiative intensity convergence history per iterations/cycles and time (only absorbing and emitting medium, annular sector).

Unlike the previous sub-case, different multigrid schemes, namely, S1A2, S3A1 and S3A2, were employed for the second sub-problem with the isotropically scattering medium. Figure 8.88 includes their convergence history per number of iterations/cycles and computation time, compared with the corresponding one of the single-grid simulation (S1A1). According to the extracted temporal speed-up coefficients for the final residual $1.0 E-12$, the nested scheme $(\sim 2.28)$ led to a slightly faster solution than the only spatial one ( $\sim 2.24$ ); similarly the solution with the only angular method ( $\sim 1.09$ ) is slightly accelerated, compared to the single-grid one. However, for a residual value $1.0 E-6$, which is more than sufficient for practical radiative heat transfer applications, the temporal speed-up coefficients are recomputed as $\sim 1.31$ for S1A2, $\sim 2.35$ for S3A1 and $\sim 2.72$ for S3A2, demonstrating a satisfactory acceleration obtained by the angular agglomeration methodology for both the angular and the nested multigrid scheme.


Figure 8.88: Radiative intensity convergence history per iterations/cycles and time (isotropically scattering medium, annular sector).

### 8.12. A tetrahedral enclosure

The last test case considers radiative heat transfer in a tetrahedral enclosure with black ( $\varepsilon_{w}=1$ ) and cold ( $T_{w}=0 \mathrm{~K}$ ) walls, as this is illustrated in Figure 8.89 [Mur98c, Lyg12a, Lyg14b]. It is filled with an absorbing and emitting, but non-scattering, $\left(k_{a}=1 \mathrm{~m}^{-1}, \sigma_{s}=0 \mathrm{~m}^{-1}\right)$ medium, held at constant temperature 100 K . The utilized grid includes 196,847 nodes and $1,119,456$ tetrahedra, while for parallel processing it was divided in two partitions; Figure 8.90 presents the employed grid as well as its density on the surface with A-A line. Although such a fine grid wasn't necessary as far as the solution accuracy is concerned, it was employed in order to amplify the effect of the developed multigrid method and evaluate its
performance in large resolutions. Angular discretization was obtained with sixteen azimuthal and eight polar angles, while pixelation method subdued overhang problem effects. Radiative intensity on all the walls was obtained implicitly. The solution of time-dependent RTE with the Runge-Kutta method, applying a first-order accurate spatial scheme, was performed on a workstation equipped with an AMD $\mathrm{FX}^{(\mathrm{tm})}-8120$ eight-core processor at 3.1 GHz .


Figure 8.89: Dimensions of tetrahedral enclosure.


Figure 8.90: Employed grid and its density on the surface with A-A line (tetrahedral enclosure).
In order to implement the developed multigrid methodology, two coarser meshes were generated via isotropic agglomeration; in Figure 8.91 the boundary density of the initial and agglomerated control volumes is presented. Besides multigrid simulations, a single-grid one was performed for the evaluation of the corresponding scheme. The parameters of those runs are summarized in Table 8.21.

In Figure 8.92 the distribution of dimensionless incident radiative heat flux along the A-A line (Figure 8.89) is illustrated, compared with the corresponding one of Murthy and Mathur [Mur98c]; a
satisfactory agreement is identified between the obtained and reference results. Figure 8.93 contains the convergence history per iterations/cycles and time for all the employed spatial multigrid schemes, compared with this of the single-grid simulation; a maximum temporal speed-up coefficient equal just to 1.95 was obtained, due to the absence of medium's scattering behaviour and walls' reflection.


Figure 8.91: Initial and agglomerated control volume grids (tetrahedral enclosure).


Figure 8.92: Distributions of dimensionless incident radiative heat flux along the $A$-A line (tetrahedral enclosure).
In order to further evaluate the incorporated multigrid methodology, additional (multigrid and singlegrid) simulations were performed for the aforementioned enclosure, assuming though a purely anisotropically scattering ( $k_{a}=0 \mathrm{~m}^{-1}, \sigma_{s}=1 \mathrm{~m}^{-1}$ ) and cold ( $T_{m}=0 \mathrm{~K}$ ) medium as well as black ( $\varepsilon_{w}=1$ ) and cold ( $T_{w}=0 \mathrm{~K}$ ) walls, except for the face including the A-A line, which is held at constant temperature of 100 K . Angular agglomeration was also implemented, deriving a coarser directional resolution with eight azimuthal and four polar angles. Figure 8.94 illustrates the extracted convergence histories along with the corresponding speed-up rates per number of iterations/cycles and computation time for all the employed multigrid runs, namely, S1A2, S3A1 and S3A2, compared with those of the single-grid simulation. The maximum temporal coefficient of $\sim 3.07$ was derived by the nested S3A2 scheme, revealing once more the
capability of the algorithm for enhanced acceleration of the solution procedure when a scattering medium is considered.

Table 8.21: Parameters of simulation (tetrahedral enclosure).

|  | Parameters |
| :---: | :---: |
| Absorption coefficient | $1 \mathrm{~m}^{-1}$ |
| Scattering coefficient | $0 \mathrm{~m}^{-1}$ |
| Wall emissivity | 1 |
| Grid density | 196,847 nodes and |
| Number of partitions | $1,119,456$ tetrahedra |
| Number of spatial multigrid levels | 2 |
| Angular resolution | $1-3$ |
| Number of angular multigrid levels | 16 azimuthal and |
| Iterative scheme | 8 polar control angles |
| Computational system | 1 |
|  | Wunge-Kutta method |



Figure 8.93: Radiative intensity convergence history per iterations/cycles and time (only absorbing medium, tetrahedral enclosure).


Figure 8.94: Radiative intensity convergence history per iterations/cycles and time (anisotropically scattering medium, tetrahedral enclosure).
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## 9. Conclusions

### 9.1. Summary

In this thesis the development and validation of methodologies allowing for the numerical solution of steady-state compressible fluid flow, and radiative heat transfer problems was reported. For the representation of computational fields, three-dimensional unstructured hybrid grids were employed, composed of tetrahedral, prismatic and pyramidical elements, mainly to resolve effectively the severe anisotropy of boundary layer in viscous fluid flows [Sor03, Lyg14a, Lyg15]. Unlike flow simulations, this type of mesh discretized with a node-centered finite-volume scheme is rarely used in radiative heat transfer predictions comparing to tetrahedral grids along with a cell-centered method [Kim88, Bae98b, Mur98c, Kim01, Sal04, Kim10]; nevertheless, the examined in this study numerical runs with such meshes derived equally accurate solutions [Lyg12b, Lyg13c]. Moreover, their capability to include highly stretched elements at selected areas of the examined grid, e.g., at boundary regions with large radiative intensity gradients, resulted in utilization of relatively coarser grids and consequently in considerable computational savings, maintaining though the desired accuracy [Lyg12b].

Fluid flow numerical results, obtained by the implementation of RANS PDE's along with appropriate turbulence models, namely, $k-\varepsilon$ (in three versions), $k-\omega$ and SST [Lau74, Saf74, Koo00, Men03a, Lyg11], compare sufficiently well with the corresponding experimental data and computational results of reference solvers, indicating the potential of the proposed methodology for such simulations. The previous statement derives mainly from the satisfactory solutions extracted for the more complicated test cases performed, concerning fully turbulent flow over aircrafts (DLR-F6 and CRM) with the presence of considerable flow discontinuities, although coarse meshes were utilized [Lyg13a, Lyg14a, Lyg14e, Lyg15]. The incorporated high-order accurate spatial scheme coupled with the slope limiters of Van Albada-Van Leer, Min-mod and Barth-Jespersen [VanA82, Swe84, Bar89, Bar92, Bla01], appears to enhance the present algorithm with improved accuracy by alleviating sufficiently numerical diffusion as well as with the capability to utilize relatively coarse grids along with significant computational economy; depending on the test case, the appropriate limiting function should be selected, e.g. min-mod limiter is not appropriate for problems involving sharp shock waves, due to its smoothing attitude. Although the nodal-averaging scheme [Bla01], employed for the computation of flow and turbulence model variables' gradients at control volumes' interfaces, is assumed generally less accurate than the element-based one, using edge-dual volumes [Ka196, Kal05a], it derived equally accurate but much more computationally efficient solutions, utilizing the edge-based data structure of the algorithm [Lyg14c]. It is this structure that allows nodal-averaging scheme, unlike the element-based method, to be applied to the agglomerated grids also, composed of polyhedral elements for the implementation of the developed multigrid methodology [Lyg14c]. Implicit schemes, such as those incorporated in the proposed algorithm employing the Jacobi or the Gauss-Seidel algorithm [Ven95, Kou03], are considered more effective in terms of efficiency, comparing to the corresponding explicit ones, as they allow for the utilization of larger CFL numbers; nevertheless, considering the available finite computing resources, the included second-order temporal accurate four-stage Runge-Kutta (RK(4)) method [Lal88a] revealed to be a valuable tool, due to its reduced requirements for memory storage and communication load in a parallel computational environment.

Similarly to fluid flow, radiative heat transfer numerical results, considering their prediction in general enclosures through absorbing, emitting and isotropically or anisotropically scattering gray media, obtained either with the time-dependent or steady (non time-dependent) RTE, agree sufficiently well with the exact solutions or computed ones of reference solvers. The incorporated second-order accurate spatial scheme with or without limiting function (Van Albada-Van Leer or Min-mod) [VanA82, Swe84, Lyg13c], was proved to be an important enhancement of the algorithm, alleviating sufficiently false scattering [Cha93, Coe02, Cap10], especially at boundary surfaces' regions with large radiative intensity gradients, and consequently improving the accuracy of the final steady-state solution even in very coarse spatial resolutions [Lyg13b, Lyg13c]. Among the developed second-order accurate schemes (simple or
together with Van Albada-Van Leer or Min-mod limiter), the unlimited former one appeared to produce a flux over- or under-estimation (depending on the test case), due to the unbounded reconstructed values of radiative intensity, while no significant difference was distinguished between the other two limited ones [Lyg13b, Lyg13c]. The main drawback of these schemes is the requirement for increased computational effort comparing to the first-order one; it can be assumed relatively trivial, considering the resulting accuracy improvement, especially for coarse grids. The non time-dependent RTE, solved with iterative approximations and a second-order scheme appeared to lead to spurious oscillations in some test cases [Lyg13c]; the remedy to this shortcoming revealed to be the employment of the time-dependent RTE [Hun11] along with the second-order accurate in time four-stage Runge-Kutta (RK(4)) method [Lal88a, Lyg13c]. Any overhang conditions, caused by the utilization of unstructured grids and the division of directional domain in finite solid control angles [Cha94a, Kim01], were sufficiently mitigated by the incorporated methods, namely, the bold approximation and the pixelation method [Lyg13b]. The latter approach, being of course more accurate, is implemented by most of the researchers only at solid control angles-control volume faces, for which significant overhang is exhibited [Mur98a, Kim01, Kim05b, Lyg13c]. Unlike this common practice, in this study it is employed to the total number of nodes and control angles in a pre-computation stage, considering that the values of method's coefficients, as well as those of directional weights, do not change during the solution of the RTE; in that way a reduced computational cost per iteration is succeeded [Lyg13b, Lyg13c]. Implicit treatment of boundary conditions is another feature of the proposed methodology; besides being a technique more close to those employed in CFD than the explicit approach, e.g. in free-slip, inlet and outlet surfaces, it avoids the requirement of the latter one for a priori finer computational grids at these regions, thus resulting in significant computational savings [Lyg13c]. In addition, it allows for the implementation of mirroring boundary conditions, resembling specularly reflecting walls, and consequently for the utilization of smaller grids with significantly reduced numbers of DoF's. A drawback of this methodology is that the mirroring direction has to be selected to coincide with a discrete one; in order to implement it on more directions, an interpolation technique should be employed [Liu00]. Nevertheless, as the symmetry planes are usually designed parallel to the axes' planes (as in this work), this shortcoming appears to be relatively unimportant [Lyg13c].

Significant contribution to the accuracy of the final steady-state solutions of both flow and radiative heat transfer problems was obtained from the implementation of the developed h-refinement methodology, enriching with more DoF's specific grid regions, selected either automatically or by the user [Lyg13c, Lyg14a, Lyg15]. For example, although relatively coarse initial grids were used in test cases concerning flow over the CRM aircraft and radiative heat transfer in a hexahedral enclosure with trapezoidal bases, the applied grid adaptation method resulted in accurate predictions of the surface pressure and dimensionless incident radiative heat flux distributions, respectively [Lyg14a, Lyg15]. As such, hrefinement was demonstrated to be a viable tool in test cases where important amounts of numerical diffusion and false scattering in flow and radiative heat transfer predictions, respectively, are important, or in problems faced first time for which no previous knowledge exists about the required spatial resolution [Loh92, Kal96, Lyg13c, Lyg14a, Lyg15]. Besides the accuracy improvement it entails, it results in significant computational savings, as it avoids the construction of a locally or globally finer mesh from the very beginning, being implemented during the solution procedure; it requires a few minutes to refine locally a grid with approximately $4,500,000$ nodes, producing a new mesh with about 6,500,000 nodes (CRM WBHT aircraft) [Lyg14a, Lyg15].

Besides the effectiveness of the present methodology in terms of accuracy, the obtained numerical results demonstrated its satisfactory efficiency, derived by the incorporated acceleration techniques, namely, the edge-based data structure along with the local time-stepping scheme, the parallelization strategy based on the domain decomposition approach and MPI library functions, and the agglomeration multigrid method, employed in isotropic or directional (semi- or full-coarsening) spatial formulation for the flow solver and in spatial, angular or nested spatial/angular one for radiative heat transfer algorithm [Lyg14b, Lyg14c, Lyg14d, Lyg14f, Lyg14g]. Although unstructured grids entail significant geometric flexibility, they call for increased computational effort and memory requirements, comparing to structured
ones; therefore the utilization of a more sophisticated data structure with indirect addressing, such as the edge-based one employed with the present algorithm, becomes a prerequisite [Lyg12b]. In addition, parallel processing reduced considerably the required wall-clock computation time, especially in largescale simulations including grids with millions of DoF's, such as in the test cases of DLR-F6 and CRM aircrafts [Lyg13a, Lyg14a, Lyg14e, Lyg15]. Considering the scalability results of the developed parallelization strategy for both the flow and radiative heat transfer solver, a linear relation between speed-up and number of employed processors was identified up to approximately sixteen processors; a deviation between the ideal and the current computations began at this point, caused by the increase of communication load with the increase of utilized processors [Lyg12b]. Nevertheless, it is assumed an acceptable deviation, which can be further improved if the proposed methodology is applied to larger scale problems with more DoF's [Lyg12b].

The last method, which contributed significantly to the improvement of the proposed algorithm's computational performance, is the parallel agglomeration multigrid scheme [Nis11, Lyg14b, Lyg14c, Lyg14d, Lyg14f, Lyg14g]. For the flow solver, it was employed in an isotropic or directional (semi- or full-coarsening) formulation, depending on the type of flow (inviscid or viscous) and consequently on the type of the examined grid (tetrahedral or hybrid); a maximum temporal speed-up coefficient equal to $\sim 9.0$ was obtained for an inviscid flow (isotropic fusion), while for laminar and turbulent ones $\sim 7.5$ and $\sim 5.0$ rates were achieved respectively (directional full-coarsening agglomeration), indicating the potential of this methodology for considerable acceleration of solution procedure [Lyg14c]. Based on speed-up results extracted from the DLR-F6 WB test case, the superiority of full-coarsening directional agglomeration [Nis11, Lyg14a, Lyg15] was proved, comparing to this of semi-coarsening one [Mav97, Mav98]; moreover, the higher contribution by the combined FMG-FAS strategy was revealed, comparing to only FAS one, although the first one remains susceptible to be confined in local minima or even lead solution to failure. For radiative heat transfer simulations, the aforementioned methodology was extended to an angular and a combined (nested) spatial/angular version, enhancing the corresponding solver with further acceleration capabilities [Lyg14b, Lyg14f, Lyg14g]; a maximum temporal speed-up coefficient equal to $\sim 4.3$ was succeeded for the spatial scheme, while for angular and nested ones $\sim 3.3$ and $\sim 8.9$ rates were obtained respectively (all of them extracted from test cases considering purely scattering media). Based on the examined results, the acceleration, derived by the developed multigrid schemes (spatial, angular and combined spatial/angular), was revealed to become higher with the increase of radiation exchange between different solid control angles; this interaction is usually a result of the combination of purely scattering media, fully reflecting surfaces, and symmetry boundary conditions [Lyg14g]. Unlike them, for simulations concerning only absorbing media and black walls, the spatial agglomeration multigrid scheme should be the preferred choice. Independently of the employed solver (flow or radiative heat transfer), the acceleration obtained by the developed multigrid methodology increases with the corresponding increase to the mesh size; the greater the number of DoF's, the greater is the acceleration gained $[\operatorname{Lyg} 14 \mathrm{~g}]$. As the spatial agglomeration is performed separately in each partition (in which the initial grid is divided for parallel processing), the acceleration coefficients derived by the proposed multigrid scheme vary for different numbers of sub-domains, for the same test case. Based on the radiative heat transfer cases encountered in this study, an acceleration was observed with the increase of the number of sub-grids, instead of an expected decceleration due to a processor load imbalance; this improvement is assumed to be a result of the effective treatment of ghost nodes at overlapping regions during fusion procedure, deriving actually virtual ghost supernodes [Lyg14f].

To conclude, the obtained results by the developed numerical approach (Galatea code) against threeand quasi-three-dimensional benchmark test cases revealed its capability for both compressible fluid flow and radiative heat transfer simulations in terms of accuracy, geometric flexibility and computational efficiency.

### 9.2. Contributions

Considering similar studies available in open literature, the following original contributions have been introduced in this thesis:

- A combination of a parallel node-centered finite-volume method with three-dimensional unstructured hybrid grids for radiative heat transfer prediction. In three-dimensional runs, $a$ priori greater numerical diffusion exists, comparing to two-dimensional ones; a remedy to this shortcoming appears to be the utilization of highly stretched elements at the region of interest, e.g., at boundary surfaces from which the desired distribution of incident radiative heat flux is obtained [Lyg12b]. Unlike CFD, cell-centered discretized tetrahedral grids are usually employed in a serial way for radiation simulations [Kim88, Bae98b, Mur98c, Kim01, Sal04, Kim10]; nevertheless, the proposed methodology derives equally accurate results in an acceptable computational time due to parallelization [Lyg12a, Lyg12b].
- A second-order accurate spatial scheme jointed or not with the slope limiter of Van AlbadaVan Leer or Min-mod, improving accuracy of radiative heat transfer finite-volume solutions, especially at boundary surfaces' regions with large radiative intensity gradients. Unlike CFD, such methods aren't frequently employed in radiation simulations, except for a few similar studies concerning though unlimited second-order schemes with a cell-centered finite-volume method [Cap10] or bounded ones with DOM [Coe02]. Among the developed higher-order schemes (simple or coupled with Van Albada-Van Leer or Min-mod limiter), the unlimited first one appears to produce a flux over- or under-estimation (depending on the test case) due to the unbounded reconstructed values of radiative intensity, while no significant differences are observed between the other two more accurate ones incorporating limiting functions [Lyg13b, Lyg13c].
- Implicit treatment of diffusively and specularly reflecting surfaces' boundary conditions. According to the common practice, the wall boundary conditions of a general enclosure are imposed explicitly, setting radiative intensity of boundary nodes equal to the sum of their blackbody intensity, due to their temperature and the reflected one by the incoming rays [Bae98b, Rai99, Kim01, Kim05]; nevertheless, implicit approach developed in this study, besides resembling corresponding CFD techniques for free-slip, inlet and outlet surfaces, contributing to flux balances of boundary nodes, it avoids the requirement of the explicit one for a priori finer computational grids at these areas, resulting in significant computational savings [Lyg13b, Lyg13c]. Based on this approach, mirroring boundary conditions, resembling specularly reflecting walls, can be implemented as well. Unlike CFD, such boundaries aren't commonly applied in radiative heat transfer computations, except for a few studies, such as this of Liu et al. [Liu00], although in that way even coarser spatial resolutions can be used. For example, in axisymmetric test cases only the half computational field can be discretized [Lyg13c].
- A grid adaptation method, employing h-refinement technique to improve accuracy of radiative heat transfer solution at specific regions of the examined mesh. Although such methodologies, adapting grids with the addition of more DoF's [Kal96, Lyg13c, Lyg14a, Lyg15] or with their redistribution [Loh92, Kha00], are commonly applied in flow computations, they aren't frequently met in radiation ones. However, h-refinement approach developed in this study is revealed to be a viable tool alleviating significantly false scattering and consequently increasing accuracy of the final radiation prediction; it enriches automatically selected or user defined regions of the grid with more DoF's (nodes). Besides accuracy improvement, it results in significant computational savings, as it is implemented during the solution procedure, avoiding the construction of a locally or globally finer mesh from the begining [Lyg13a].
- A parallel spatial agglomeration multigrid method enhancing both flow and radiative heat transfer algorithms with improved computational performance. Although such a methodology is frequently incorporated in CFD algorithms [Mav94, Mav96, Mav97, Mav98, Car00, Bla01, Sor03, Nis10, Nis11, Nis13, Lyg14b, Lyg14c, Lyg14d, Lyg14f, Lyg14g], this is not the case for radiative heat transfer ones; according to the presented results in Chapters 7 and 8 their efficiency can be considerably improved with its implementation. The proposed scheme considers the implementation of FAS (nested in FMG procedure) on successively coarser spatial resolutions,
derived from the finest initial sub-grids (in which the whole initial mesh has been decomposed for parallel processing) through the isotropic or directional (full- or semi-coarsening) fusion of their adjacent control volumes in a way similar to advancing front technique [Lyg14f]. The merging strategy is based on the methodology reported by Nishikawa et al. [Nis11], which allows for fullcoarsening directional agglomeration of adjacent control cells on hybrid grids, preserving simultaneously the topology of the initial finest mesh; therefore, it is assumed to be more computationally efficient than the semi-coarsening approach introduced by Mavriplis [Mav97], which limits the fusion of implicit lines bottom nodes [Mav97, Lam04]. The previous state is confirmed by the speed-up results obtained for the CRM test case, encountered in this study. Further features have been included to the proposed algorithm, differentiating it from this of Nishikawa et al. [Nis10, Nis11, Nis13] as follows [Lyg14c, Lyg14f]: a) Agglomeration is extended across partition boundaries creating virtual ghost supernodes at overlapping regions according to the fusion of their corresponding core nodes at neighbouring sub-domains. b) Considering the previous characteristic, an implicit line can belong to different sub-grids, allowing for the utilization of a general partitioning application, such as METIS. c) Another limitation is imposed to preserve the topology of the initial mesh up to the coarsest generated one; after the first agglomeration process the nodes of the lowest prismatic layer are not allowed to be merged with the nodes of the next layer, while the same constraint is applied to the nodes of the second prismatic layer after the second process, and so forth. d) Since the line-agglomeration is accomplished, the isotropic fusion is performed similarly to the advancing front technique concept, assuming as initial seed nodes not the rest boundary ones, but those touched by the agglomeration front, which are actually the adjacent to the prismatic region tetrahedral nodes. e) In case of laminar or turbulent viscous flow, a distance-based scheme is employed for the prolongation of variables' corrections from the coarser to the finer grid; unlike other sophisticated types of prolongation (not simple point injected), it requires no more topological information than the edge-based data structure employed for flux computation on coarse resolutions.
- A parallel angular agglomeration multigrid scheme for radiative heat transfer simulations. A noticable contribution of this thesis concerns the extension of spatial agglomeration multigrid method in angular direction for radiation computations. In the same to spatial scheme way, the RTE is approximated with FAS on successively coarser angular resolutions, derived from the initial finest one via the fusion of neighbouring solid control angles [Lyg14b, Lyg14f, Lyg14g]. Besides similarities, angular agglomeration appears to be much simpler, mainly due to the absence of the large number of limitations of the spatial scheme. Based on the performed simulations' results, the acceleration derived by this method is revealed to become higher with the increase of radiation exchange between different solid control angles; this interaction is usually a result of the combination of purely scattering media, fully reflecting surfaces, and symmetry boundary conditions [Lyg14f]. Although this methodology doesn't contribute in general so significantly to algorithm's efficiency, depending on the examined problem it can derive equally accelerated to the spatial one solutions; in the encountered test case considering radiative heat transfer in a cubic enclosure with reflecting walls ( $\varepsilon_{w}=0.1$ ), and an absorbing, emitting and anisotropically scattering gray medium ( $k_{a}=0 \mathrm{~m}^{-1}, \sigma_{s}=1 \mathrm{~m}^{-1}$ ) almost the same speed-up coefficient was obtained by a threelevel angular and a three-level spatial scheme [Lyg14g].
- An extension of previous methods in a combined (nested) spatial/angular agglomeration multigrid scheme for radiation problems. The last novelty developed in this study concerns a nested combination of the aforementioned (spatial and angular) agglomeration multigrid schemes, according to which a complete angular FAS cycle is accomplished at each level of the spatial multigrid methodology [Lyg14b, Lyg14f, Lyg14g]. Similarly to the angular multigrid version, it achieves better acceleration rates in test cases with increased radiation exchange between different solid control angles. Considering the simulations' results, it is revealed to be capable to succeed
even two or three times higher acceleration, comparing to only spatial or only angular multigrid method respectively [Lyg 14 g ].


### 9.3. Ongoing work

Ongoing work concerns the incorporation of the developed spatial agglomeration procedure (slightly modified) in a mesh deformation algorithm using Radial Basis Functions (RBF's), in order to improve its computational performance by a reduced surface point selection. Although RBF-based mesh motion is assumed in general to be a very robust method producing high quality deformed grids, it appears to call for excessive computational effort and memory storage, especially in large-scale problems including meshes with millions or tens of millions nodes, as it requires the solution of an equation system with dimensions $N_{S} \times N_{V}$, where $N_{S}$ denotes the number of surface nodes, while $N_{V}$ the number of volume mesh nodes to be moved [Ren10]. A remedy to this shortcoming is revealed to be the proposed agglomeration method, employed though only to boundary surfaces, in order to reduce successively the number of their nodes; in the work of Rendall and Allen [Ren10] an error function is utilized for this point selection instead. In that way the dimensions of the aforementioned equation system are reduced and the volume mesh motion depends on a smaller number of surface points; as a result, efficiency of the algorithm is considerably improved. The new positions of the surface nodes of the initial (nonagglomerated) grid are finally obtained implementing RBF's interpolation. Figure 9.1 includes an example of the described methodology, concerning parabolic movement of the CRM (WB) aircraft wing in upper direction; more specifically the agglomerated surface nodes (yellow coloured) and aircraft/symmetry surface grid (black coloured) prior and after mesh deformation respectively are illustrated.


Figure 9.1: Agglomerated surface nodes (coloured yellow) and CRM aircraft/symmetry surface grid (coloured black) prior and after mesh deformation respectively.

### 9.4. Future developments

Besides the previously described ongoing work, future extensions of the presented numerical methodology include the following:

- Incorporation of the developed radiative heat transfer algorithm to the corresponding compressible fluid flow one, in order coupled compressible fluid flow/radiative heat transfer simulations to be encountered [Kim96, Ko08].
- Implementation of Arbitrary Lagrangian-Eulerian (ALE) approach to allow for the solution of fluid dynamics problems with moving mesh and boundaries [Koo00, Zha03, Ahn06]; combining this method with the aforementioned mesh deformation algorithm using RBF's, aeroelasticity analysis and Fluid-Structure Interaction (FSI) simulations can be performed [Bra09].
- Modelling of turbulence with the LES approach; according to this method the contributions of large, energy-carrying, eddies are computed straightforward with the numerical scheme, while the small ones are obtained with a Sub-Grid Scale (SGS) model [Sma63, Dea70, Bla01].
- Implementation of preconditioning methodology for test cases involving low Mach number flows, in order the stiff attitude of convective terms to be overcome [Bla01].
- Enhancement of flow and radiative heat transfer solvers with the capability of unsteady/transient simulations [Koo00, Tan02, Cha03, Tai03].
- Coupling of the developed radiative heat transfer algorithm with an appropriate model, e.g., WSGGM (Weighted Sum of Gray Gases Model) or SLW (Spectral Line-based Weighted sum of gray gases model), to account for non-gray media [Tri04b].
- Incorporation of a more sophisticated and accurate scheme than Legendre polynomials to compute scattering phase functions, e.g., Mie theory [Tri04a, Tri08].
- Examination of different combinations of the proposed spatial and angular agglomeration multigrid schemes, besides the nested one presented in this study [Lyg14b, Lyg14f, Lyg14g].
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## Appendix A: Jacobian matrix decomposition

For the implementation of the Roe's approximate Riemann problem solver the Jacobian matrix of the convective flux vector $\vec{H}^{\text {inv }}$ has to be computed; it is analyzed via the eigenvalue decomposition as follows [Hir90, Lan98]

$$
\begin{equation*}
\underline{A}=\underline{T} \underline{\Lambda} \underline{T}^{-1} \tag{A.1}
\end{equation*}
$$

where $\underline{\Lambda}$ is a $5 \times 5$ diagonal matrix, whose entries are the eigenvalues of the Jacobian matrix $\underline{A}$, defined as [Hir90]

$$
\begin{equation*}
\left.\underline{\Lambda}=d a i\left\langle\hat{V}_{n}\right| \vec{n}\left|, \hat{V}_{n}\right| \vec{n}\left|, \hat{V}_{n}\right| \vec{n}\left|,\left(\hat{V}_{n}+c\right)\right| \vec{n}\left|,\left(\hat{V}_{n}-c\right)\right| \vec{n} \mid\right\} \tag{A.2}
\end{equation*}
$$

while $\underline{T}$ is a matrix, including the eigenvectors of the Jacobian matrix $\underline{A}$ [Hir90]

$$
\underline{T}=\left[\begin{array}{ccccc}
\hat{n}_{x} & \hat{n}_{y} & \hat{n}_{z} & C & C  \tag{A.3}\\
\hat{n}_{x} u & \hat{n}_{y} u-\hat{n}_{z} \rho & \hat{n}_{z} u+\hat{n}_{y} \rho & C\left(u+c \hat{n}_{x}\right) & C\left(u-c \hat{n}_{x}\right) \\
\hat{n}_{x} v+\hat{n}_{z} \rho & \hat{n}_{y} v & \hat{n}_{z} v-\hat{n}_{x} \rho & C\left(v+c \hat{n}_{y}\right) & C\left(v-c \hat{n}_{y}\right) \\
\hat{n}_{x} w-\hat{n}_{y} \rho & \hat{n}_{y} w+\hat{n}_{x} \rho & \hat{n}_{z} w & C\left(w+c \hat{n}_{z}\right) & C\left(w-c \hat{n}_{z}\right) \\
\frac{\vec{V}^{2}}{2} \hat{n}_{x}+\rho X & \frac{\vec{V}^{2}}{2} \hat{n}_{y}+\rho Y & \frac{\vec{V}^{2}}{2} \hat{n}_{z}+\rho Z & C\left(H+c \hat{V}_{n}\right) & C\left(H-c \hat{V}_{n}\right)
\end{array}\right]
$$

and $\underline{T}^{-1}$ is its inverse matrix [Hir90]

$$
\underline{T}^{-1}=\left[\begin{array}{ccccc}
B \hat{n}_{x}-\frac{X}{\rho} & \frac{(\gamma-1) \hat{n}_{x} u}{c^{2}} & \frac{(\gamma-1) \hat{n}_{x} v}{c^{2}}+\frac{\hat{n}_{z}}{\rho} & \frac{(\gamma-1) \hat{n}_{x} w}{c^{2}}-\frac{\hat{n}_{y}}{\rho} & -\frac{(\gamma-1) \hat{n}_{x}}{c^{2}}  \tag{A.4}\\
B \hat{n}_{y}-\frac{Y}{\rho} & \frac{(\gamma-1) \hat{n}_{y} u}{c^{2}}-\frac{\hat{n}_{z}}{\rho} & \frac{(\gamma-1) \hat{n}_{y} v}{c^{2}} & \frac{(\gamma-1) \hat{n}_{y} w}{c^{2}}+\frac{\hat{n}_{x}}{\rho} & -\frac{(\gamma-1) \hat{n}_{y}}{c^{2}} \\
B \hat{n}_{z}-\frac{Z}{\rho} & \frac{(\gamma-1) \hat{n}_{z} u}{c^{2}}+\frac{\hat{n}_{y}}{\rho} & \frac{(\gamma-1) \hat{n}_{z} v}{c^{2}}-\frac{\hat{n}_{x}}{\rho} & \frac{(\gamma-1) \hat{n}_{z} w}{c^{2}} & -\frac{(\gamma-1) \hat{n}_{z}}{c^{2}} \\
\frac{c}{\rho}\left(\frac{(\gamma-1) \vec{V}^{2}}{2 c^{2}}-\frac{\hat{V}_{z}}{c}\right) & \left(\hat{n}_{x}-\frac{(\gamma-1) u}{c}\right) \frac{1}{\rho} & \left(\hat{n}_{y}-\frac{(\gamma-1) v}{c}\right) \frac{1}{\rho} & \left(\hat{n}_{z}-\frac{(\gamma-1) w}{c}\right) \frac{1}{\rho} & \frac{(\gamma-1)}{\rho c} \\
\frac{c}{\rho}\left(\frac{(\gamma-1) \vec{V}^{2}}{2 c^{2}}+\frac{\hat{V}_{n}}{c}\right) & \left(-\hat{n}_{x}-\frac{(\gamma-1) u}{c}\right) \frac{1}{\rho} & \left(-\hat{n}_{y}-\frac{(\gamma-1) v}{c}\right) \frac{1}{\rho} & \left(-\hat{n}_{z}-\frac{(\gamma-1) w}{c}\right) \frac{1}{\rho} & \frac{(\gamma-1)}{\rho c}
\end{array}\right]
$$

where $u, v$ and $w$ are the components of velocity $\vec{V}, \overrightarrow{\hat{n}}=\left(\hat{n}_{x}, \hat{n}_{y}, \hat{n}_{z}\right)$ is the unit normal vector and $\hat{V}_{n}=\vec{V} \cdot \overrightarrow{\hat{n}}$ is the value of corresponding velocity. The terms $C, H, X, Y, Z$ and $B$ are auxiliary values defined as:

$$
\begin{align*}
& C=\frac{\rho}{2 c} \\
& H=\frac{\vec{V}^{2}}{2}+\frac{c^{2}}{\gamma-1} \\
& X=\hat{n}_{z} v-\hat{n}_{y} w  \tag{A.5}\\
& Y=\hat{n}_{x} w-\hat{n}_{z} u \\
& Z=\hat{n}_{y} u-\hat{n}_{x} v \\
& B=1-\frac{(\gamma-1) \vec{V}^{2}}{2 c^{2}}
\end{align*}
$$

Depending on the eigenvalue $\lambda$, the Jacobian matrix for the Roe's approximate Riemann solver is calculated as [Hir90]

$$
\begin{align*}
& \underline{A}^{ \pm}=\underline{T} \underline{\Lambda}^{ \pm} \underline{T}^{-1}, \underline{\Lambda}^{ \pm}=\operatorname{diag}\left\{\lambda_{i}^{ \pm}\right\}  \tag{A.6}\\
& |\underline{A}|=\underline{T}|\underline{\Lambda}| \underline{T}^{-1},|\underline{\Lambda}|=\operatorname{diag}\left\{\left|\lambda_{i}\right|\right\}
\end{align*}
$$

while the eigenvalues $\lambda$ as:

$$
\begin{align*}
& \lambda_{i}^{+}=\max \left(\lambda_{i}, 0\right), i=1, \ldots 5 \\
& \lambda_{i}^{-}=\min \left(\lambda_{i}, 0\right), i=1, \ldots 5 \tag{A.7}
\end{align*}
$$

## Appendix B: Newton linearization of the viscous fluxes

## B.1. Flow model

The flow model's viscous fluxes at the midpoint of an edge $P Q$ with a vector $\vec{n}_{P Q}=\left(n_{P Q, x}, n_{P Q, y}, n_{P Q, z}\right)$ of the interface area of adjacent control volumes of $P$ and $Q$ are defined as

$$
\begin{equation*}
\vec{\Phi}_{P Q}^{v i s}=n_{P Q, x} \vec{\Phi}_{P Q, x}^{v i s}+n_{P Q, y} \vec{\Phi}_{P Q, y}^{v i s}+n_{P Q, z} \vec{\Phi}_{P Q, z}^{v i s}=\left(\Phi_{1}, \Phi_{2}, \Phi_{3}, \Phi_{4}, \Phi_{5}\right)^{T} \tag{B.1}
\end{equation*}
$$

where $\Phi_{1}, \Phi_{2}, \Phi_{3}, \Phi_{4}, \Phi_{5}$ are described as follows

$$
\begin{equation*}
\Phi_{1}=0 \tag{B.2}
\end{equation*}
$$

$$
\begin{align*}
& \Phi_{2}=n_{P Q, x} \tau_{x x}+n_{P Q, y} \tau_{x y}+n_{P Q, z} \tau_{x z} \\
& =n_{P Q, x}\left[\frac{2}{3} \frac{\mu}{\operatorname{Re}}\left(2 \frac{\partial u}{\partial x}-\frac{\partial v}{\partial y}-\frac{\partial w}{\partial z}\right)\right]+n_{P Q, y} \frac{\mu}{\operatorname{Re}}\left(\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}\right)+n_{P Q, z} \frac{\mu}{\operatorname{Re}}\left(\frac{\partial u}{\partial z}+\frac{\partial w}{\partial x}\right)  \tag{B.3}\\
& =a_{11} \frac{\partial u}{\partial x}+a_{12} \frac{\partial u}{\partial y}+a_{13} \frac{\partial u}{\partial z}+a_{21} \frac{\partial v}{\partial x}+a_{22} \frac{\partial v}{\partial y}+a_{23} \frac{\partial v}{\partial z}+a_{31} \frac{\partial w}{\partial x}+a_{32} \frac{\partial w}{\partial y}+a_{33} \frac{\partial w}{\partial z} \\
& \Phi_{3}=n_{P Q, x} \tau_{x y}+n_{P Q, y} \tau_{y y}+n_{P Q, z} \tau_{y z} \\
& =b_{11} \frac{\partial u}{\partial x}+b_{12} \frac{\partial u}{\partial y}+b_{13} \frac{\partial u}{\partial z}+b_{21} \frac{\partial v}{\partial x}+b_{22} \frac{\partial v}{\partial y}+b_{23} \frac{\partial v}{\partial z}+b_{31} \frac{\partial w}{\partial x}+b_{32} \frac{\partial w}{\partial y}+b_{33} \frac{\partial w}{\partial z}  \tag{B.4}\\
& \Phi_{4}=n_{P Q, x} \tau_{x z}+n_{P Q, y} \tau_{y z}+n_{P Q, z} \tau_{z z} \\
& =c_{11} \frac{\partial u}{\partial x}+c_{12} \frac{\partial u}{\partial y}+c_{13} \frac{\partial u}{\partial z}+c_{21} \frac{\partial v}{\partial x}+c_{22} \frac{\partial v}{\partial y}+c_{23} \frac{\partial v}{\partial z}+c_{31} \frac{\partial w}{\partial x}+c_{32} \frac{\partial w}{\partial y}+c_{33} \frac{\partial w}{\partial z} \tag{B.5}
\end{align*}
$$

$$
\Phi_{5}=n_{P Q, x}\left(u \tau_{x x}+v \tau_{x y}+w \tau_{x z}+q_{x}\right)+n_{P Q, y}\left(u \tau_{x y}+v \tau_{y y}+w \tau_{y z}+q_{y}\right)
$$

$$
+n_{P Q, z}\left(u \tau_{x z}+v \tau_{y z}+w \tau_{z z}+q_{z}\right)
$$

$$
\begin{equation*}
=d_{11} \frac{\partial u}{\partial x}+d_{12} \frac{\partial u}{\partial y}+d_{13} \frac{\partial u}{\partial z}+d_{21} \frac{\partial v}{\partial x}+d_{22} \frac{\partial v}{\partial y}+d_{23} \frac{\partial v}{\partial z} \tag{B.6}
\end{equation*}
$$

$$
+d_{31} \frac{\partial w}{\partial x}+d_{32} \frac{\partial w}{\partial y}+d_{33} \frac{\partial w}{\partial z}+e_{1} \frac{\partial T}{\partial x}+e_{2} \frac{\partial T}{\partial y}+e_{3} \frac{\partial T}{\partial z}
$$

while their coefficients $\alpha_{i j}, b_{i j}, c_{i j}, d_{i j}$ and $e_{i}$ are computed as:

$$
\begin{aligned}
& a_{11}=\frac{4}{3} \frac{\mu}{\operatorname{Re}} n_{P Q, x} \quad a_{12}=\frac{\mu}{\operatorname{Re}} n_{P Q, y} \quad a_{13}=\frac{\mu}{\operatorname{Re}} n_{P Q, z} \quad a_{21}=\frac{\mu}{\operatorname{Re}} n_{P Q, y} \\
& a_{22}=-\frac{2}{3} \frac{\mu}{\operatorname{Re}} n_{P Q, x} \quad a_{23}=0 \quad a_{31}=\frac{\mu}{\operatorname{Re}} n_{P Q, z} \quad a_{32}=0 \quad a_{33}=-\frac{2}{3} \frac{\mu}{\operatorname{Re}} n_{P Q, x}
\end{aligned}
$$

$$
\begin{gather*}
b_{11}=-\frac{2}{3} \frac{\mu}{\operatorname{Re}} n_{P Q, y} \quad b_{12}=\frac{\mu}{\operatorname{Re}} n_{P Q, x} \quad b_{13}=0 \quad b_{21}=\frac{\mu}{\operatorname{Re}} n_{P Q, x} \\
b_{22}=\frac{4}{3} \frac{\mu}{\operatorname{Re}} n_{P Q, y} \quad b_{23}=\frac{\mu}{\operatorname{Re}} n_{P Q, z} \quad b_{31}=0 \quad b_{32}=\frac{\mu}{\operatorname{Re}} n_{P Q, z} \quad b_{33}=-\frac{2}{3} \frac{\mu}{\operatorname{Re}} n_{P Q, y} \\
c_{11}=-\frac{2}{3} \frac{\mu}{\operatorname{Re}} n_{P Q, z} \quad c_{12}=\begin{array}{l}
0 \\
c_{13}=\frac{\mu}{\operatorname{Re}} n_{P Q, x} \quad c_{21}=0 \\
c_{22}=-\frac{2}{3} \frac{\mu}{\operatorname{Re}} n_{P Q, z} \quad c_{23}=\frac{\mu}{\operatorname{Re}} n_{P Q, y} \quad c_{31}=\frac{\mu}{\operatorname{Re}} n_{P Q, x} \quad c_{32}=\frac{\mu}{\operatorname{Re}} n_{P Q, y} \quad c_{33}=\frac{4}{3} \frac{\mu}{\operatorname{Re}} n_{P Q, z} \\
d_{11}=\frac{2}{3} \frac{\mu}{\operatorname{Re}}\left(2 n_{P Q, x} u-n_{P Q, y} v-n_{P Q, z} w\right) \quad d_{12}=\frac{\mu}{\operatorname{Re}}\left(n_{P Q, y} v+n_{P Q, y} u\right) \quad d_{13}=\frac{\mu}{\operatorname{Re}}\left(n_{P Q, x} w+n_{P Q, z} u\right) \\
d_{21}=\frac{\mu}{\operatorname{Re}}\left(n_{P Q, x} v+n_{P Q, y} u\right) \quad d_{22}=\frac{2}{3} \frac{\mu}{\operatorname{Re}}\left(2 n_{P Q, y} v-n_{P Q, x} u-n_{P Q Q, z} w\right) \quad d_{23}=\frac{\mu}{\operatorname{Re}}\left(n_{P Q, v} v+n_{P Q, y} w\right) \\
d_{31}=\frac{\mu}{\operatorname{Re}}\left(n_{P Q, x} w+n_{P Q, z} u\right) \quad d_{32}=\frac{\mu}{\operatorname{Re}}\left(n_{P Q, z} v+n_{P Q, y} w\right) \quad d_{33}=\frac{2}{3} \frac{\mu}{\operatorname{Re}}\left(2 n_{P Q, z} w-n_{P Q, x} u-n_{P Q, y} v\right) \\
e_{1}=n_{P Q, x} \frac{\gamma \mu}{\operatorname{Pr} \operatorname{Re}} \quad e_{2}=n_{P Q, y} \frac{\gamma \mu}{\operatorname{Pr} \operatorname{Re}} \quad e_{3}=n_{P Q, z} \frac{\gamma \mu}{\operatorname{Pr} \operatorname{Re}}
\end{array} .
\end{gather*}
$$

## B.1.1. Linearization based on the edge-dual volume method

In case of employing the edge-dual volume-based methodology for the computation of the required derivatives, equations (B.3) - (B.6) are transformed as [Kal96, Lyg14a, Lyg15]

$$
\begin{align*}
& \Phi_{2}=a_{11} \frac{1}{V_{e}} \int \hat{u n_{x}} d s+a_{12} \frac{1}{V_{e}} \int u \hat{n}_{y} d s+a_{13} \frac{1}{V_{e}} \int u \hat{n}_{z} d s \\
& +a_{21} \frac{1}{V_{e}} \int \hat{v n_{x}} d s+a_{22} \frac{1}{V_{e}} \int \hat{v n_{y}} d s+a_{23} \frac{1}{V_{e}} \int \hat{v n_{z}} d s \\
& +a_{31} \frac{1}{V_{e}} \int w \hat{n}_{x} d s+a_{32} \frac{1}{V_{e}} \int w \hat{n}_{y} d s+a_{33} \frac{1}{V_{e}} \int \hat{w n_{z}} d s \\
& =\frac{1}{V_{e}} \int \sum_{j=1}^{3}\left(a_{1 j} \hat{u n_{x}}\right) d s+\frac{1}{V_{e}} \int \sum_{j=1}^{3}\left(a_{2 j} \hat{n_{x_{j}}}\right) d s+\frac{1}{V_{e}} \int \sum_{j=1}^{3}\left(a_{3 j} w \hat{n}_{x_{j}}\right) d s  \tag{B.8}\\
& =\frac{1}{V_{e}} \sum_{j=1}^{3} a_{1 j} \sum_{k=1}^{m} n_{x_{j}, k} u_{k}+\frac{1}{V_{e}} \sum_{j=1}^{3} a_{2 j} \sum_{k=1}^{m} n_{x_{j}, k} v_{k}+\frac{1}{V_{e}} \sum_{j=1}^{3} a_{3 j} \sum_{k=1}^{m} n_{x_{j}, k} w_{k} \\
& =\frac{1}{V_{e}} \sum_{j=1}^{3} a_{1 j} \sum_{k=1}^{m} n_{x_{j}, k} \sum_{l=1}^{L_{k}} \frac{u_{l}}{L_{k}}+\frac{1}{V_{e}} \sum_{j=1}^{3} a_{2 j} \sum_{k=1}^{m} n_{x_{j}, k} \sum_{l=1}^{L_{k}} \frac{v_{l}}{L_{k}}+\frac{1}{V_{e}} \sum_{j=1}^{3} a_{3 j} \sum_{k=1}^{m} n_{x_{j}, k} \sum_{l=1}^{L_{k}} \frac{w_{l}}{L_{k}} \\
& \qquad \Phi_{3}=\frac{1}{V_{e}} \sum_{j=1}^{3} b_{1 j} \sum_{k=1}^{m} n_{x_{j}, k} \sum_{l=1}^{L_{k}} \frac{u_{l}}{L_{k}}+\frac{1}{V_{e}} \sum_{j=1}^{3} b_{2 j} \sum_{k=1}^{m} n_{x_{j}, k} \sum_{l=1}^{L_{k}} \frac{v_{l}}{L_{k}} \\
& +\frac{1}{V_{e}} \sum_{j=1}^{3} b_{3 j} \sum_{k=1}^{m} n_{x_{j}, k} \sum_{l=1}^{L_{k}} \frac{w_{l}}{L_{k}} \tag{B.9}
\end{align*}
$$

$$
\begin{align*}
& \Phi_{4}=\frac{1}{V_{e}} \sum_{j=1}^{3} c_{1 j} \sum_{k=1}^{m} n_{x_{j}, k} \sum_{l=1}^{L_{k}} \frac{u_{l}}{L_{k}}+\frac{1}{V_{e}} \sum_{j=1}^{3} c_{2 j} \sum_{k=1}^{m} n_{x_{j}, k} \sum_{l=1}^{L_{k}} \frac{v_{l}}{L_{k}}  \tag{B.10}\\
& +\frac{1}{V_{e}} \sum_{j=1}^{3} c_{3 j} \sum_{k=1}^{m} n_{x_{j}, k} \sum_{l=1}^{L_{k}} \frac{w_{l}}{L_{k}} \\
& \Phi_{5}=\frac{1}{V_{e}} \sum_{j=1}^{3} d_{1 j} \sum_{k=1}^{m} n_{x_{j}, k} \sum_{l=1}^{L_{k}} \frac{u_{l}}{L_{k}}+\frac{1}{V_{e}} \sum_{j=1}^{3} d_{2 j} \sum_{k=1}^{m} n_{x_{j}, k} \sum_{l=1}^{L_{k}} \frac{v_{l}}{L_{k}}  \tag{B.11}\\
& +\frac{1}{V_{e}} \sum_{j=1}^{3} d_{3 j} \sum_{k=1}^{m} n_{x_{j}, k} \sum_{l=1}^{L_{k}} \frac{w_{l}}{L_{k}}+\frac{1}{V_{e}} \sum_{j=1}^{3} e_{j} \sum_{k=1}^{m} n_{x_{j}, k} \sum_{l=1}^{L_{k}} \frac{T_{l}}{L_{k}}
\end{align*}
$$

where $n_{x_{j}}$ accounts for the components of the normal vector to each face $k$ with nodes $L_{k}$ of the $P Q$ edgedual volume. Based on these transformations, equation (B.1) is redefined as:

$$
\vec{\Phi}_{P Q}^{v i s}=\frac{1}{V_{e}} \sum_{k=1}^{m} \sum_{l=1}^{L_{k}}\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0  \tag{B.12}\\
0 & \sum_{j=1}^{3} \frac{\alpha_{1 j} n_{x_{j}, k}}{L_{k}} & \sum_{j=1}^{3} \frac{\alpha_{2 j} n_{x_{j}, k}}{L_{k}} & \sum_{j=1}^{3} \frac{\alpha_{3 j} n_{x_{j}, k}}{L_{k}} & 0 \\
0 & \sum_{j=1}^{3} \frac{b_{1 j} n_{x_{j}, k}}{L_{k}} & \sum_{j=1}^{3} \frac{b_{2 j} n_{x_{j}, k}}{L_{k}} & \sum_{j=1}^{3} \frac{b_{3 j} n_{x_{j}, k}}{L_{k}} & 0 \\
0 & \sum_{j=1}^{3} \frac{c_{1 j} n_{x_{j}, k}}{L_{k}} & \sum_{j=1}^{3} \frac{c_{2 j} n_{x_{j}, k}}{L_{k}} & \sum_{j=1}^{3} \frac{c_{3 j} n_{x_{j}, k}}{L_{k}} & 0 \\
0 & \sum_{j=1}^{3} \frac{d_{1 j} n_{x_{j}, k}}{L_{k}} & \sum_{j=1}^{3} \frac{d_{2 j} n_{x_{j}, k}}{L_{k}} & \sum_{j=1}^{3} \frac{d_{3 j} n_{x_{j}, k}}{L_{k}} & \sum_{j=1}^{3} \frac{e_{j} n_{x_{j}, k}}{L_{k}}
\end{array}\right] \underbrace{}_{\widetilde{M}_{k l}}\left[\begin{array}{c}
\rho_{l} \\
u_{l} \\
v_{l} \\
w_{l} \\
T_{l}
\end{array}\right]=\frac{1}{V_{e} \sum_{k=1}^{m} \sum_{l=1}^{L_{k}} \vec{M}_{k l} \vec{V}_{l}}
$$

Considering the new variables' vector $\vec{V}$, the viscous flux at the midpoint of an edge $P Q$ at the time step $n+1$ is written as:

$$
\begin{equation*}
\vec{\Phi}_{P Q}^{i s, n+1}=\vec{\Phi}_{P Q}^{v i s, n}+\frac{1}{V_{e}} \sum_{k=1}^{m} \sum_{l=1}^{L_{k}} \vec{M}_{k, l} \delta \vec{V}_{l} \tag{B.13}
\end{equation*}
$$

The last equation has to be further analyzed to include the conservative variables' vector of the flow equations $\vec{W}$; utilizing the following equations (B.14) and (B.15), which derive the appropriate transformation vector $\vec{Q}$, the final equation (B.16) is obtained:

$$
\left.\begin{array}{c}
V_{1}=W_{1}, \quad V_{2}=\frac{W_{2}}{\mathrm{~W}_{1}}, \quad V_{3}=\frac{W_{3}}{\mathrm{~W}_{1}}, \\
V_{4}=\frac{W_{4}}{\mathrm{~W}_{1}}, \quad V_{5}=\frac{W_{5}}{\mathrm{~W}_{1}}-\frac{W_{2}^{2}+W_{3}^{2}+W_{4}^{2}}{2 W_{1}^{2}} \\
\delta \vec{V}^{n+1}=\left(\frac{\partial \vec{V}}{\partial \vec{W}}\right) \delta \vec{W}=\vec{Q} \delta \vec{W} \\
\vec{Q}=\left[\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
& -\frac{1}{W_{1}^{2}} & 0 & 0 & 0 \\
\hline & \frac{1}{W_{1}} & 0 & 0 \\
-\frac{W_{3}}{W_{1}^{2}} & 0 & \frac{1}{W_{4}} & 0 \\
-\frac{W_{5}}{W_{1}^{2}} & \frac{W_{2}^{2}+W_{3}^{2}+W_{4}^{2}}{W_{1}^{3}} & -\frac{W_{2}}{W_{1}^{2}} & -\frac{W_{3}}{W_{1}^{2}} & -\frac{W_{4}}{W_{1}^{2}}
\end{array}\right]  \tag{B.16}\\
\frac{1}{W_{1}}
\end{array}\right] .
$$

Thus, equation (B.13) for the examined edge $P Q$ is written in the following formulation, deriving the required per Newton linearized matrices $\underline{C}_{d}^{n}, \underline{C}_{o}^{n}, \underline{C}_{a d j}^{n}$, based on the values of conservative variables at the end-points $P$ and $Q$, and the rest nodes $R$ of the corresponding edge-dual volume as well:

$$
\begin{equation*}
\vec{\Phi}_{P Q}^{v i s, n+1}=\vec{\Phi}_{P Q}^{v i s, n}+\frac{1}{V_{e}} \sum_{k=1}^{m} \sum_{l=1}^{L_{k}} \vec{M}_{k, l} \vec{Q}_{l} \delta \vec{W}_{l} \tag{B.17}
\end{equation*}
$$

## B.1.2. Linearization based on the nodal-averaging scheme

If the nodal-averaging method (equations (2.104)-(2.106)) is selected, the gradients at the middle of an edge $P Q$ of the grid are evaluated as follows [Bla01, Lyg14a, Lyg15]

$$
\begin{equation*}
(\nabla U)_{P Q}=(\nabla \bar{U})_{P Q}-\left[(\nabla \bar{U})_{P Q} \cdot \overrightarrow{\hat{r}}_{P Q}-\left(\frac{\partial U}{\partial l}\right)_{P Q}\right] \overrightarrow{\hat{r}}_{P Q} \tag{B.18}
\end{equation*}
$$

while omitting the directional derivative, the previous equation becomes:

$$
\begin{equation*}
(\nabla U)_{P Q} \approx(\nabla \bar{U})_{P Q}=\frac{1}{2}\left((\nabla U)_{P}+(\nabla U)_{Q}\right) \tag{B.19}
\end{equation*}
$$

Utilizing equation (2.91), according to which the gradients of the flow variables are obtained at each computational node, the previous relation for a variable $u_{i}$ is further transformed as

$$
\begin{align*}
& \frac{\partial u_{i P Q}}{\partial x_{j}}=\frac{1}{2}\left(\frac{\partial u_{i P}}{\partial x_{j}}+\frac{\partial u_{i Q}}{\partial x_{j}}\right)=\frac{1}{2}\left[\frac{1}{V_{P}}\left(\sum_{R \in K_{N}(P)} \frac{1}{2}\left(u_{i p}+u_{i R}\right) n_{P R_{j}}+\sum_{\left(R_{\text {out }} \delta C_{P} \cap \Gamma\right)} u_{i p} n_{\text {out } j}\right)\right]+ \\
& \frac{1}{2}\left[\frac{1}{V_{Q}}\left(\sum_{T \in K_{N}(Q)} \frac{1}{2}\left(u_{i Q}+u_{i T}\right) n_{Q T_{j}}+\sum_{\left(T_{\text {out }} \in \partial C_{p} \cap \Gamma\right)} u_{i Q} n_{o u t j}\right)\right]= \\
& \underbrace{\left(\frac{1}{4 V_{P}} \sum_{R \in K_{N}(P)} n_{P R_{j}}+\frac{1}{2 V_{P}} \sum_{\left.R_{\text {out }} \in \mathcal{C O}_{P} \cap \Gamma\right)} n_{\text {out } j}\right)}_{D_{R j}} u_{i P}+\underbrace{\left(\frac{1}{4 V_{Q}} \sum_{T \in K_{N}(Q)} n_{Q T_{j}}+\frac{1}{2 V_{Q}} \sum_{\left.T_{o u t} \in \mathcal{O} \cap \cap \Gamma\right)} n_{\text {out }}\right)}_{D_{Q i}} u_{i Q}+  \tag{B.20}\\
& \underbrace{\frac{1}{4 V_{P}} \sum_{R \in K_{N}(P)} n_{P R_{j}} u_{i R}+\frac{1}{4 V_{Q}} \sum_{T \in K_{N}(Q)} n_{Q T_{j}} u_{i T}}_{E_{P_{Q u j}}}
\end{align*}
$$

where $P$ and $Q$ are the end-points of the examined edge $P Q$, while $R$ and $T$ are their neighbouring nodes, connected with an edge, respectively. Considering the previous expression, equations (B.3) - (B.6) are described as

$$
\begin{align*}
& \Phi_{2}=a_{11} \frac{\partial u}{\partial x}+a_{12} \frac{\partial u}{\partial y}+a_{13} \frac{\partial u}{\partial z}+a_{21} \frac{\partial v}{\partial x}+a_{22} \frac{\partial v}{\partial y}+a_{23} \frac{\partial v}{\partial z}+a_{31} \frac{\partial w}{\partial x}+a_{32} \frac{\partial w}{\partial y}+a_{33} \frac{\partial w}{\partial z}= \\
& \sum_{j=1}^{3} a_{1 j} \frac{\partial u_{P Q}}{\partial x_{j}}+\sum_{j=1}^{3} a_{2 j} \frac{\partial v_{P Q}}{\partial x_{j}}+\sum_{j=1}^{3} a_{3 j} \frac{\partial w_{P Q}}{\partial x_{j}}=  \tag{B.21}\\
& \sum_{j=1}^{3} a_{1 j}\left(D_{P j} u_{P}+D_{Q j} u_{Q}+E_{P Q u j}\right)+\sum_{j=1}^{3} a_{2 j}\left(D_{P j} v_{P}+D_{Q j} v_{Q}+E_{P Q u j}\right)+ \\
& \sum_{j=1}^{3} a_{3 j}\left(D_{P j} w_{P}+D_{Q j} w_{Q}+E_{P Q w j}\right) \\
& \Phi_{3}=\sum_{j=1}^{3} b_{1 j}\left(D_{P j} u_{P}+D_{Q j} u_{Q}+E_{P Q u j}\right)+\sum_{j=1}^{3} b_{2 j}\left(D_{P j} v_{P}+D_{Q j} v_{Q}+E_{P Q v j}\right)+  \tag{B.22}\\
& \sum_{j=1}^{3} b_{3 j}\left(D_{P j} w_{P}+D_{Q j} w_{Q}+E_{P Q w j}\right) \\
& \Phi_{4}=\sum_{j=1}^{3} c_{1 j}\left(D_{P j} u_{P}+D_{Q j} u_{Q}+E_{P Q u i j}\right)+\sum_{j=1}^{3} c_{2 j}\left(D_{P j} v_{P}+D_{Q j} v_{Q}+E_{P Q v i j}\right)+ \\
& \sum_{j=1}^{3} c_{3 j}\left(D_{P j} w_{P}+D_{Q j} w_{Q}+E_{P Q u j}\right)  \tag{B.23}\\
& \Phi_{5}=\sum_{j=1}^{3} d_{1 j}\left(D_{P j} u_{P}+D_{Q j} u_{Q}+E_{P Q u j}\right)+\sum_{j=1}^{3} d_{2 j}\left(D_{P j} v_{P}+D_{Q j} v_{Q}+E_{P Q v i}\right)+  \tag{B.24}\\
& \sum_{j=1}^{3} d_{3 j}\left(D_{P j} w_{P}+D_{Q j} w_{Q}+E_{P Q w j}\right)+\sum_{j=1}^{3} e_{j}\left(D_{P j} T_{P}+D_{Q j} T_{Q}+E_{P Q T j}\right)
\end{align*}
$$

while equation (B.1) is per Newton linearized as:

$$
\begin{align*}
& \vec{\Phi}_{P Q}^{v i s}=\sum_{j=1}^{\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
0 & a_{1 j} D_{P j} & a_{2 j} D_{P j} & a_{3 j} D_{P j} & 0 \\
0 & b_{1 j} D_{P j} & b_{2 j} D_{P j} & b_{3 j} D_{P j} & 0 \\
0 & c_{1 j} D_{P j} & c_{2 j} D_{P j} & c_{3 j} D_{P j} & 0 \\
0 & d_{1 j} D_{P j} & d_{2 j} D_{P j} & d_{3 j} D_{P j} & e_{j} D_{P j}
\end{array}\right]}\left[\begin{array}{c}
\rho_{P} \\
u_{P} \\
v_{P} \\
w_{P} \\
T_{P}
\end{array}\right]+ \tag{B.25}
\end{align*}
$$

Finally, the transformation matrix $\vec{Q}$ is utilized similarly to the previous section, in order equation (B.25) to include conservative variables' vector as

$$
\begin{equation*}
\vec{\Phi}_{P Q}^{v i s, n+1}=\vec{\Phi}_{P Q}^{v i s, n}+\sum_{j=1}^{3} \vec{M}_{P} \vec{Q}_{P} \delta \vec{W}_{P}+\sum_{j=1}^{3} \vec{M}_{Q} \vec{Q}_{Q} \delta \vec{W}_{Q}+\sum_{j=1}^{3} \vec{E}_{P Q \delta}^{\prime} \tag{B.26}
\end{equation*}
$$

where the matrix $\vec{E}_{P Q \delta}^{\prime}$ includes also the transformation matrix $\vec{Q}$.

## B.2. Turbulence models

For the diffusive terms of the incorporated turbulence models, the same procedure is followed; the viscous fluxes at the midpoint of an edge $P Q$ are defined similarly to these of the flow PDE's (equations (B.2)-(B.6)) as

$$
\begin{align*}
& \Phi_{1}=a_{x} \frac{\partial k}{\partial x}+a_{y} \frac{\partial k}{\partial y}+a_{z} \frac{\partial k}{\partial z} \\
& \Phi_{2}=b_{x} \frac{\partial \varphi}{\partial x}+b_{y} \frac{\partial \varphi}{\partial y}+b_{z} \frac{\partial \varphi}{\partial z} \tag{B.27}
\end{align*}
$$

where the variable $\varphi$ corresponds to $\varepsilon$ if $k-\varepsilon$ model is employed and to $\omega$ if $k-\omega$ or SST model is implemented instead. The coefficients in the previous equation $a_{x_{j}}$ and $b_{x_{j}}$ are computed for $k-\varepsilon$ model as

$$
\begin{align*}
& a_{x_{j}}=\left(\frac{\mu}{\operatorname{Re}}+\frac{\mu_{t}}{\sigma_{k}}\right) n_{P Q, x_{j}} \\
& b_{x_{j}}=\left(\frac{\mu}{\operatorname{Re}}+\frac{\mu_{t}}{\sigma_{\varepsilon}}\right) n_{P Q, x_{j}} \tag{B.28}
\end{align*}
$$

while for $k-\omega$ and SST models as:

$$
\begin{align*}
& a_{x_{j}}=\left(\frac{\mu}{\operatorname{Re}}+\mu_{t} \sigma_{k}\right) n_{P Q, x_{j}} \\
& b_{x_{j}}=\left(\frac{\mu}{\operatorname{Re}}+\mu_{t} \sigma_{\omega}\right) n_{P Q, x_{j}} \tag{B.29}
\end{align*}
$$

## B.2.1. Linearization based on the edge-dual volume method

If the edge-dual volume-based methodology is implemented for the computation of the required derivatives, equation (B.27) is defined similarly to equations (B.8)-(B.11) as

$$
\begin{align*}
& \Phi_{1}=\sum_{j=1}^{3} a_{x_{j}} \frac{\partial k}{\partial x_{j}}=\sum_{j=1}^{3} a_{x_{j}} \frac{1}{V_{e}} \int k \hat{n}_{x_{j}} d s=\frac{1}{V_{e}} \sum_{k=1}^{m} \sum_{l=1}^{L_{k}} \sum_{j=1}^{3} \frac{a_{x_{j}} n_{x_{j}, k}}{L_{k}} k \\
& \Phi_{2}=\sum_{j=1}^{3} b_{x_{j}} \frac{\partial \varphi}{\partial x_{j}}=\sum_{j=1}^{3} b_{x_{j}} \frac{1}{V_{e}} \int \varphi \hat{n}_{x_{j}} d s=\frac{1}{V_{e}} \sum_{k=1}^{m} \sum_{l=1}^{L_{k}} \sum_{j=1}^{3} \frac{b_{x_{j}} n_{x_{j}, k}}{L_{k}} \varphi \tag{B.30}
\end{align*}
$$

while considering additionally the corresponding transformation vector, its final linearized formulation is the following:

$$
\vec{\Phi}_{P Q}^{\text {ris }}=\frac{1}{V_{e}} \sum_{k=1}^{m} \sum_{l=1}^{L_{k}}\left[\begin{array}{cc}
\sum_{j=1}^{3} \frac{a_{x_{j}} n_{x_{j}, k}}{L_{k}} & 0  \tag{B.31}\\
0 & \sum_{j=1}^{3} \frac{b_{x_{j}} n_{x_{j}, k}}{L_{k}}
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{\rho_{l}} & 0 \\
0 & \frac{1}{\rho_{l}}
\end{array}\right]\left[\begin{array}{c}
\rho_{l} k_{l} \\
\rho_{l} \varphi_{l}
\end{array}\right]
$$

## B.2.2. Linearization based on the nodal-averaging scheme

In case the nodal-averaging method is used for the evaluation of gradients, the diffusive fluxes of the incorporated turbulence models are linearized in the same way to equation (B.25) as:

$$
\begin{align*}
& \vec{\Phi}_{P Q}^{v i s}=\sum_{j=1}^{3}\left[\begin{array}{cc}
a_{x_{j}} D_{P_{j}} & 0 \\
0 & b_{x_{j}} D_{P_{j}}
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{\rho_{P}} & 0 \\
0 & \frac{1}{\rho_{P}}
\end{array}\right]\left[\begin{array}{c}
\rho_{P} k_{P} \\
\rho_{P} \varphi_{P}
\end{array}\right]+ \\
& \sum_{j=1}^{3}\left[\begin{array}{cc}
a_{x j} D_{Q j} & 0 \\
0 & b_{x_{j}} D_{Q j}
\end{array}\right]\left[\begin{array}{cc}
\frac{1}{\rho_{Q}} & 0 \\
0 & \frac{1}{\rho_{Q}}
\end{array}\right]\left[\begin{array}{c}
\rho_{Q} k_{Q} \\
\rho_{Q} \varphi_{Q}
\end{array}\right]+\sum_{j=1}^{3}\left[\begin{array}{cc}
a_{x_{j}} E_{t, P_{Q u j}} & 0 \\
0 & b_{x_{j}} E_{t, P Q u i j}
\end{array}\right] \tag{B.32}
\end{align*}
$$

"Intentionally left blank"

## Appendix C: Newton linearization of the free-slip convective fluxes

The free-slip convective flux vector, required at inviscid solid wall or symmetry boundary surfaces, is computed as follows

$$
\vec{H}_{\text {freeslip }}=\left(\begin{array}{lllll}
0 & p n_{\text {out }, x} & p n_{\text {out }, y} & p n_{\text {out }, z} & 0 \tag{C.1}
\end{array}\right)^{T}
$$

while its diagonal contribution for the point-implicit scheme is defined by implementing the chain rule as

$$
\frac{\partial \vec{H}_{\text {fressip }}}{\partial \vec{W}}=\frac{\partial \vec{H}_{\text {freesip }}}{\partial \vec{U}} \cdot \frac{\partial \vec{U}}{\partial \vec{W}}=\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0  \tag{C.2}\\
0 & 0 & 0 & 0 & n_{\text {out }, x} \\
0 & 0 & 0 & 0 & n_{\text {out }, v} \\
0 & 0 & 0 & 0 & n_{\text {out }, z} \\
0 & 0 & 0 & 0 & 0
\end{array}\right] \cdot\left[\begin{array}{ccccc}
\frac{\partial \rho}{\partial \rho} & \frac{\partial \rho}{\partial \rho u} & \frac{\partial \rho}{\partial \rho v} & \frac{\partial \rho}{\partial \rho w} & \frac{\partial \rho}{\partial \rho E} \\
\frac{\partial u}{\partial \rho} & \frac{\partial u}{\partial \rho u} & \frac{\partial u}{\partial \rho v} & \frac{\partial u}{\partial \rho w} & \frac{\partial u}{\partial \rho E} \\
\frac{\partial v}{\partial \rho} & \frac{\partial v}{\partial \rho u} & \frac{\partial v}{\partial \rho v} & \frac{\partial v}{\partial \rho w} & \frac{\partial v}{\partial \rho E} \\
\frac{\partial w}{\partial \rho} & \frac{\partial w}{\partial \rho u} & \frac{\partial w}{\partial \rho v} & \frac{\partial w}{\partial \rho w} & \frac{\partial w}{\partial \rho E} \\
\frac{\partial p}{\partial \rho} & \frac{\partial p}{\partial \rho u} & \frac{\partial p}{\partial \rho v} & \frac{\partial p}{\partial \rho w} & \frac{\partial p}{\partial \rho E}
\end{array}\right]
$$

where $\vec{W}$ is the conservative variables' vector and $\vec{U}$ is the primitive variables' vector. Thus, the freeslip contribution becomes as

$$
\frac{\partial \vec{H}_{\text {freslip }}}{\partial \vec{W}}=\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0  \tag{C.3}\\
\frac{\partial p}{\partial \rho} n_{\text {out }, x} & \frac{\partial p}{\partial \rho u} n_{\text {out }, x} & \frac{\partial p}{\partial \rho v} n_{\text {out }, x} & \frac{\partial p}{\partial \rho w} n_{\text {out }, x} & \frac{\partial p}{\partial \rho E} n_{\text {out }, x} \\
\frac{\partial p}{\partial \rho} n_{\text {out }, y} & \frac{\partial p}{\partial \rho u} n_{\text {out }, y} & \frac{\partial p}{\partial \rho v} n_{\text {out }, y} & \frac{\partial p}{\partial \rho w} n_{\text {out }, y} & \frac{\partial p}{\partial \rho E} n_{\text {out }, y} \\
\frac{\partial p}{\partial \rho} n_{\text {out }, z} & \frac{\partial p}{\partial \rho u} n_{\text {out }, z} & \frac{\partial p}{\partial \rho v} n_{\text {out }, z} & \frac{\partial p}{\partial \rho w} n_{\text {out }, z} & \frac{\partial p}{\partial \rho E} n_{\text {out }, z} \\
0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

where $\vec{n}_{\text {out }}=\left(n_{\text {out }, x}, n_{\text {out }, y}, n_{\text {out }, z}\right)$ is the normal to the boundary face vector. Considering equation (2.10) transformed in the following formulation (C.4)

$$
\begin{equation*}
p=(\gamma-1) \rho \mathrm{E}-\frac{(\gamma-1)}{2 \rho}\left[(\rho u)^{2}+(\rho v)^{2}+(\rho w)^{2}\right] \tag{C.4}
\end{equation*}
$$

the final free-slip diagonal contribution can be calculated as:

$$
\frac{\partial \vec{H}_{\text {fresslip }}}{\partial \vec{W}}=\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0  \tag{C.5}\\
\frac{(\gamma-1)}{2}\left(u^{2}+v^{2}+w^{2}\right) n_{\text {out }, x} & -(\gamma-1) u n_{\text {out }, x} & -(\gamma-1) v n_{\text {out }, x} & -(\gamma-1) w n_{\text {out }, x} & (\gamma-1) n_{\text {out }, x} \\
\frac{(\gamma-1)}{2}\left(u^{2}+v^{2}+w^{2}\right) n_{\text {out }, y} & -(\gamma-1) u n_{\text {out }, y} & -(\gamma-1) v n_{\text {out }, y} & -(\gamma-1) w n_{\text {out }, y} & (\gamma-1) n_{\text {out }, y} \\
\frac{(\gamma-1)}{2}\left(u^{2}+v^{2}+w^{2}\right) n_{\text {out }, z} & -(\gamma-1) u n_{\text {out }, z} & -(\gamma-1) v n_{\text {out }, z} & -(\gamma-1) w n_{\text {out }, z} & (\gamma-1) n_{\text {out }, z} \\
0 & 0 & 0 & 0 & 0
\end{array}\right]
$$


[^0]:    Initialization of simulation by the master process
    Initialization of parallelization (domain decomposition, overlapping region construction, etc.) by the master process
    Distribution of data to the rest processes
    Iterative procedure
    Do $i=1$ to max iterations
    Do $j=1$ to iterative method steps
    Perform relaxation of governing equations
    MPI BARRIER
    Exchanging data

[^1]:    Do $j=1$ to NA (NA stands for the number of angular agglomeration levels).
    If $(j>1)$ then ( 1 corresponds to the densest angular resolution)
    Perform angular restriction

