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Abstract 

 

Olfaction  as  a  Digital  Sense:  Implementation  of  Real  Time  
Video  Capture  &  Processing  System  for  Insect  Gathering  

Detection  Stimulated  by  Olfaction  in  Restricted  
Environment 

 

Alkiviades Klotsonis, E.C.E. 

Technical University of Crete, 2015 

 

Supervisor:  Konstantinos Kalaitzakis 

 

The following thesis is organized in 4 chapters: 

1st Chapter discusses about the sense of olfaction. The way this sense is conceived by the 

human brain is analyzed and the measurement conventions about it are recorded. Then a 

brief study of olfaction mechanisms that are met in vertebrates, fish, insect and the 

nematode olfactory system are presented. At the end there is a reference on how the 

animal’s olfaction have been useful to our life and a comparison of their olfactory 

systems. 

2nd Chapter introduces the technological progress of artificial olfaction. First, the 

electronic nose sensors are studied and their applications are presented. Next we analyze 

the concept and development of the bio-electronic nose. Finally we discuss about 

bioengineering methods that implement the artificial olfaction metaphor and conclude on 

the future trends. 
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3rd Chapter presents the designing process of the system that is described at the tittle. 

The setup requirements are discussed and the olfactometer is introduced. Moreover the 

algorithm is designed, implemented in Matlab and tested. A brief study on image 

binarization techniques is presented and finally there is a research about the optimal 

hardware for the system deployment. 

4th Chapter implements the system. Additionally it contains a getting started guide for 

BeagleBone Black. All the necessary for our system implementation software, drivers 

and libraries are explained into detail. The chapter also contains an educational cross 

compiling section with tips on how to cross compile and remote debug for BeagleBone 

Black. Finally the results of the experiments are presented followed by a discussion on 

the conclusions. 
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Chapter 1 
A Brief Olfaction Study 

 

Abstract 

Olfaction is the most complex and less understood human sense. Although 

humans do not have a lot olfactory receptors compared to many species of the animal 

kingdom, which makes our noses insensitive, we are still the main subject of qualitative 

odor measurement. Early in this chapter we will discuss about the human sense of smell 

and odor measurement. On the other hand, molecular mechanisms of olfaction have been 

intensively studied in the last quarter century and it was found that receptors by which 

olfactory stimuli are detected are vastly different between different animal species and 

even between different olfactory organs of the same species. This chapter includes a 

general description of the anatomy of the mammalian olfactory system. Also contains a 

brief comparison of the fish, insect and nematode olfactory receptors capability. 

 

1.1 Olfaction as a Human Sense 

We have five senses: vision, hearing, touch, smell, and taste. Although some 

others including balance, pain, itch, and temperature senses have been reported, the first 

five remain the major classical senses. Among those, three of them: vision, hearing, and 

touch, recognize physical stimuli, and the other two senses recognize chemical stimuli. 

The science and technology concerned with vision and hearing have been advanced 

enormously, while the understanding of the chemical senses, especially the sense of 

smell, has been very limited. 
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1.1.1 HUMAN SENSES AT THE DIGITAL WORLD 

The stimulus energy for the sense of vision and hearing is light and sound, 

respectively. The camera creates recorded signals that can be delivered to remote places. 

This technology allows us to transfer audio and video so we can watch a football game at 

home. The sense of touch has been also integrated with information technology in the 

form of the tablet PC as well as augmented reality sometimes. On the contrary, there is no 

such a device, which can capture smell or taste. The sense of smell is even more 

complicate and mysterious than the sense of taste. Electronic noses have been intended to 

mimic the signal processing of the sense of smell; however, elemental receptor materials 

of the conventional electronic noses are totally different from human olfactory receptors. 

If we consider that the sense of smell is a chemical sense, the same receptor materials as 

those in the human nose should be employed to accurately realize the human sense of 

smell. 

In the last two decades, much has been learned about the smell sensing 

mechanism in biological systems. With knowledge about the biological olfactory system 

and the techniques for the expression of biological receptor proteins, we are able to 

utilize biological materials and systems to mimic the biological olfactory system. In 

addition to the advances in biological and biotechnological area, nanotechnology has 

progressed to a great degree. Creating a device that has a similar function to the human 

smell sensing system can be realized by combining the olfactory cells or receptors with 

nanotechnology. 

1.1.2 OLFACTION MODELING 

A parallel investigation to replicating the human nose would be the digitization of 

olfaction. In order to reach the Digital Odor, we need to create a model to describe it and 
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reproduce any known to human odor today respectively to the digital image or sound. 

This is the road down the place where physics meet chemistry or science leads to a 

principle theory as Einstein had imagined. A relative chemical approach is done at [1] 

where odors are categorized to simple and complex.   

In short, a simple odor is usually a small, polar molecule that can become 

airborne, enter the nasal cavity and then be sensed by the mammalian olfactory system. 

There are many different functional groups found in odorous compounds; some of which 

are listed below in Table 1.1. 

 

 

Table 1.1: Odorous Compounds (taken from [1] page 13) 
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A complex odor (as opposed to a simple odor) is a collection of two or more 

different volatile chemical compounds that produces a smell. The number of different 

compounds in an odor can vary from just a few to several thousand – each with a 

different concentration and each with a different detection threshold for the human nose. 

The resultant smell may have various olfactory notes within it, such as green, floral, 

citrus etc. The problem is further complicated by the fact that the detection threshold of a 

chemical compound in a complex odor can differ from that when it is on its own, i.e. as a 

simple odor. For example, compound A and B may not smell as individuals but when 

mixed together they do elicit an olfactory response. Thus, the structure-activity 

relationship may be straightforward and exist for simple odors but can be highly non-

linear in mixtures. This makes it very difficult to understand and model the mechanisms 

by which the human olfactory system works and thus to develop an electronic metaphor. 

 

1.2 Odor Conception & Measurement Conventions 

Odor measurement even without a complete model of representation can be 

achieved based on factors that are deduced from the conception of odor by the human 

brain. Defining a process and making the necessary conventions can lead to quantity and 

quality units that describe an odor [2]. Measurement is essential for odor regulation and 

control in nowadays applications. An odor emission often consists of a complex mixture 

of many odorous compounds. Analytical monitoring of individual chemical compounds 

present in such an odor is usually not practical. As a result, odor sensory methods, instead 

of instrumental methods, are normally used to measure complex odors. Odor sensory 

methods are available to monitor odor both from source emissions and in the ambient air. 

Those two diverse circumstances require different approaches. 
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Field measurement with portable Olfactometers seems more effective, but the use 

of “Field Olfactometers” is not regulated in Europe so far, while it is popular in the U.S. 

and Canada, where several States set limits at the receptor sites or along the perimeter of 

odor emitting plants, expressed in units of dilution to threshold (D/T) [3]. Different 

aspects of odor can be measured through a number of quantitative methods, such as 

assessing concentration or apparent intensity. Initial entry into a room provides the most 

accurate sensing of smell, before habituation begins to change the perception of an odor. 

Sensation of odor has 4 properties related to threshold and tolerance. Those are 

Concentration, Intensity, Quality and Hedonic Tone. 

1.2.1 ODOR DETECTION THRESHOLD 

The odor detection threshold (ODT) is the lowest concentration of a certain odor 

compound that is perceivable by the human sense of smell. The threshold of a chemical 

compound is determined in part by its shape, polarity, partial charges and molecular 

mass. The olfactory mechanisms responsible for a compound's different detection 

threshold is not well understood, as such, these thresholds cannot yet be accurately 

predicted. Rather, they must be measured through extensive tests using human subjects in 

laboratory settings. The ODT is the concentration of an odor in air when 50% of a 

population can distinguish between the odorous sample and an odor free blank. The 

recognition threshold is the concentration of an odor in air in which 50% of a population 

can discern from an odorous sample and odor free blank. The recognition odor threshold 

is usually a factor of 2 to 5 times higher than the ODT [9]. Odor concentration is an 

odor's pervasiveness. To measure odor sensation, an odor is diluted to certain amounts to 

reach a detection or recognition threshold. 
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1.2.2 MEASURING CONCENTRATION 

The measurement of odor concentration is the most widespread method to 

quantify odors. It is standardized in CEN EN 13725:2003 [4]. The method is based on 

dilution of an odor sample to the ODT. The numerical value of the odor concentration is 

equal to the dilution factor that is necessary to reach the ODT. Its unit is the European 

Odor Unit, OUE. Therefore, the odor concentration at the ODT is 1 OUE by definition. 

To establish the odor concentration, an olfactometer is used which employs a 

group of panelists. A diluted odorous mixture and an odor-free gas (as a reference) are 

presented from sniffing ports to a group of panelists. In comparing the odor emitted from 

each port, the panelists are asked to report if they can detect a difference between the 

ports. The gas-diluting ratio is then decreased by a factor of 1.4 or two (i.e., the 

concentration is increased accordingly). The panelists are asked to repeat their judgment. 

This continues until the panelists respond certain and correct twice in a row. These 

responses are used to calculate the concentration of the odor in terms of OUE/m3. 

To complete such a task a few additional factors should be taken into account. 

First, the test persons must fulfill certain requirements, for example regarding their 

sensitivity of odor perception. The main panel calibration gas to verify this requirement 

used is n-Butanol (as 1 OUE/m3≡40 ppb/v n-butanol) [5]. Second, to collect an odor 

sample, the samples must be collected using specialized sample bags, which are made 

from an odor free material e.g. Teflon. The most accepted technique for collecting odor 

samples is the lung technique, where the sample bag is placed in a sealed drum, and a 

vacuum is placed on the drum, which fills the sample bag as the bag expands, and draws 

the sample from the source into the bag. Critically, all components that touch the odor 

sample must be odor free, which includes sample lines and fittings. Also a human's odor 

detection threshold is variable. Repeated exposure to an odorant leads to enhanced 
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olfactory sensitivity and decreased ODT for a number of different odorants [6]. It was 

found in a study that humans that were completely unable to detect the odor of 

androstenone developed the ability to detect it after repeated exposure [7]. Another study 

showed that humans could discriminate between two odorants that differ in concentration 

by as little as 7% [8]. 

1.2.3 ODOR INTENSITY 

Odor intensity is the perceived strength of odor sensation. This intensity property 

is used to locate the source of odors and perhaps most directly related to odor nuisance 

[9]. Perceived strength of the odor sensation is measured in conjunction with odor 

concentration. This can be modeled by the Weber-Fechner law: 

 

Where:  

• I is the perceived psychological intensity at the dilution step on the butanol scale. 

• a is the Weber-Fechner coefficient, c is the chemical concentrations. 

• and b is the intercept constant (0.5 by definition). 

 

Odor intensity can be expressed using an odor intensity scale, by assigning a 

numerical value that corresponds to a verbal description in order to describe an odor 

sensation [10]. 

Odor intensity can be divided into the following categories according to intensity: 

0 – no odor 

1 – very weak (odor threshold) 

2 – weak 

3 – distinct 

4 – strong 
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5 – very strong 

6 – intolerable 

This method is applied by in the laboratory and is done so by a series of suitably 

trained panelists/observers who have been trained to appropriately define intensity. 

1.2.4 HEDONIC TONE ASSESSMENT 

Hedonic assessment is the process of scaling odors on a scale ranging from 

extremely unpleasant via neutral up to extremely pleasant. It is important to note that 

intensity and hedonic tone, whilst similar, refer to different things. That is, the strength of 

the odor (intensity) and the pleasantness of an odor (hedonic tone). Moreover, it is 

important to note that perception of an odor may change from pleasant to unpleasant with 

increasing concentration, intensity, time, frequency, and previous experience with a 

specific odor (correlated memories); all factors determining a response [9]. 

The overall set of qualities is sometimes identified as the "FIDOL factors", (short 

for Frequency, Intensity, Duration, Offensiveness and Location) [11]. 

1.2.5 ODOR CHARACTER 

The character of an odor is a critical element in assessing an odor. This property is 

the ability to distinguish different odors and is only descriptive. First a basic description 

is used such as sweet, pungent, acrid, fragrant, warm, dry, or sour. The odor is then 

referenced to a source such as sewage or apple, which can then be followed by a 

reference to a specific chemical such as acids or gasoline [9]. 

Most commonly, a set of standard descriptors is used, which may range from 

fragrant to sewer odor [12]. Although the method is fairly simplistic, it is important for 

the FIDOL factors to be understood by the person recording the character. This method is 

most commonly used to define the character of an odor that can then be compared to 
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other odors. It is common for olfactometry laboratories to report character as an 

additional factor post sample analysis. 

Odor character after all is a very objective factor. Although some descriptions 

remain the same at most applications where odor characterization is necessary, at most 

cases odor descriptors vary. Table 1.2 below, taken from [13], show another odor 

characterization proposal together with their corresponding chemical structure. 

 

 

Table 1.2: Some primary aroma categories proposed by Amoore in 1964 
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The ODT as it was described above can vary between different categories/group 

of odors. A correlation between the odor type and the ODT is shown at the Table 1.3 

below, taken from [13]. 

 

 

Table 1.3: Range of human detection thresholds for some common odorants 
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1.3 Animals Olfactory System 

Sense of smell is the most mysterious sense among five senses, and its biological 

mechanism was revealed relatively later than with other senses. This sense has been 

instinctually used for the perception of dangerous situations or subtle changes in the 

environment. For instance, fire can easily be recognized through the smell of smoke, and 

the spoilage of food can be determined by their putrid odors. However, humans have 

insensitive noses. Non-human vertebrates such as dogs and mice have more types and 

numbers of olfactory sensory neurons (OSNs) in their noses [14–16]. This makes them 

more sensitively smell something out than human beings. The analysis is taking place 

separately for vertebrates, fish, insects and nematodes as their olfaction mechanisms 

differ significantly. Studying their olfaction system though is a necessary step before 

attempting to create any bio-electronic nose and knowing their difference is important 

when designing an application specific bio-electronic nose as we might have to mimic the 

most suitable olfactory system. Sufficient neuroscience knowledge is considered requisite 

to go through that subsection. Anyone that does feel comfortable with that should step 

forward to 1.3.5 where the upshots of the previous start unfolding. 

1.3.1 THE VERTEBRATE OLFACTORY SYSTEM 

The peripheral olfactory system is comprised of the main olfactory epithelium and 

the accessory olfactory system, which contains the vomeronasal organ (VNO), the 

Grueneberg ganglion and the septal organ of Masera in rodents (Figure 1.1). The main 

olfactory epithelium’s primary function is the detection of volatile odorants in the air [17] 

whereas the VNO detects semiochemicals such as pheromones [18–20]. The Grueneberg 

ganglion is implicated in the detection of stress signals from conspecifics [21–23] and the 
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septal organ contains neurons expressing a subset of odorant receptors (ORs) that are also 

expressed in the ventral domain of the olfactory epithelium [24, 25]. 

At Figure 1.1 below we see a sagittal view of a mouse head. The anterio-dorsal tip 

contains the Grueneberg ganglion. The VNO is located on the ventral side and is divided 

into 2 halves, each expressing a unique receptor repertoire, which project to the accessory 

olfactory bulb located at the distal end of the olfactory bulb. The dorsal receptors in the 

olfactory epithelium are depicted in red and the ventral receptors in blue. The areas they 

project to on the olfactory bulb are labeled with the same colors. The septal organ is 

shown at the ventral base of the nasal septum. 

 

 

Figure 1.1: Sagittal view of a mouse head 
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1.3.2 OLFACTORY SYSTEM IN AQUATIC VERTEBRATES 

Fish carry out chemosensation via olfaction, gustation and general 

chemosensation mediated by solitary chemosensory cells. Unlike terrestrial animals, the 

fish olfactory system detects water-soluble chemicals. They detect four main classes of 

odorants: amino acids, gonadal steroids, bile acids and prostaglandins [26]. Fish have a 

single olfactory organ called an olfactory rosette, which contains 3 types of OSNs: 

ciliated, microvillous and crypt cells, and projects a tightly fasciculated olfactory nerve to 

the olfactory bulb (OB), (Figure 1.2) [27]. These 3 types of neurons differ from each 

other based on morphology (number of cilia, length of dendrite), position (depth in the 

OE) and their receptor expression profile. Each class of these receptors is believed to use 

the same or similar signaling pathways as their mammalian orthologs. The fish receptor 

repertoire is smaller than that of mammals, but their receptors are more diverse in 

sequence [28, 29] and the repertoire size itself varies significantly amongst species. For 

example, pufferfish have fewer than 50 ORs compared to the 102 intact and 35 

pseudogenized OR genes found in zebrafish [30, 31]. Fish OE have also been shown to 

express trace amine-associated receptors (TAARs) that act as candidate receptors for 

polyamines [32, 33, 34], and have a much larger repertoire than mammals in some cases 

like zebrafish with 109 TAAR genes [32]. Again, different species of fish have large 

variations in the number of TAAR genes their genomes contain.  

A single OSN in zebrafish may either express one OR or multiple ORs as in the 

case of the zOR103 family of receptors, which express either 2 or 3 receptors in some 

ciliated neurons [35]. Ciliated neurons in the zebrafish project to the dorsal and medial 

regions in the OB while the microvillous neurons project to the lateral regions [35, 36]. In 

contrast, catfish ciliated neurons project to the medial and ventral regions and the 

microvillous OSNs project to the dorsal OB [37, 38]. Ciliated and microvillous OSNs 
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project to mutually exclusive glomeruli in the zebrafish, where no glomeruli were 

observed to be innervated by both types of OSNs [35, 36]. 

 

 

Figure 1.2: (a) Single olfactory rosette, (b) OSNs found in the fish OE. 

 

1.3.3 THE INSECT OLFACTORY SYSTEM 

Most insects have two major olfactory organs on their heads, the antenna and the 

maxillary palp (Figure 1.3a). These organs are covered in sensory hairs called sensilla, 

which contain up to four sensory neurons, olfactory receptor neurons (ORNs), bathed in 

the sensory lymph. There are small openings on the surface of these sensilla that allow 

odorants to dissolve in the lymph and come in contact with the ORN dendrites (Figure 

1.3b). These ORNs project a single axon to a single spatially invariant glomerulus, which 

is also innervated by other ORNs expressing the same OR, and synapses with second 

order projection neurons in the antennal lobe in a manner analogous to the mammalian 

olfactory system [39]. There are a total of 43 glomeruli in the antennal lobe in 

Drosophila, and output neurons project ipsilaterally to Kenyon cells of the mushroom 
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bodies and the lateral horn of the proto cerebrum in the central brain [40]. There are some 

sexually dimorphic neural circuits which may be involved in the courtship and mating 

behavior [41]. 

Insect OR gene families have been identified for Drosophila (62 ORs) [42, 43], 

Anopheles (79 ORs) [44], Aedes (131 ORs) [45], Apis (157 ORs) [46] and many more. 

These highly divergent OR genes are not homologous to vertebrate G protein-coupled 

receptors ORs and they display a novel topology where their N terminus is intracellular 

and C terminus is extracellular [47, 48]. An inside-out single channel recording of cell 

membrane excised from an insect OR expressing mammalian cell cultures gave rise to 

evidence that the insect OR itself is an ion channel [49, 50] that is gated by its cognate 

ligands (Figure 1.3c). The metabotropic signaling pathway that contributes to activation 

of olfactory receptor neurons (ORNs) remains a controversial field with many players 

seemingly playing odor specific roles. RNAi knockdown of Gαq in the Drosophila 

antenna results in the flies becoming insensitive to high concentrations of isoamyl 

acetate, which normally repels flies [51]. Flies with mutations in norp A phospholipase C 

have defective maxillary palps [52]. 

Insects undergo metamorphosis and their larval repertoire of ORs is different 

from that of adults. Some ORs expressed exclusively in the adult may be responsible for 

the detection of pheromones responsible for mating. ORNs express up to three different 

ORs along with odorant receptor co-receptor (ORCO), also known as Or83b. Unlike 

other insect ORs, ORCO is conserved across diverse species [44–46] and co-expressed 

with the other ORs [53]. This receptor does not seem to participate directly in odor 

binding, but instead it forms a heteromer responsible for the transport and transduction of 

the receptors [53, 54]. 
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Much progress has been made in deorphanizing Drosophila ORs with the use of 

an “empty neuron” strategy where Or22a/b is deleted, giving rise to a Δ halo mutant fly 

which has an “empty” ab3A neuron. Using a UAS/Gal4 expression system, the ectopic 

expression of any OR expression can be driven in ab3A neurons that can then be 

electrophysiologically tested to study its response to various odorants [55–57]. These 

studies also showed that insects also detect odors using a combinatorial code of activated 

glomeruli, just like mammals. 

 

 

Figure 1.3: (a) Drosophila melanogaster, (b) Sensilla,  (c) OR activated 
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A family related to the ionotropic glutamate receptors (IRs) that mediate neuronal 

communication at synapses has also been shown in insect ORNs. These ORNs respond to 

a number of distinct odors without expressing canonical ORs. IRs are extremely 

divergent with an overall sequence identity of 10–70 % and up to 3 IRs are expressed in 

an individual ORN [58]. 

1.3.4 NEMATODE OLFACTORY SYSTEM 

Nematodes such as C. elegans carry out chemosensation with chemosensory 

neurons that extrude their sensilla into the environment via openings made by glial cells 

called the socket and sheath cells [59]. There are 32 such neurons arranged in bilaterally 

symmetric pairs along the amphid, phasmid and the inner labia. C. elegans can detect 

volatile molecules (mostly byproducts of bacterial metabolism) in the nanomolar range 

and exhibit long-range chemotaxic behavior towards them [60]. Amphid sensory neurons 

AWC and AWA detect attractants, and their bilateral symmetry aids the detection of 

gradients [61].  

 

 

Figure 1.4: The head of C. elegans 



A Brief Olfaction Study: 1.3 Animals Olfactory System 

 18 

As in vertebrates, chemosensation is mediated by 7 transmembrane domain 

GPCRs that make up 7 % of the genome (more than 500 functional chemosensory 

receptors) [62–65] and are concentrated on chromosome V, but unlike higher animals, 

worms do not have the same anatomical structures such as glomeruli to process olfactory 

information. Their olfactory receptors are evolutionarily divergent from both mammalian 

and insect ORs, and each neuron expresses a number of olfactory receptors as worms 

have only 32 neurons [66]. The activation of a single neuron is sufficient for directing 

behavioral output to environmental cues. Ectopic expression of the olfactory receptor 

ODR-10 in AWB neurons, which detects repellents, makes the transgenic worms avoid 

the normally attractive odorant diacetyl, an active ligand for ODR-10 [64, 67], which 

suggests that this behavior is encoded in the neural circuit (Figure 1.4). 

1.3.5 ANIMAL’S OLFACTION APPLICATIONS 

In airports, the scene of trained dogs sniffing for explosives and drugs is quite 

natural. Many animal trainers and scientists have attempted to train animals for the 

various purposes. Dogs have been trained to detect illegal narcotics and explosives, and 

their reliability has been examined by many scientists [68, 69]. Trained dogs are able to 

find narcotics and explosives with very high accuracy [70, 71]. Therefore, they are 

commonly used in various places such as customs. More recently, dogs and insects have 

been trained for the diagnosis of diseases. Various types of intractable diseases such as 

lung, bladder, and breast cancers require early diagnosis. These diseases cause tiny 

changes in body or urine odors. Although people cannot perceive such small changes, 

dogs and insects can [72–74]. Mice and rats are also good odor detectors [75–78]. They 

can recognize compounds that are regarded as odorless, such as carbon dioxide [79]. For 

these advantages, animals are still trained as alternatives to the human nose.  
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1.3.6 ANIMAL TRAINING PROCEDURE 

The training procedure used for every animal is based to the same logic. Pavlov 

first issued the basic idea that is today called the Classical Conditioning. Classical 

conditioning (also Pavlovian or respondent conditioning) is a process of behavior 

modification in which an innate response to a potent biological stimulus becomes 

expressed in response to a previously neutral stimulus. This is achieved by repeated 

pairings of the neutral stimulus and the potent biological stimulus that elicits the desired 

response. For example, putting some TNT around the bee’s antennas and simultaneously 

hitting the antennas with some sugar water and repeating for 3 times within 1 minute will 

make bees want to go after TNT at the end.   

1.3.7 A COMPARISON 

When attempting to investigate the case of creating a bio-electronic nose, except 

from the capabilities of odor detection that where presented above when describing the 

olfaction mechanisms we should also take into account the nanotechnology capabilities. 

Nanotechnology progress should be studied in order to decide what it is possible. 

If the case is bioengineering, thus using a trained animal to perform a sniffing task 

then multiple factors can be taken into account. First it could be the sensitivity. Insects 

have more ORs than any other animal close or not to their size. The shark might have 

more ORs but is definitely not convenient to handle by the mankind. Now image leaving 

a rubbish bag outside the window; probably the first living organism that will sniff it, if 

you don’t have a pet, would be a fly. While dogs, rats and pigs have been used for the 

detection of explosives, contraband and sometimes diseases [68, 69, 80], it is hard to 

embed their abilities in an automated system, expensive to train and maintain and they 

usually need a supervisor to handle them. Insects on the other hand are very handy to 
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restrict and monitor, cheap to maintain, easy to train and extremely capable. Finally, their 

behavior has been extensively studied in the past [81-95]. 

Another interesting field contains genetically engineered plants with nematode 

olfactory system, which have been used for the detection of explosives [80]. As we 

already mentioned the nematode olfactory mechanism has great capabilities but it is 

usually met in microorganisms that do not have the capacity to be conditioned. 
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Chapter 2 
Towards Artificial Olfaction 

 

Abstract 

An overview of the technological progress in the field of olfaction is presented in 

this chapter. In the beginning we will refer to the devices that are known as electronic 

noses, which are not something more than sensor arrays combined with knowledge based 

systems for the purpose of odor prediction. The technological progress over the years and 

the numerous applications of electronic noses are mentioned here. Then we will introduce 

the idea of mimicking the biological system of olfaction and the technological advances 

to the bio-electronic nose. The recent concept of smell visualization is also mentioned 

and finally we refer to the interesting bioengineering methods that have been used in the 

past to overcome the limitations of electronic noses. Bioengineering systems are 

necessary for the experimental processes towards a bio-electronic nose and have already 

put into practice to solve real life problems as it shown in this chapter. 

 

2.1 Electronic Nose 

An electronic nose from here and on called as an e-Nose used to be a 

controversial term during the past 20 years when it actually met a huge development. 

Theoretically with the term e-Nose we refer to an electronic device capable of detecting 

the odor of one or more volatile compounds. Made up of electronic components, those 
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devices are able to recognize the chemical structure or other physical characteristics of 

the target volatile compound and give us information about a known odor presence and 

concentration. An e-Nose can be odor specialized or general purpose according to the 

technology used. On the way to Digital Olfaction and while studying the progress of this 

technological field there are a few moments in history that worth mentioning towards to 

the current state of the art. 

2.1.1 HISTORY OF THE TERM 

Dravnieks at 1968 [1] envisioned an artificial (or electronic) nose as ‘‘an 

instrument that would inspect samples of odorous air and report the intensity and quality 

of an odor without the intervention of a human nose”. Taking that as a definition, at 1982 

[96] a novel smelling device was constructed using semiconductor-based transducers, and 

it was demonstrated that the sensor was able to reproducibly discriminate various odors. 

This study became the flagship of future trends and most of the studies that where 

conducted back then. It was that sensor that many tried to make it perform better using 

more advanced materials and improved methods even sometimes till today, but it was not 

called an electronic nose yet. The term e-Nose first began to be used by scientists in the 

mid to late eighties but the following definition was not published until 1994 [97]:  

“An electronic nose (e-Nose) is an instrument which comprises an array of 

electronic chemical sensors with partial sensitivity and an appropriate pattern 

recognition system capable of recognizing simple or complex odors” 

It was from then and on when great progress to the field was conducted. Different 

sensor technologies, various signal processing algorithms and techniques have been 

combined together in order to built more efficient systems. Sometimes the purpose of 

optimization was the cost and some others the sensitivity. Purpose oriented sensor 
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became better and cheaper and the field of usage was widened. E-noses have been used 

from the food industry to military applications and medicine. 

2.1.2 ELECTRONIC NOSE ARCHITECTURE 

On the meanwhile, important studies supporting the scientific background of e-

noses have been reported. In the early 1990s, Buck and Axel revealed the olfactory 

mechanism [98, 99]. In the nasal cavity, there are numerous OSNs, which are the primary 

odor sensing cells. Each OSN expresses a single type of OR on its surface membrane. 

ORs have an excellent selectivity capable of precisely discriminating ligand molecules 

among a mixture of analogous compounds [100]. Once a certain odorants bind with 

specific ORs, a signal cascade is activated and olfactory signals are generated [101]. The 

generated signals are transmitted to the brain, and a person becomes aware of the 

characteristics of odors using the combination of activated OSNs [102].  
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Figure 2.1: e-Nose architecture vs the mammalian model schematically 

The odor-discriminating mechanism of the natural olfactory system is very similar 

to that of e-noses. E-noses are commonly composed of an array of several sensors. Each 

sensor produces specific responses by reacting to chemical compounds. Thus, an e-nose 

can generate ‘odor fingerprints’, which are unique patterns of odorants [103]. Odorants 

can be identified by analyzing the response pattern. This similarity is shown 

schematically in Figure 2.1 (taken from [104]). The stimulation of odorants generates 

specific response patterns from olfactory cells in the natural olfactory system or sensor 

arrays in the e-nose [105]. The generated patterns are analyzed as a specific characteristic 
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of odors in the brain or electric devices. Both mammalian and e-noses recognize odors 

through this process. 

2.1.3 SENSOR TYPES AND MATERIALS 

Many compounds have been used as a sensor material for the development of e-

noses. Metal oxide (MOx)-based sensors have mostly been developed [106–110]. The 

surface of MOx is modified with diverse chemical compounds. An array of MOx allows 

the sensor to generate specific response patterns. Conducting polymers or field-effect 

transistors have also been applied to e-nose systems [111–114]. Such devices have been 

utilized in many fields requiring the detection of toxic molecules such as amines, 

alcohols, and sulfur compounds. Also, surface acoustic wave transducers with an array of 

polymer layers have been extensively used for the development of e-noses [115–118]. 

Those are the materials that compose chemical sensors, which are mainly used to build 

general-purpose e-noses. Besides chemical type sensors, e-noses have been constructed 

application specific with a large variety of sensor types [119], with most common the 

optical and mass sensors, where gas chromatography and mass spectrometry are used 

respectively. 

However, general-purpose e-noses have critical limitations for application in 

practical fields. First, the sensitivity is insufficient. It was reported that people could 

detect odorants at concentrations lower than the ppt level, whereas the sensitivity of e-

noses has mainly been in the ppm or ppb range. General-purpose e-noses could not 

specifically distinguish one odorant within a mixture of odorants. Moreover, e-noses 

cannot fundamentally mimic the human biological olfaction until it is clearly understood 

and then is where the conversation about bio-electronic noses steps in. 
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2.1.4 DATA PROCESSING 

A set of output signals from individual sensors within an e-nose must be 

converted into signals appropriate for computer processing. Electronic circuits within a 

sensing instrument usually perform an analog-to-digital conversion of output signals from 

sensors, feature extraction of useful information, and interfacing to an external computer 

for pattern analysis. For unattended automated sampling, it is common to have a mass 

flow control system that delivers the odor from the source to the sensor array. The final 

response vectors generated by the sensors are then analyzed using various pattern 

recognition techniques. 

In the 1990s the possible application of artificial neural networks to e-nose 

systems was suggested as well as the analysis of variance. Gardner and coworkers 

implemented a three-layer back-propagation network with 12 inputs and 5 outputs 

architecture for the discrimination of several alcohols. Later at 1992 cluster analysis and 

principal component analysis were used to test 5 alcohols and 6 beverages from 12 tin 

oxide sensors. The same group at 1994 developed a stand-alone microprocessor-based 

instrument that can classify the signals from an array of odor-sensitive sensors. Data from 

the odor sensor array were initially trained on a personal computer using a neural network 

program, and then the neuronal weights were sent to an artificial neural emulator, which 

consisted of a microprocessor, an ADC chips, a ROM, and a RAM. Another approach to 

odor sensing was studied using a quartz resonator sensor array where the mechanism of 

odor detection is based on the changes in oscillation frequencies when gas molecules are 

adsorbed onto sensing membranes. Nakamoto and his team employed neural network 

pattern recognition, including three-layer back-propagation and principal component 

analysis, for the discrimination of several different types of alcoholic drinks using a 

selection of sensing membranes at the 1990s. They also proposed a new processing 
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element model based on fuzzy theory and Kohonen’s learning vector quantization for the 

discrimination of known and unknown odors. 

 

 

Figure 2.2: Multidimensional data processing methods from sensor arrays 

Pattern recognition in the e-nose system may be regarded as a branch of artificial 

intelligence that involves the mimicking of human intelligence to solve chemical 

problems. Figure 2.2 summarizes methods commonly used in the field. There are two 

main approaches to pattern recognition: parametric and nonparametric. Parametric 

methods rely upon obtaining or estimating the probability density function of the 

parameters used to characterize the response of a system. Conversely, nonparametric 

methods require no assumption about the fundamental statistical distributions of data. 
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Two types of nonparametric learning or classification methods are available: supervised 

and nonsupervised. Supervised methods involve the learning of data based on advance 

knowledge of the classification, whereas unsupervised methods make no prior 

assumption about the sample classes but try to separate groups or clusters. Mapping 

methods in pattern recognition are an unsupervised way of analyzing chemical inputs. 

Many authors since these early days of e-nose research have used pattern recognition 

techniques for a number of practical applications. 

2.1.5 E-NOSE APPLICATIONS 

E-noses are widely used for the improvement of life quality. The have been used 

for environmental monitor [120], while specific sensors design for food quality control, 

have been done for an application range from wine ageing detection and variety 

discrimination [121-128], to olive oil characterization [129-132] and herb classification 

[133].  

Foraging tasks are also a field that e-noses can contribute significantly. Although 

the governmental agencies are made out of very strict structures and it will take time to 

use the e-noses as they still trust and are sentimentally connected with the mans best 

friend, there are a few serious studies about contraband detection [134] and detection of 

explosives [135] out there. Even NATO has published a book about the use of e-noses for 

detection of explosives [136].  
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Table 2.1: e-nose examples of industry-based applications 

At Table 2.1 above (taken from [13]) more applications of e-noses are described, 

but most important is that e-noses have contributed in medicine, as they are able to detect 

from skin diseases to lung, stomach, liver and intestine cancer [137]. Generally any 
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disease that causes the presence of odorous compounds to the breath [138], the skin, the 

urine or excrement can be diagnosed by the proper e-nose. 

 

2.2 Bio-electronic Nose 

In the late 1990s, a novel and more advanced concept of sensor devices was 

suggested [139]. The challenge was to use ORs as a sensing material in order to mimic a 

human or animal olfactory system. This new device is called a ‘bio-electronic nose’. 

2.2.1 COMPARATIVE ADVANTAGES 

The bio-electronic nose is based on OR proteins or cells expressing ORs on their 

surface membrane. ORs are odorant-recognition elements, and are combined with sensor 

devices that convert biological signals into electrical or optical signals. Since ORs 

provide odorant-discriminating ability, the bio-electronic nose can closely mimic a 

human or animal olfactory system. The concept of odorant analysis using a bio-electronic 

nose fundamentally differs from the odor-discriminating strategy of e-noses based 

exclusively on pattern recognition using sensor arrays. When the ORs are utilized as a 

primary sensing material, the sensors can precisely distinguish a target molecule among a 

mixture of various compounds. In addition, sensors based on ORs are more sensitive than 

electronic noses. The limit of detection reaches the femto-molar range in liquid 

conditions and the ppt range in gaseous conditions, which is similar to that of a human 

nose [140, 141]. By virtue of these excellent characteristics, the bio-electronic nose is 

now receiving great attention from diverse fields such as disease diagnosis, food safety 

assessment, and environmental monitoring. 
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2.2.2 THE CONCEPT 

A bio-electronic nose consists of two main parts: an odorant-recognition element 

and a signal transducer, as shown in Figure 2.3 [142]. For the odorant-recognition, cells 

expressing ORs in their surface membrane, OR proteins, and nanovesicles have generally 

been used. In the human nose, approximately 390 different types of functional ORs exist 

[143]. However, humans can discriminate thousands of types of odors. This asymmetry 

originates from the excellent odorant-recognition ability of ORs, which are capable of 

distinguishing between their specific ligands and partial ligands, as well as irrelevant 

molecules [101, 102]. A single odorant activates various types of ORs, and one OR is 

activated by several odorants. Thus, numerous combinations of activated ORs can be 

generated. These combinations are recognized as a unique property of an odor in the 

brain [144]. 

 

 

Figure 2.3: Composition of a bio-electronic nose 

2.2.3 DEVELOPMENT ATTEMPTS 

A bio-electronic nose utilizes this odor-discriminating ability of ORs. Thus, they 

can detect specific odors with great selectivity. For instance, the odor from decomposed 

seafood can be easily distinguished among other odors from various spoiled foods when a 

bio-electronic nose is functionalized with receptors that can selectively detect the odor of 
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spoiled seafood [145]. However, problems still remain to be overcome. ORs have a 

seven-transmembrane structure with a high hydrophobicity in the transmembrane region, 

which makes the expression of ORs in a heterologous system very difficult [146]. Several 

attempts have been made to achieve functional expression in various heterologous 

systems. Among various systems, human embryonic kidney cells are broadly used 

because they allow for a relatively high expression level [147–149]. The identification of 

membrane-targeting tags and accessary proteins assisting the membrane expression, such 

as rho-tag and receptor transporting protein 1S, facilitated the high-level expression of 

ORs in mammalian cells [150–152]. Insect cells, such as SF9 cells, have also been used 

for the functional expression of ORs [153, 154]. Saccharomyces cerevisiae and 

Escherichia coli are also good OR expression systems [155, 156]. These systems allow 

for mass production and efficient purification processes. Thus, they are effectively being 

used to produce OR proteins for bio-electronic noses. 

2.2.4 CURRENT STATE 

Bio-electronic noses cannot yet be extensively used in all areas where a person 

can smell. This is because the functions of all ORs have not yet been fully revealed. 

Three hundred and ninety types of human ORs react to different odorants. Moreover, 

numerous odorants can affect ORs. Thus, incalculable combinations between ORs and 

odorants exist, and the relationship should be investigated further [157]. Following the 

further investigation of the specific function of ORs, the application area of bio-electronic 

noses will continue to grow. 

The most interesting thing in bio-electronic noses is that OR-based sensors can 

mimic the olfactory system. Types of odors have not yet been fundamentally and 

scientifically classified. Thus, there is no other choice but to recognize specific odors 
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based on personal experience. However, bio-electronic noses will offer a way to classify 

odors. Each odor has a unique response pattern with activated ORs [102, 157]. A sensor 

functionalized with a multi-array of all types of ORs can represent whole response 

patterns in vitro. This means that bio-electronic noses can classify the types of odor 

without the help of the human nose. Thus, multi-array sensor platforms are being 

developed to fundamentally understand the characteristics of odors. 

2.2.5 VISUALIZATION OF SMELL 

Odor as a chemical sense has not yet been decoded. The lack of a complete 

knowledge about the human olfactory system incommodes the process of creating an 

absolute replica of the human nose in the form of bio-electronic. Still in order to 

discriminate among thousands of odors, we do not have any reliable artificial sensing 

device, but still depend on our human sensory system. However, the information obtained 

through our natural sensory system does not provide us with the objective information 

about the odors. Up to now, complex experimental steps, large-scale equipment, well-

trained experts, or e-noses have partially fulfilled the need for the detection or analysis of 

odors. In addition, it is difficult to collect the data on the odorant response pattern to be 

used as an objective index. However, if the odor is visualized, the visualized pattern can 

be used as a code for the odor like a QR code. On the other hand creating a visual 

metaphor might allow the human brain to recognize a possible pattern that a bio-

electronic nose might create, but the human brain cannot conceive. Several approaches 

have been taken to visualize the olfactory signal transduction in the cell-based bio-

electronic nose system. 

 

2.3 Bio-engineering 
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While e-noses exhibit limitations to sensitivity and selectivity, bio-electronic 

noses are not yet established to the market, as their construction is still too expensive and 

their application range limited. Definitely a lot of research is expected to be presented on 

the field of bio-electronic noses the upcoming years as their concept is very promising. 

That includes advances in nanotechnology and neuroscience as well as to the integration 

of those two. From the engineering point of view, in the meanwhile we need to overcome 

the limitations of e-noses in a practical manner and aid at the same time the field of 

research regarding bio-electronic noses. 

Bioengineering in the terms of olfaction refers to the integration of the existed 

technology in cooperation with any biological form of olfaction. This have been done in 

past utilizing the olfactory system of animals with a strong sense of smell to nematode 

olfactory mechanisms of plants [80] and other living organism. As we shown at chapter 1 

insects has one of strongest olfactory system that combined with their small size make 

them ideal for bio-engineering applications. In addition someone can find within the 

many insect species, physiological responses that can be directly applied in to practice 

without any conditioning. For instance, the larvae of jewel beetles of the genus 

Melanophila (Buprestidae) can develop only in the wood of trees freshly killed by fire. 

To arrange this, the beetles need to approach forest fires from as far as 50 kilometers 

away. Those larvae may act with a bioengineering method as the most sensitive infrared 

sensor ever made [158]. In general, the smaller the living organism is the more 

convenient the bioengineered sensor. When condition is necessary, brain capacity should 

also be taken into account. Some of the most interesting bioengineering methods 

developed are presented below.  
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2.3.1 THE ELECTRO-ANTENNOGRAM METHOD 

Insect antennae are highly sensitive to odors of survival interest but also to 

compounds such as explosives and controlled drugs (unpublished data). The electro-

antennogram (EAG), the biopotential developed between two points on an insect antenna, 

is the result of the massed response of the ORNs to an odor stimulus; several groups have 

shown the potential use of insect antennae and the EAG in a hybrid-device biosensor 

[159–161]. A portable system capable of discriminating odors in real-time was designed 

at 2008 and utilizes the electrophysiological responses recorded from a sensor array 

composed of male or female antennae from four or eight different species of insects EAG  

[162]. This EAG method became very popular due to the bee learning ability. Bees and 

EAG method integration have led in many portable devices currently available on the 

market and can be used from foraging applications to cancer detection. 

2.3.2 INSECTS ON FIELD 

The bees extremely sensitive olfactory system combined with their tendency to 

move at long distances and their conditioning/learning ability makes them great agents 

even as free moving insects. After conditioning, the bees can be left on the field to search 

for the target compound. Systems have been designed that track their journey either using 

passive integrated receivers or laser array radars that scan the area and track the insects 

by their winging modulated frequency. Those methods were developed mainly for 

detection of explosives and land mines and then for agriculture [163, 165]. 

2.3.3 THE HARD WIRED MOTH EXAMPLE 

Insects, such as moths, can also be trained to respond to specific odors. The 

electromyographic (EMG) signals of insects can then be compared to deduce the 

presence of an odor. A prototype system that uses moths to detect explosives was 
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designed, assembled, and tested [166]. It compares the EMG signals of moths trained to 

respond to those trained not to respond to the explosive signature in order to determine 

the extent to which it is detected. The device was designed to be portable by making it 

lightweight, battery-powered, and energy efficient. The prototype performed successfully 

during a demonstration for DARPA. Though portable, this prototype is still rather bulky. 

At two pounds each, the ten EMG amplifiers constitute the bulk of the entire system 

weight. A much smaller and lighter handheld version of this device could be made by 

integrating the signal conditioning and data processing stages, using ASIC chips, and 

constructing a one-piece animal exposure chamber and electronics package. 

2.3.4 INSECTS IN OLFACTOMETER 

The whole idea is almost as it is described in the tittle of this thesis. Conditioned 

insect(s) is positioned in a monitored restricted environment where odorous air is injected 

from a specified direction. The conditioned insect movement then is tracked by a video 

monitoring system to determine if it was affected by the odorous air. Some insects follow 

a movement pattern at the presence of the target compound, while insect populations 

conditioned to be attracted to an odor will show concentration to the direction that 

odorous air is coming from. Usually that restricted environment is an olfactometer and its 

design, geometry and properties are extensively described at the next chapter, as it is a 

part of our system design. Our design though differs from most of the systems that have 

been implemented in the past [167-170]. The interesting thing about those systems is that 

most of the insects used are parasites. The parasitoid wasp, Microplitis Croceipes, 

showed dozens times greater sensitivity and smaller response times that e-noses [171]. 

 

2.4 Conclusions 
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In contrast to the senses of vision and hearing, the sense of smell does not have a 

method to precisely express the information of smell or flavors, even though it plays an 

important role in our daily life. It is very difficult to create a database and to standardize 

the information obtained from the olfactory sense, because it usually responds to complex 

components consisting of a vast variety of chemical elements. The classification and 

description of smell depends on quite subjective and abstractive expressions and smell 

cannot be precisely described or quantified using these kinds of expressions.  

Various studies are being currently carried out also for the display of olfaction, for 

example, the development of a device exuding flavor through the internet, and the 

development of a method and device for smell transmission. However, these kinds of 

trials have a limitation, in that the device does not deliver the exact information of a smell 

because there is no criterion for a variety of smells. Modeling the odor will be an 

important criterion for digitalization of emotional expression of smell, as well as for 

various applications of smell and flavor, and therefore, needs to be achieved by 

mimicking human olfaction as closely as possible. 

The bio-electronic nose may be the best concept mimicking the human olfactory 

system, because it utilizes the human olfactory receptors as a sensing element and 

employs the olfactory signaling processes. It is expected that a method for the 

standardization of smell can be developed through the qualitative and quantitative 

measurements from bio-electronic noses, and eventually, that a relationship between data 

from bio-electronic noses and sensory evaluation data from human olfaction would be 

established. The established standard of smell can be widely utilized in various industries 

such as food, beverage, agriculture, flavor and perfume, as well as biomedicine and 

environmental monitoring. 
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In the meanwhile, a bio-electronic nose that can recognize every smell that a 

human nose can, have not yet been created. Generally they are expensive to produce, 

hard to maintain and not too practical. Thus, we need to monitor the olfactory systems 

and behaviors of many living organisms with sensitive “noses” that could lead us to 

practically useful sensing systems for all the above-mentioned applications. For that sake, 

any application that the minimum requirements are not met due to e-nose limitations and 

at least for experimental purposes bioengineering techniques development is necessary.
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Chapter 3 
System Design 

 

 

Abstract 

In this chapter unfolds the results of research that was made towards the system 

implementation. The physical conditions under which the system will work are described 

and a simulation environment is proposed. The basic logic behind the algorithm is 

discussed. Then the logic is deployed and tested with Matlab. Extensive report about 

Image Binarization and Thresholding techniques is written focusing on the methods that 

seem to be more useful during the implementation. Finally a research about the available 

technology that could support the system comes with a discussion about all the candidate 

devices, their specifications and prospective. Overviewing also the computational power 

needs for out experimental purposes as well as the cost and the availability, we come up 

BeagleBone Black, which will be finally used to implement the system. 

 

 

3.1 Setup Physical Requirements 

The first step of the designing process includes the decisions that should be taken 

about the system setup. The geometry and functionality of the restricted environment are 

discussed below, as well as the placement, the properties and the environmental 
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conditions for the capturing device. Finally a setup simulation is proposed to serve the 

experimental purposes in a rational cost.  

3.1.1 THE OLFACTOMETER 

If somebody asks the question: What is an Olfactometer? Then the most precise 

answer that someone could give and might be close to a definition would be: An 

Olfactometer is an instrument that measures an odor. As there is no general model 

describing an odor there isn’t any universal instrument either. 

At this thesis with the term Olfactometer we refer to the devices that molecular 

biologists use in order observe insects and other small animals with strong olfactory 

system behavior. It is still a controversial term as many scientists in the past have given 

that name to plenty of other devices including one that was invented by German 

laboratories together with a few conventions about the measurable properties of olfaction. 

As this device was made in order to observe the human olfaction it worth mentioning a 

few more details about it. It is a device that it is able to isolate known volatile compounds 

and then present them to the human nose. The object of decision thus the human standing 

behind the Nasal Ranger Field Olfactometer [172] as it was later called, have to judge the 

sense of the properties of the odor. Those properties are the ‘concentration’ the ‘intensity’ 

the ‘character’ and the ‘hedonic tone’. More details about the properties that an odor 

could have according to the human conception can be found in the 1st chapter of this 

thesis. 
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Figure 3.1: The Nasal Ranger Field Olfactometer 

The instrument that our developing system is using is the one that is shown in the 

picture below. This is a 4-way Olfactometer but one with more or less inputs could have 

been used. This instrument/device is constructed as follows. A solid peace of Teflon with 

dimensions about 30x30x3cm is getting dig by the lathe in order to create the desired 

shape witch look like a corner-less star with as many edges as the ways of the 

Olfactometer. The digging depth might be about 2cm. A hole must be opened at the 

center of the square surface and at every edge/way on the side. The surface opposite to 

the central hole is covered by a see through plastic film and sealed. Because the area 

inside the Teflon will be the restricted environment that we will place the insects all the 

holes that we have opened must be covered with net after the insect placement. At the 
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central hole on the bottom a vacuum is attached that pumps air out of the environment to 

create a negative pressure state, which will force air get inside from the other holes. Each 

of those holes have a valve attached that controls the flow and air champers that are 

holding known volatile compounds are also attached on those valves. 

 

 

Figure 3.2: The 4-way Olfactometer 

 

3.1.2 CAMERA SETUP & LIGHTING CONDITIONS 

Assuming that we have the 4-way Olfactometer ready for use, now we have to 

attach a camera at the top of out construction in such a placement that the captured frame 

will be filled and centered with the top view of the Olfactometer. Some dimensional 

setting like crops can be done software side but still the centering at this step is important 

for our setup to work. Black insects color opposed to the white background of the Teflon 
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gives a grate contrast to the frame which will later on simplify the processing procedure 

while still some other factors must be taken into account. First of all the light in the 

environment must be uniformly distributed with minimum intensity variation. In case of 

no light condition a thermal or night vision camera will be necessary. The light 

restrictions are important for two reasons. Firstly to make sure that it will not affect the 

image processing procedure and also because the insects change their behavior in 

different light condition. The option of absolute darkness is considered if we would like 

to use a similar setup for an application specific portable device. 

 

3.1.3 SETUP SIMULATION 

Although the 4-way Olfactometer presented above might seem a quite simple 

device to either buy or construct by yourself, it is expensive either ways. The reason is 

the cost of Teflon, which is necessary and cannot be replaced by another material due to 

its properties. Teflon is very dense and slick, letting even the most sticky volatile 

compounds slide on the surface, so all the chamber needs between two experiments to be 

cleaned is some fresh air. 

As the above setup covers a complete insect response experiment which is not 

what we will be dealing with at this thesis, an instance of the Olfactometer with the 

specific placement of the insects inside of it as it is captured by the camera will be printed 

on piece of paper. In other words pictures that have taken from a similar experiment will 

be printed and our camera will be placed above them in uniform light condition in order 

to complete the image processing and algorithmic part of the experiment. Given that 

simplification we are having the opportunity to test minimum processing power 

requirements for real time response as well as the correctness of our algorithm. 
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Figure 3.3: Square Frames examples 

 

 

3.2 Algorithm Design 

What we need to do is nothing more than capture and process one frame of the 

video the camera is sending us within a period of time that would consider our system 

responsive to the outside world. Given that our system is only answering if there is a 

gathering of insects at one side of the Olfactometer, an interval of something less than a 

second can be considered small enough and gives us a responsive system. This is a 

recurring process that goes on as far as the system is alive. On the next chapter we will 

describe how we use the camera to capture video, get a frame from that video, handle any 

frame cropping that might be necessary after the setup and so on. For this implementation 

we need specific hardware, operating system, libraries and sometimes we also need to 

interfere on the video driver, but at the moment we will be designing the image 

processing part of the algorithm, assuming that it is handling a square frame that is filled 

by the top surface of the 4-way Olfactometer as it is shown at the picture above. 

3.2.1 FRAME PROCESSING 

Given that we have already captured the square frame, it is now necessary to 

transform that image to a binary form. This is considered a good practice as it reduced the 
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following computations of our algorithm while we are not losing any crucial information. 

The way we measure the concentration of the insects in a specific region of the binary 

image, is counting the number of the black pixels in that region. Dividing that with the 

overall number of black pixel of the frame will give us the concentration as a percentage 

for the target region. The regions for us couldn’t be other than the four edges of the 4-

way Olfactometer, so the width and the length of the picture are divided by two and 

rounded to closest integer in order to split it into quadrants. The final step is to define a 

threshold percentage that will be considered as a gathering of insects and the system is 

ready to give the requested outputs. 

3.2.2 MATLAB IMPLEMENTATION 

Before dealing with raw video format and the capturing process that will later on 

take place platform specific by the help of libraries and drivers we have to prove that the 

algorithm described above is functional. For that purpose we will be using Matlab and the 

functions provided with the Matlab toolbox. At this point no image binarization 

thresholding techniques are discussed yet, thus for the algorithm verification on Matlab 

we used an empirical binarization threshold. The Matlab work is following. 
 
 
 
 
 
 
 
 

Finding Concentrations Algorithm Implementation 
 
This script was written to demonstrate the functionability of the algorithm designed to find the concentrations 
of insects in the restricted environment of an Olfactometer experiment. 
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close all; 

clear all; 

clc;  

Image Reading and Binarization 
% Reading the RGB picture from file 

rgb_img = imread('Figure.jpg'); 

figure; 

imshow(rgb_img); 

% Converting the RGB image to Binary 

bw_img = im2bw(rgb_img,0.7); 

figure; 

imshow(bw_img);  

 

Figure 3.4: RGB Image, Matlab 

 
 

 

Splitting Binary Image into Quadrants 
% Counting the image dimensions 

[img_height, img_width] = size(bw_img); 

Figure 3.5: Binary Image, Matlab 
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% Splitting into quadrants 

I1=bw_img(1:round(size(bw_img,1)/2),1:round(size(bw_img,2)/2),:); 

I2=bw_img(round(size(bw_img,1)/2)+1:size(bw_img,1),1:round(size(bw_img,2)/2),:) 

I3=bw_img(1:round(size(bw_img,1)/2),round(size(bw_img,2)/2)+1:size(bw_img,2),:)

I4=bw_img(round(size(bw_img,1)/2)+1:size(bw_img,1),round(size(bw_img,2)/2)+1:si

ze(bw_img,2),:); 

% Proof of image cutting into quadrants 

figure; 

subplot(2,2,1); 

imshow(I1); 

subplot(2,2,3); 

imshow(I2); 

subplot(2,2,2); 

imshow(I3); 

subplot(2,2,4); 

imshow(I4);  

 

Figure 3.6: Binary Image into Quadrants, Matlab 
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Calculating the Concentrations 
% Counting the black pixels at each quadrant 

black_num(1) = sum(not(I1(:))); 

black_num(2) = sum(not(I2(:))); 

black_num(3) = sum(not(I3(:))); 

black_num(4) = sum(not(I4(:))); 

% Finding the concentrations in percentage 

black_per = black_num/sum(black_num)  

 black_per =      0.5911    0.1532    0.1603    0.0953   

 

3.3 Image Binarization 

At this point a basic knowledge about digital image processing is necessary. We 

will be dealing with terms like pixel format and image histogram so anyone reading must 

be familiar at least with the representation of a digital image. The Image Binarization 

process is analyzed and most common Image Thresholding methods are discussed in 

theoretical approach. The optimum method for our case is decided during the system 

implementation. 

3.3.1 PIXEL FORMATS 

The most common pixel format that can hold all the information needed for a 

colorful picture is based on the RGB color model. The RGB is an additive color model in 

which red, green, and blue lights are added together in various ways to reproduce a broad 

array of colors. While the majority of devices use the RGB, color printers are subtractive 

color devices and use another popular color model the CMYK. As the technology evolves 

many pixel formats are used for graphic acceleration purposes, sometimes even 

application specific and hardware based.  
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A simpler pixel format, which is the one we are dealing with here, is the 

Grayscale. Grayscale pixels can take up to 256 different values/colors. A Grayscale 

picture looks like the one that we are used to commonly call as black & white nowadays 

but is actually composed out of a range of shades of gray without apparent color. The 

darkest possible shade is black, which is the total absence of transmitted or reflected 

light. The lightest possible shade is white, the total transmission or reflection of light at 

all visible wavelengths. So a Grayscale pixel has only one attribute and this is the 

intensity. As we already mentioned the intensity can take values between 0 and 255.  

On the other hand, a Binary image pixel can only take two values, either 0 or 255 

and this is usually represented in a binary form where we use 0 for absolute white and 1 

for absolute black or vice versa. A couple of other colors/wavelengths can also be used 

for representation but this is not as common as black & white. 

3.3.2 IMAGE THRESHOLDING 

Sometimes, like our case it is convenient to transform a Grayscale image into 

Binary. This is might done in order to isolate objects, like foreground from background, 

or just for simplicity reasons given that a little to no valuable information is lost during 

that process. The main logic behind that action is choosing a value between 0 and 255 

that is called the threshold. Any pixel with a value smaller than the threshold is changed 

to 0 and any bigger one to 255 or just 1. This process is called Image Thresholding and it 

is critical in order to achieve the desired results. 

Image Thresholding for some cases it can be real easy while sometimes it can be a 

greedy process or almost impossible to get good results. So not all Grayscale images are 

eligible for binarization. The most common practice and also the first thing to consider 

when attempting to convert a Grayscale image to binary form, is to check out the image 

histogram. 
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3.3.3 IMAGE HISTOGRAM 

The histogram of a Grayscale image is a figure that shows among the total pixels, 

how many correspond to a specific intensity (0-255). In other words, how many pixels 

have intensity with value 10, 21 etc. Imagine a two dimensional figure where in the 

horizontal axis we have all the possible intensities of a Grayscale image and the vertical 

axis represents the times that we meet every intensity in the image. If this figure has only 

two peaks, then the value that should serve as the threshold will be between those two 

peaks. So if this happens to occur it is very easy and quick for the computer to find the 

threshold alone and proceed to a good Image Binarization as it happens to our experiment 

and saves us from a considerable amount of computational power. 

 

Figure 3.7: Grayscale Image Bimodal Histogram, Matlab 
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3.3.4 THRESHOLDING METHODS 

Generally many methods have been used to achieve binarization to an image 

without a bimodal histogram and most of them use clustering or entropy models, while 

other take advantage of local threshold adaptivity. Any of those need additional 

computational power and usually the histogram of the Grayscale image is an indicator of 

the proper method. Also someone may develop a new method that fits to needs of the 

specific application, though today almost any case falls into one of the existing methods. 

Here we are not going to proceed any deeper analyzing thresholding techniques, as all of 

the images that we use in our experiment happen to have a bimodal histogram. We should 

mention though the Otsu’s method, as it is deterministically describing how the threshold 

should be chosen at a bimodal histogram. Later on this chapter and while describing the 

OpenCV we will see that it is not necessary to implement Otsu’s method as it is provided 

in the form of function within the library. It is good to know though how it works. 

3.3.5 THE OTSU METHOD 

In Otsu's method we exhaustively search for the threshold that minimizes the 

intra-class variance (the variance within the class), defined as a weighted sum of 

variances of the two classes: 

 

Weights  are the probabilities of the two classes separated by a threshold  and  are 

variances of these classes. Otsu shows that minimizing the intra-class variance is the 

same as maximizing inter-class variance: [173] 

 

Which is expressed in terms of class probabilities  and class means . 

 

The class probability  is computed from the histogram as : 
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While the class mean  is: 

 

Where  is the value at the center of the th histogram bin. Similarly, you can compute 

 and  on the right-hand side of the histogram for bins greater than .  

The class probabilities and class means can be computed iteratively. This idea 

yields an effective algorithm: 

1. Compute histogram and probabilities of each intensity level. 

2. Set up initial  and . 

3. Step through all possible thresholds  maximum intensity 

a. Update  and  

b. Compute  

4. Desired threshold corresponds to the maximum  

5. You can compute two maxima (and two corresponding thresholds).  

is the greater max and  is the greater or equal maximum. 

6. Desired threshold  

3.3.6 LOCAL ADAPTIVITY 

Anyone that would like to go further with the Binarization process may consider a 

recently developed local adaptive Thresholding method [174]. During the implementation 

on the next chapter we will notice that the Local Adaptive Thresholding method 

implemented by the OpenCV library might be a useful as Otsu method in our experiment. 

 

3.4 Hardware Requirements 
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Given that we have designed the algorithm that solves the problem of insect 

monitoring in a restricted environment, now we have to choose the necessary equipment 

before we proceed to our experiments. For sure a camera is needed to capture the video 

and then a programmable device that will process the data and answer the requested. For 

the purpose of our application a device equipped with a computational power capable of 

handling image processing standalone is not necessarily enough. It also has to be able to 

complete the action in real time.  

3.4.1 REAL TIME RESPONSE 

Assuming that we need the system output to be renewed every 0.7s in order to be 

considered responsive, means that it should take not longer than 0.7s to capture a frame 

from the incoming video, perform an Image Binarization to that frame and then process 

the binary image as it was described above, while holding the I/O communication with 

the video camera open. 

While meeting the computational power needs is the first device choosing 

criterion the cost as well as the availability should be also considered. Last but not least 

we should keep in mind that for the purpose of this thesis we have significantly simplify 

the experimental process, so choosing a more powerful device if this is not a huge trade 

of to the cost might be a smart move for future expansions. For instance, repeating the 

experiment with a real Olfactometer, the same device that handles the image processing 

would be desired to be able to handle a set of electronic valves at the inputs of the 

Olfactometer in order our system to answer broader questions. 

3.4.2 MICROPROCESSORS 

The term microprocessor and microcontroller have always been confused with 

each other. Both of them have been designed for real time applications. They share many 
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common features and at the same time they have significant differences. Both the IC’s 

i.e., the microprocessor and microcontroller cannot be distinguished by looking at them.  

They are available in different version starting from 6 pins to as high as 80 to 100 pins or 

even higher depending on the features. 

Microprocessor is an IC, which has only the CPU inside them i.e. only the 

processing powers such as Intel’s Pentium 1,2,3,4, core 2 duo, i3, i5 etc. These 

microprocessors don’t have RAM, ROM, and other peripheral on the chip. A system 

designer has to add them externally to make them functional. Application of 

microprocessor includes Desktop PC’s, Laptops, notepads etc. Microprocessors find 

applications where tasks are unspecific like developing software, games, websites, photo 

editing, creating documents etc. In such cases the relationship between input and output 

is not defined. They need high amount of resources like RAM, ROM, I/O ports etc. The 

clock speed of the Microprocessor is quite high as compared to the microcontroller. 

Whereas the microcontrollers operate from a few MHz to 1GHz, today’s microprocessors 

operate above 1GHz as they perform complex tasks. 

3.4.3 MICROCONTROLLERS 

This is not the case with Microcontrollers. Microcontroller has a CPU, in addition 

with a fixed amount of RAM, ROM and other peripherals all embedded on a single chip. 

At times it is also termed as a mini computer or a computer on a single chip. Today 

different manufacturers produce microcontrollers with a wide range of features available 

in different versions. Some manufacturers are ATMEL, Microchip, TI, Freescale, Philips, 

Motorola etc. Microcontrollers are designed to perform specific tasks. Specific means 

applications where the relationship of input and output is defined. Depending on the 

input, some processing needs to be done and output is delivered. For example, keyboards, 



3.4 Hardware Requirements, System Design 

55  

mouse, washing machine, digicam, pendrive, remote, microwave, cars, bikes, telephone, 

mobiles, watches, etc. Since the applications are very specific, they need small resources 

like RAM, ROM, I/O ports etc. and hence can be embedded on a single chip. This in turn 

reduces the size and the cost. 

3.4.4 THE COST FACTOR & FPGAS 

Comparing microcontroller and microprocessor in terms of cost is not justified. 

Undoubtedly a microcontroller is far cheaper than a microprocessor. However 

microcontroller cannot be used in place of microprocessor and using a microprocessor is 

not advised in place of a microcontroller as it makes the application quite costly. 

Microprocessor cannot be used stand-alone. They need other peripherals like RAM, 

ROM, buffer, I/O ports etc. and hence a system designed around a microprocessor is 

quite costly. 

Somewhere between the microprocessors and microcontrollers come the FPGAs. 

Field Programmable Gate Arrays or FPGAs were once simple blocks of gates that can be 

configured by the user to implement the logic that he or she wants. In comparison, a 

microprocessor is a simplified CPU or Central Processing Unit. It executes a program 

that contains a specific set of instructions. The main difference between FPGAs and 

microprocessors is the complexity. Although both vary in complexity depending on the 

scale, microprocessors tend to be more complex than FPGAs. FPGA as an IC can contain 

RAM or other peripheral is generally much more expensive and powerful than a 

microcontroller but those two (FPGAs and microcontrollers) nowadays vary 

significantly. You can find microcontrollers that are more powerful than an FPGA and 

vice versa.  
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3.4.5 THE BEAGLEBONE BLACK 

The revolutionary microcontrollers, BeagleBone & Raspberry Pi, came on the 

market and changed the cost-capability curve. Those low cost powerful devices are able 

to run from Android to Linux distribution and they do not transcend in size a normal cell 

phone. It is more like a pocket PC or the hacker’s paradise as they use to be called. The 

best thing about them is the price witch is usually lower that 70€. 

It is obvious that for the purposes of our experiment one of those devices would 

be ideal. Provided that we have one BeagleBone Black available there is nothing left than 

trying it! BeagleBone Black is equipped with: 

 

• AM335x 1GHz ARM® Cortex-A8 processor 

• 512 DDR3 RAM 

• 4GB 8-bit eMMC on-board flash storage 

• 3D graphics accelerator 

• Neon floating-point accelerator 

• 2x PRU 32-bit microcontrollers 

It can run Debian, Android, Ubuntu, Cloud9 IDE on Node.js w/ Bonescript library and 

more. Also supports connectivity with USB client, USB host, Ethernet, HDMI and 2x 46 

pin headers. Prima facie seems enough, remains to be seen. 
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Chapter 4 
System Implementation 

 

Abstract 

In this chapter we are introducing the BeagleBone Black (from now and on 

mentioned as BBB) device and using it to develop our system. Basic operations in order 

to use BBB are discussed, as well as the tools that cooperate with BBB and will help us 

with the implementation. The way of programming, compiling and debugging on BBB is 

explained and a cross compiler & remote debugger is proposed. We follow with the 

system setup and configuration before we present the experimental process. The code that 

is implementing the algorithm, the way that it is used to perform the experiments, the 

deduced results and the mathematical models are discussed in detail. After all there is a 

discussion about the possible application and future extensions of the system. 

 

4.1 Getting Started with BeagleBone Black 

We are going to be using a BBB flashed with a Linux Angstrom distribution. In 

order to use it we can either attach an HDMI available screen, a mouse and a keyboard or 

just connect the device to the local network via Ethernet and then use telnet, ssh and ftp 

in order to handle and communicate with the device. The first choice might seem much 

more handy especially to anyone that is not familiar with the ssh & ftp protocols but for 

our experiment is not even an option as we do not want to burden BBB’s CPU handling 
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peripherals devices. There is still the option of using the USB cable that comes with the 

BBB to connect to it or even configuring it to be reachable via internet (outside the local 

network), but here we will stick with the local network configuration. So we connect the 

Ethernet and then the power cable. This will make the device to boot. Booting process 

should last about 10 seconds. 

4.1.1 SETTING A STATIC IP ADDRESS 

Now that the BBB is on and running first thing we need to do is to find out the IP 

address of the device. This can be done in many ways, like checking the gateway, using a 

freeware application, that lists all the network devices, on our computer that is also 

connected to the same network with the BBB or just use the “arp” command through 

terminal (we assume that the computer that we are using to handle the BBB is running a 

UNIX based operating system). After finding out the BBB’s IP address, we use that to 

connect as “root” to the device using ssh. The default root password for a BBB flashed 

with an Angstrom Linux distribution is either “beaglebone” or no password at all. We 

might change that if we want but we are not going to describe this case any further here, 

as there is plenty of documentation on the net for anyone interested to.  After logging into 

the device as root we need to navigate to the directory “/usr/lib/connman/test” where we 

will find the available binaries that safely do the network configuration. Note that the 

basic command set for Angstrom is the same as any other UNIX based system. Setting up 

a static IP for BBB here is done by running the binaries “set-nameserves” and “set-ipv4-

method” which you will find under the current directory (usr/lic/connman/test). Running 

the binaries without properties will return some usage information and for anyone that 

still does not feel familiar with that process, there is a step-by-step guide [175]. 
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Another optional action to consider, associated with the above task, is adding the 

BBB’s IP to the hosts file of the machine that is used to handle the device. This will save 

us from remembering and typing this address every time we want to reference to it. We 

can use the word “beaglebone” for instance. So instead of typing “ssh 

root@192.168.1.xxx” it will be “ssh root@beaglebone”. 

4.1.2 AVAILABLE LIBRARIES 

So now that we are connected to the BBB, we need to know what libraries come 

pre-installed with Angstrom, what is available for installation and mainly which 

programming language is better supported in order to use it for our system’s algorithm 

implementation. With a brief web search someone would shortly crash on the openCV 

(CV stands for Computer Vision), which is ideal library for our purpose, well 

documented on the web and Linux Angstrom supported. The functions provided by 

OpenCV could be an integral part of our algorithm implementation, covering the entire 

image processing part of it. It is also a programming language and machine independent 

library. We still need though a camera driver and maybe video codec software for our 

BBB before we capture the video and eventually the frame to process.  

4.1.3 USB CAMERA DRIVERS 

The USB camera to work with BBB needs support for the connection and support 

for the actual camera hardware. Camera drivers on Linux devices are usually available in 

one of these three ways: within the kernel, as a compliable stand-alone module, or 

available as a pre-compiled (packaged) binary driver from the Linux distribution. 

Angstrom Linux distribution in our case comes with “Video For Linux”, in short “V4L” 

pre-installed. V4L is an API that allows control of a video capture card (camera) on 

Linux machines. A card-specific driver controls a video capture card and offers a semi-
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standard interface to the system. V4L is an implementation that uses this interface to add 

additional features, and in turn, provides an API of its own. V4L provides a uniform API 

for a variety of capture cards, which can be TV cards, Radio cards, or cards used just to 

capture images from a camera. In our case V4L and the driver for the camera are already 

installed on a the machine, so as application developers we can use V4L's API (details 

are described later on this chapter), without knowing much about the camera hardware or 

it's driver. 

4.1.4 VIDEO CODEX SOFTWARE 

Another issue that comes up as we are handling a video capturing device is the 

video encoding framework. The capturing device driver is sending us video in raw 

format, which means no header and no compression if we where about to save this video 

to a file. For the purposes of this thesis we are not going to keep/save the capturing video. 

We only need to process some frames of it and getting those frames from the raw video is 

what we will do, as this is simpler and will save our device’s CPU processing power from 

any encoding and decoding process. Worth mentioning though that if in future 

expansions of this project the captured video should be stored, encoding it would be 

necessary. Raw format video takes big amount of storing space and is inaccessible. For 

that purpose we would use the “FFMPEG codec”. FFMPEG is the leading multimedia 

framework, able to decode, encode, transcode, mux, demux, stream, filter and play pretty 

much anything that humans and machines have created. It supports the most obscure 

ancient formats up to the cutting edge. Building and using the FFMPEG on BBB is trivial 

and very well documented on the web [176]. 
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4.1.5 CAMERA CONNECTION CHECK 

Now that we already know about the average tips that will contribute building the 

system and before we start to use the necessary API and libraries we have to make sure 

that the camera we have already connected is recognized by the BBB. It is a Microsoft 

LifeCam NX-6000 web camera connected via USB. To do that, been logged into BBB as 

root, we type the command “lsusb” and that should list all the available USB devices. As 

it is shown in the picture below our camera is listed and we are ready to go on.  

 

 

Figure 4.1: USB devices listing on BBB 

We should also be able to see our camera as video device under “/dev” directory named 

as “video0”. In that case the Microsoft camera is the default video device and we can 

reference to it as “/dev/video0”. 

 

4.2 Compiling, Building & Debugging for BBB 

Compiling, building and debugging on Linux are GNU Toolchain jobs. The 

Angstrom Linux distribution on our BBB comes with a complete pre-installed GNU 

Toolchain. Generally, installing and building the GNU Toolchain under Linux is a trivial 

task and always included in the distribution’s package manager at least. 
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As a microcontroller running Linux, the BBB is able to get through the above 

tasks. Developing though a large-scale application with the command line is not always 

convenient. Command line text editors are not so handy and debugging becomes even 

more painful. Also due to the bounded processing power and memory of devices such 

BBB, compiling and building can be a very time consuming process. Considering Cross 

Compiling & Remote Debugging in that cases might be a wise option. 

4.2.1 THE GNU TOOLCHAIN 

The GNU Toolchain is a broad collection of programming tools produced by the 

GNU Project. These tools form a toolchain (a suite of tools used in a serial manner) used 

for developing software applications and operating systems. The GNU Toolchain is free 

and includes the following projects: 

• GNU make: Automation tool for compilation and build 

• GNU Compiler Collection (GCC): Suite of compilers for several 

programming languages 

• GNU Binutils: Suite of tools including linker, assembler and other tools 

• GNU Bison: Parser generator 

• GNU m4: m4 macro processor 

• GNU Debugger (GDB): Code debugging tool 

• GNU build system (autotools): 

GCC, make and Binutils are necessary for developing any application and many 

will also find the GDB very useful. Those four projects are the tools that we will be using 

during our system implementation and anyone that would like to follow on the chapter 

should know about them and have at least used them once before. 
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4.2.2 CROSS COMPILER 

A cross compiler is a compiler capable of creating executable code for a platform 

other than the one on which the compiler is running. For example, a compiler that runs on 

a Windows 7 PC but generates code that runs on Android smartphone is a cross compiler. 

A cross compiler is necessary to compile for multiple platforms from one machine. This 

is necessary for a platform that is infeasible for a compiler to run on, such as for the 

microcontroller of an embedded system because those systems contain no operating 

system. It is also useful for platforms that even they contain an operating system that is 

theoretically capable of running a compiler, when it comes to action it is actually taking 

too much time to compile. 

4.2.3 UNIX TOOLCHAIN NAMING CONVENTION 

In order to find the suitable toolchain is not only the target processor that we must 

care about. Also working in a development environment with multiple compilers, means 

that choosing the write cross compiler every time is a basic precondition. There is a 

UNIX naming convention for the toolchains referring to the architecture, the vendor, the 

operating system and the application binary interface. The name should be like [arch]-

[vendor]-[os]-[abi]. First comes the architecture of the processor. Are we talking about 

ARMs, PowerPCs, Intels? This field is mandatory, so you will find it in every toolchain 

naming. Second, we have the vendor as an optional field. Could be intel, apple, etc. 

Sometimes, to be explicit, you will also find a -none- within this field, which means that 

the vendor is not given. Third comes the operating system, again as an optional field. 

This point also defines what libraries you will have to use in your toolchain – in our case 

we should use the glibc. If we are compiling for an embedded system without an 

operating system (bare metal as it is used to be called) then we should use the toolchain 

named with –none- at this point. Fourth, the type of the application binary interface is 
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given. It defines the low-level interface between your program or functions of the 

operating system or other programs. Conventions about data types, the calling 

conventions of functions or to operating system are defined. In our case, we will use the 

EABI toolchain, the embedded-abi reasonable for PowerPC, ARM and MIPS. So in order 

to cross compile for BBB we need a toolchain named after “arm-non-linux-eabi”. 

4.2.4 INSTALLING & BUILDING THE TOOLCHAIN 

Installing the toolchain is not always an easy task. If we want to build the cross 

compiler on Ubuntu for example it is more likely that we can find the toolchain 

precompiled as a package on the net. Getting and building the toolchain in that case can 

be a few minutes process using any of the many step-by-step guides found online. This is 

not the case if we want to build the same cross compiler on Mac OS though. The 

configuration here has to be done by hand. To built a cross compiler for ARM on a mac, 

you must either have an excellent knowledge about compilers or go through a very time 

consuming process that includes repeated trial and error actions. During this thesis, we 

did build a cross compiler on a Mac, used it by the Eclipse IDE and linked a remote 

debugger with the BBB as well. That worked a few times and then for an unknown 

reason the cross compiler could not find some libraries and resetting the environmental 

variables did not solved that problem. So we cannot advise anyone to do so, as in the one 

hand we are not in a position to deterministically describe the process, on the other hand 

it takes more time than it will save you from waiting. It is preferable for Mac users to 

create a Virtual Machine with a Linux distribution and install the toolchain for BBB on 

that. 
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4.2.5 USING AN INTEGRATED DEVELOPMENT ENVIRONMENT 

Anyone that will build a Cross Compiler for BBB should also consider linking an 

Integrated Development Environment (IDE) with it. That process falls up to the IDE 

settings and its ability to use another toolchain other than the local. In order to link an 

IDE with a Cross Compiler we must replace the binaries with those that correspond to 

our toolchain of preference and also set the paths to those and the libraries. A good 

choice for that purpose is an Eclipse IDE. It is a freeware piece of software with great 

extensions support. Most programming languages are supported for development with 

Eclipse and the Cross Compiler can be easily set up for use through its graphical 

interface.  

4.2.6 REMOTE DEBUGGING & MORE 

After we have successfully developed and compiled our project for BBB, the 

Eclipse IDE gives us the opportunity to automatically transfer the binary to the BBB file 

system as well as running it even in debug mode. Adding the Remote Tools extension to 

the Eclipse IDE and configuring an FTP & SSH connection with our BBB we are able to 

follow the debugging process of our project on Eclipse while this is running on BBB. 

This is Remote Debugging and having that configured we get an open FPT & SHH 

connection with our device from a graphical interface in the same time. Sounds handy, 

right? There is a step-by-step guide on how to configure whatever was discussed at this 

subsection on a machine that is running Debian [177]. The procedure is pretty much the 

same for other Linux distributions as well. 

 

4.3 Using the V4L2 API 
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The V4L2 API is acting as the camera driver for us and gives us the opportunity 

to handle the video capturing options. V4L2 comes preinstalled with Angstrom and the 

command “v4l2-ctl” gives us control over the video devices. For an overview of the 

available options and how to use them we can type “v4l2-ctl –h”. 

 

 

Figure 4.2: Set of available V4L2 options 
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4.3.1 CAMERA SPECIFICATIONS & SETTINGS 

Using the option “--list-devices” should show the model of our camera as the 

“/dev/video0” device, assuming that is the only video device connected to our BBB. With 

the option “--all” we should see something like the following. 

 

 

Figure 4.3: Camera Specs & Current Settings 

Above we see an overview of our camera specifications, the driver’s capabilities 

and the current video settings. We can edit those settings by using the “--set-ctrl-…” 
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option as described at Figure 8. Those settings are universal and will be applied if we do 

not use the “libv4l2” within our code. 

4.3.2 THE LIBV4L2 LIBRARY & GRAB EXAMPLE 

Using functions provided in the “libv4l2” library can overwrite universal settings. 

Thanks to Mauro Carvalho Chehab at the Appendix E of V4L’s documentation we can 

find a solid piece of c code [178], which is an example of how to grab a picture using the 

“libv4l”. It is a good example to study in order to get a first impression of how to use 

“libv4l” but with a little bit of modification it will also be useful to us, as we will use it to 

grab pictures during the camera setup. Those pictures will act as the proof of the correct 

camera placement. Indisputably this code saves us from a great amount of work. In order 

to use it though, we must first understand it and then make the necessary modifications. 

4.3.3 MODIFICATION OF GRAB EXAMPLE 

First of all we must set the path to “libv4l” on BBB at the corresponding #include 

statement, which is not defined. Then we might also want to change some values of the 

V4L2 capturing settings like the dimensions and maybe the pixel format too. Here we 

should note that changing the dimensions would not force the driver to send us an image 

at the exact numbers that we set, but at the closest possible resolution according to the 

width dimension. A last modification should be done at the number of the captured 

frames. This example is grabbing 20 pictures with an interval of 2 seconds, but we only 

need a single picture. Executing the modified code at the BBB will save at the same 

directory with the executable an uncompressed image that shows us, what the camera’s 

view looks like. Below we see the modified example from linuxtv.org and the results of 

that code. We can always play with the driver’s control values for better results. 
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4.3.4 PICTURE GRABBING MODIFIED CODE & RESULTS 
/* V4L2 video picture grabber 
   Copyright (C) 2009 Mauro Carvalho Chehab <mchehab@infradead.org> 
   This program is free software; you can redistribute it and/or modify 
   it under the terms of the GNU General Public License as published by 
   the Free Software Foundation version 2 of the License. 
 
   This program is distributed in the hope that it will be useful, 
   but WITHOUT ANY WARRANTY; without even the implied warranty of 
   MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE.  See the 
   GNU General Public License for more details. 
 
   This copy have been edited by Alkiviadis Klotsonis 
   in order to work with BeagleBone Black 
   and a Microsoft LifeCam NX-6000  
 */ 
 
#include <stdio.h> 
#include <stdlib.h> 
#include <string.h> 
#include <fcntl.h> 
#include <errno.h> 
#include <sys/ioctl.h> 
#include <sys/types.h> 
#include <sys/time.h> 
#include <sys/mman.h> 
#include <linux/videodev2.h> 
#include <libv4l2.h> 
 
#define CLEAR(x) memset(&(x), 0, sizeof(x)) 
 
struct buffer { 
        void   *start; 
        size_t length; 
}; 
 
static void xioctl(int fh, int request, void *arg) 
{ 
        int r; 
 
        do { 
                r = v4l2_ioctl(fh, request, arg); 
        } while (r == -1 && ((errno == EINTR) || (errno == EAGAIN))); 
 
        if (r == -1) { 
                fprintf(stderr, "error %d, %s\n", errno, strerror(errno)); 
                exit(EXIT_FAILURE); 
        } 
} 
 
int main(int argc, char **argv) 
{ 
        struct v4l2_format               fmt; 
        struct v4l2_buffer               buf; 
        struct v4l2_requestbuffers  req; 
        enum v4l2_buf_type               type; 
        fd_set                           fds; 
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        struct timeval                   tv; 
        int                              r, fd = -1; 
        unsigned int                     i, n_buffers; 
        char                             *dev_name = "/dev/video0"; 
        char                             out_name[256]; 
        FILE                             *fout; 
        struct buffer                    *buffers; 
 
        fd = v4l2_open(dev_name, O_RDWR | O_NONBLOCK, 0); 
        if (fd < 0) { 
                perror("Cannot open device"); 
                exit(EXIT_FAILURE); 
        } 
 
        CLEAR(fmt); 
        fmt.type = V4L2_BUF_TYPE_VIDEO_CAPTURE; 
        fmt.fmt.pix.width       = 640; 
        fmt.fmt.pix.height      = 480; 
        fmt.fmt.pix.pixelformat = V4L2_PIX_FMT_RGB24; 
        fmt.fmt.pix.field       = V4L2_FIELD_INTERLACED; 
        xioctl(fd, VIDIOC_S_FMT, &fmt); 
        if (fmt.fmt.pix.pixelformat != V4L2_PIX_FMT_RGB24) { 
                printf("Libv4l didn't accept RGB24 format. Can't proceed.\n"); 
                exit(EXIT_FAILURE); 
        } 
        if ((fmt.fmt.pix.width != 640) || (fmt.fmt.pix.height != 480)) 
                printf("Warning: driver is sending image at %dx%d\n", 
                        fmt.fmt.pix.width, fmt.fmt.pix.height); 
 
        CLEAR(req); 
        req.count = 2; 
        req.type = V4L2_BUF_TYPE_VIDEO_CAPTURE; 
        req.memory = V4L2_MEMORY_MMAP; 
        xioctl(fd, VIDIOC_REQBUFS, &req); 
 
        buffers = calloc(req.count, sizeof(*buffers)); 
        for (n_buffers = 0; n_buffers < req.count; ++n_buffers) { 
                CLEAR(buf); 
 
                buf.type        = V4L2_BUF_TYPE_VIDEO_CAPTURE; 
                buf.memory      = V4L2_MEMORY_MMAP; 
                buf.index       = n_buffers; 
 
                xioctl(fd, VIDIOC_QUERYBUF, &buf); 
 
                buffers[n_buffers].length = buf.length; 
                buffers[n_buffers].start = v4l2_mmap(NULL, buf.length, 
                              PROT_READ | PROT_WRITE, MAP_SHARED, 
                              fd, buf.m.offset); 
 
                if (MAP_FAILED == buffers[n_buffers].start) { 
                        perror("mmap"); 
                        exit(EXIT_FAILURE); 
                } 
        } 
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        for (i = 0; i < n_buffers; ++i) { 
                CLEAR(buf); 
                buf.type = V4L2_BUF_TYPE_VIDEO_CAPTURE; 
                buf.memory = V4L2_MEMORY_MMAP; 
                buf.index = i; 
                xioctl(fd, VIDIOC_QBUF, &buf); 
        } 
        type = V4L2_BUF_TYPE_VIDEO_CAPTURE; 
 
        xioctl(fd, VIDIOC_STREAMON, &type); 
         
 do { 
               FD_ZERO(&fds); 
               FD_SET(fd, &fds); 
 
               /* Timeout. */ 
               tv.tv_sec = 2; 
               tv.tv_usec = 0; 
 
               r = select(fd + 1, &fds, NULL, NULL, &tv); 
        } while ((r == -1 && (errno = EINTR))); 
        if (r == -1) { 
               perror("select"); 
               return errno; 
        } 
 
        CLEAR(buf); 
        buf.type = V4L2_BUF_TYPE_VIDEO_CAPTURE; 
        buf.memory = V4L2_MEMORY_MMAP; 
        xioctl(fd, VIDIOC_DQBUF, &buf); 
 
        sprintf(out_name, "out.ppm"); 
        fout = fopen(out_name, "w"); 
        if (!fout) { 
               perror("Cannot open image"); 
               exit(EXIT_FAILURE); 
        } 
        fprintf(fout, "P6\n%d %d 255\n", 
        fmt.fmt.pix.width, fmt.fmt.pix.height); 
        fwrite(buffers[buf.index].start, buf.bytesused, 1, fout);         
  fclose(fout); 
 
        xioctl(fd, VIDIOC_QBUF, &buf); 
 
        type = V4L2_BUF_TYPE_VIDEO_CAPTURE; 
        xioctl(fd, VIDIOC_STREAMOFF, &type); 
        for (i = 0; i < n_buffers; ++i) 
                v4l2_munmap(buffers[i].start, buffers[i].length); 
        v4l2_close(fd); 
        return 0; 
} 
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Figure 4.4: The image that was printed 

 

 

Figure 4.5: Printed image as it was captured 
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The V4L2 API except from helping us the way it was shown above is also a 

necessary precondition for the OpenCV library to work correctly. Now lets see what the 

OpenCV library have to offer and why we need it for our project. 

 

4.4 The OpenCV Library 

OpenCV (Open Source Computer Vision Library) is an open source computer 

vision and machine learning software library. OpenCV was built to provide a common 

infrastructure for computer vision applications and to accelerate the use of machine 

perception in the commercial products. The library has more than 2500 optimized 

algorithms, which includes a comprehensive set of both classic and state-of-the-art 

computer vision and machine learning algorithms. These algorithms can be used to detect 

and recognize faces, identify objects, classify human actions in videos, track camera 

movements, track moving objects, extract 3D models of objects, produce 3D point clouds 

from stereo cameras, stitch images together to produce a high resolution image of an 

entire scene, find similar images from an image database, remove red eyes from images 

taken using flash, follow eye movements, recognize scenery and establish markers to 

overlay it with augmented reality, etc. OpenCV has more than 47 thousand people of user 

community. The library is used extensively in companies, research groups and by 

governmental bodies. 

4.4.1 APPLICATION RANGE 

OpenCV’s deployed uses span the range from stitching street view images 

together, detecting intrusions in surveillance video in Israel, monitoring mine equipment 

in China, helping robots navigate and pick up objects at Willow Garage, detection of 

swimming pool drowning accidents in Europe, running interactive art in Spain and New 
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York, checking runways for debris in Turkey, inspecting labels on products in factories 

around the world on to rapid face detection in Japan. It is obviously a flawless solid 

library that we could use doubtless in any application. 

4.4.2 SUPPORTED ENVIRONMENTS & BEAGLEBONE BLACK 

It has C++, C, Python, Java and MATLAB interfaces and supports Windows, 

Linux, Android and Mac OS. OpenCV leans mostly towards real-time vision applications 

and takes advantage of MMX and SSE instructions when available. There are over 500 

algorithms and about 10 times as many functions that compose or support those 

algorithms. OpenCV is written natively in C++ and has a templated interface that works 

seamlessly with STL containers. There is a full documentation of the library online [179]. 

The OpenCV library implemented on C++ comes preinstalled at a Beaglebone 

Black with an Angstrom Linux distribution. In each case that it doesn’t, there is at the 

package manager so you can easily install it from there. Remember that is always a good 

practice to know what is installed before applying any actions.  

4.4.3 USAGE OF OPENCV 

OpenCV can do most of the work to our experiment. From basic image operations 

[180] to tasks like video capturing [181], frame processing and Image Miscellaneous 

Transformations [182] (more attention should be given at the functions “threshold”, 

“addaptiveThreshold” and “ctvColor”), can be done by OpenCV library. It can also help 

us process the region of interest and not the entire frame [183] that is captured by the 

camera and sent to us by the driver. On support of this, working with C & C++ on any 

UNIX based system is always a good idea. Except from being able to do almost 

everything with those two programming languages, there are plenty of libraries 
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implemented on those especially for Linux. Thus we will use C++ and the corresponding 

OpenCV implementation to develop our system. 

 

4.5 Experiments with BeagleBone Black 

So we have a Beaglebone Black with an Angstrom Linux distribution, we have 

connected a Microsoft LifeCam NX-6000, both the V4L2 API and the OpenCV library 

are working flawlessly with it and we are ready to implement the algorithm we have 

already designed. We found convenient to proceed in the implementation with C++ and 

we have already studied and presented most of the tool/libraries that we are going to use. 

4.5.1 COMPARING THRESHOLDING METHODS 

Before proceeding we need to approve the thresholding method that we will be 

using for the Image Binarization. The method that we will choose here might not be the 

most suitable when the camera captures the image. The lighting conditions then, should 

be taken into account, as we will later on this chapter see. 

For the sake of the experiments we have 18 different instances of the 

Olfactometer with distinct insects placement in that (Olfactometer Instances). We choose 

randomly one instance/image; we load it from the file system and apply Image 

Binarization to it with the four candidate thresholding methods. We choose the best 

binary image based on the optical results (Figure 4.7) compared to the original (Figure 

4.6). Then we apply the thresholding method that we chose at the previous step to all the 

18 images/instances and record the concentrations as shown in Table 4.1. 
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/* allBinMethods.cpp 
 * 
 * Klotsonis Alkiviadis 
 * School of Electronics & Computer Engineering 
 * Technical University of Crete 2015 
 *  
 * Redistribution is allowed provided that it will 
 * retain this notice 
 * 
 * This program loads an image from file as Grayscale 
 * and then performs 4 different thresholding methods 
 * to it, generating and saving to the file system 4 
 * discrete Binary Images.  
 */ 
 
#include<iostream> 
#include<opencv2/opencv.hpp> 
using namespace std; 
using namespace cv; 
 
int main() 
{ 
    Mat frame, bin_otsu, bin_man, bin_ad_mean_c, bin_ad_gaus_c; 
    frame = imread("figure.jpg",CV_LOAD_IMAGE_GRAYSCALE); 
    if(frame.empty()){ 
 cout << "Error loading the image" << endl; 
 return -1; 
    } 
 
    threshold(frame,bin_num,180,255,CV_THRESH_BINARY); 
    threshold(frame,bin_otsu,0,255,CV_THRESH_BINARY | 
CV_THRESH_OTSU); 
    
adaptiveThreshold(frame,bin_ad_mean_c,255,ADAPTIVE_THRESH_MEAN_C,THR
ESH_BINARY,61,5); 
    
adaptiveThreshold(frame,bin_ad_gaus_c,255,ADAPTIVE_THRESH_GAUSSIAN_C
,THRESH_BINARY,61,5); 
 
    cout << "Finished" << endl; 
 
    imwrite("manual.jpg", bin_man); 
    imwrite("otsu.jpg", bin_otsu); 
    imwrite("meanC.jpg", bin_ad_mean_c); 
    imwrite("gaussianC.jpg", bin_ad_gaus_c); 
    return 0; 
} 
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Figure 4.6: RGB Random Image 
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Figure 4.7: Binary Images 

Based on the optical results shown at Figure 4.7, the Otsu Thresholding is giving 

us excellent results. We will proceed with the Otsu method to count the concentrations 

for all the 18 instances of the Olfactometer (images). This is done by the code that 

follows: 
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/* allFigureBin.cpp 
 * 
 * Klotsonis Alkiviadis 
 * School of Electronics & Computer Engineering 
 * Technical University of Crete 2015 
 * 
 * Redistribution is allowed provided that it will 
 * retain this notice 
 * 
 * This program loads an image from file as Grayscale 
 * and it converts it to Binary, performing the Otsu 
 * Thresholding method. Then it counts the concentrations 
 * at each quadrant and prints the as percentage. 
 * The above is performed recursively to all the 18 images.  
*/ 
 
 
#include<iostream> 
#include<opencv2/opencv.hpp> 
using namespace std; 
using namespace cv; 
 
int main() 
{     
    for( int n = 1; n <= 18; n++ ) { 
 Mat figure; 
 stringstream sstm; 
     sstm << "Figure" << n << ".jpg"; 
 figure = imread(sstm.str(),CV_LOAD_IMAGE_GRAYSCALE); 
 if(figure.empty()){ 
    cout << "Error loading the image" << endl; 
    return -1; 
 } 
 
 threshold(figure,figure,0,255,CV_THRESH_BINARY | 
CV_THRESH_OTSU); 
  
 int b[4] = { }; 
 int total = 0; 
 for( int y = 0; y < figure.rows; y++ ) { 
     for( int x = 0; x < figure.cols; x++ ) { 
  if(x<(figure.rows/2) && y<(figure.rows/2)){ //top left 
      if(figure.at<uchar>(y,x) != 255) b[0]++; 
         } 
  if(x>=(figure.rows/2) && y<(figure.rows/2)){ //top right 
      if(figure.at<uchar>(y,x) != 255) b[1]++; 
  } 
  if(x<(figure.rows/2) && y>=(figure.rows/2)){ //bot left 
      if(figure.at<uchar>(y,x) != 255) b[2]++; 
  } 
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  if(x>=(figure.rows/2) && y>=(figure.rows/2)){ //bot right 
      if(figure.at<uchar>(y,x) != 255) b[3]++; 
  } 
     } 
 } 
 total = b[0] + b[1] + b[2] + b[3];  
 
     cout << "Top Left " << (b[0]*100/total) << " Top Right " << 
(b[1]*100/total) << " Bottom Left " << (b[2]*100/total) << " Bottom 
Right " << (b[3]*100/total) << " for " << n << " loaded image" << 
endl; 
 
    }     
    return 0; 
} 
 
 
 

Figure Optical 
Concentration 

Top Left 
Conc. % 

Top Right 
Conc. % 

Bottom Left 
Conc. % 

Bottom Right 
Conc. % 

1 Top Left 64 14 16 5 
2 None 29 25 21 22 
3 Top Left 64 11 17 6 
4 None 26 22 24 25 
5 Top Left 45 16 23 14 
6 Top Left 54 19 16 9 
7 Top Left 53 15 18 12 
8 Top Left 59 15 15 10 
9 None 29 25 21 23 
10 Top Left 64 11 13 9 
11 Top Left 58 15 13 12 
12 None 35 24 22 17 
13 None 30 25 21 22 
14 None 31 25 25 17 
15 Top Left 72 14 8 4 
16 None 28 20 29 20 
17 Top Left 77 7 11 4 
18 None 16 25 34 22 

Table 4.1: All Figures Concentrations after Otsu Thresholding 
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4.5.2 GATHERING DECISION FORMULA DESIGN 

Now that the algorithm has already counted the concentrations as a percentage at 

every quadrant of the captured frame we will need a way to decide if a gathering is 

occurring in one of them. Here we have to transform an objective decision to 

deterministic, based on objective criteria. As we are not entomologists we need to get 

based on the previous optical assumption to proceed. 

We will express gathering as the ratio between the bigger concentration to the 

summary of the rest. After calculating this number that will be named the Gathering 

Ratio, we then must define a threshold empirically that any value above will be 

considered a gathering to the quadrant that shows the bigger concentration. Thus, the 

Gathering Ratio (GR) is calculated by the following equation: 

 

Where  is the concentration at the  quadrant. 

 
Images	  that	  show	  concentration	  

Top	  Left	  
%	  

Top	  Right	  
%	  

Bottom	  Left	  
%	  

Bottom	  
Right	  
%	  

Gathering	  
Ratio	  

64	   14	   16	   5	   1.83	  
64	   11	   17	   6	   1.88	  
45	   16	   23	   14	   0.85	  
54	   19	   16	   9	   1.23	  
53	   15	   18	   12	   1.18	  
59	   15	   15	   10	   1.48	  
64	   11	   13	   9	   1.94	  
58	   15	   13	   12	   1.45	  
72	   14	   8	   4	   2.77	  
77	   7	   11	   4	   3.5	  

Table 4.2: High Gathering Ratios 
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Images	  with	  no	  concentration	  

Top	  Left	  
%	  

Top	  Right	  
%	  

Bottom	  Left	  
%	  

Bottom	  
Right	  
%	  

Gathering	  
Ratio	  

29	   25	   21	   22	   0.43	  
26	   22	   24	   25	   0.37	  
29	   25	   21	   23	   0.42	  
35	   24	   22	   17	   0.56	  
30	   25	   21	   22	   0.44	  
31	   25	   25	   17	   0.46	  
28	   20	   29	   20	   0.43	  
16	   25	   34	   22	   0.54	  

Table 4.3: Low Gathering Ratios 

 

The empirically defined threshold (EDT) will be the mean between the lowest 

gathering ratio of the images that show concentration and biggest gathering ratio of those 

that do not. As simple as: 

 

Based on Tables 4.2 & 4.3 our  

 

4.5.3 CAPTURING DIVERGENCE & LIGHTING CONDITIONS  

Different lighting conditions are giving an altered Grayscale image so another 

thresholding method might be better. An objective way to evaluate the thresholding 

methods would be to follow the pixel error rate (PEER) technique [184] or goal-driven 

evaluation [185]. However when our images were loaded from the file system, it was 

obvious that the Otsu’s method was giving us excellent results. Otsu’s method seems to 

be the best for the pictures captured by the camera at most lighting conditions as well, but 

that should be examined and remains to be proved. 
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For that purpose we must choose an image from the 18 that shows either 

gathering or not but marginally and print it, in order to get captured by the camera. 

Afterwards we process the captured frame and apply to it the 4 candidate thresholding 

methods. Then counting the concentrations per quadrant at the 4 binary images and we 

calculate the weighted mean divergence with the concentrations that were emerged from 

“allFigureBin.cpp” for the corresponding image. The following code implements the 

above description. 

 
/* allCaptureBin.cpp 
 * 
 * Klotsonis Alkiviadis 
 * School of Electronics & Computer Engineering 
 * Technical University of Crete 2015 
 *  
 * Redistribution is allowed provided that it will retain this notice 
 * 
 * This piece of code captures a frame from the camera converts it to 
 * grayscale and performs Binarization with 4 different thresholding    
 * methods. It also counts the concentration of black pixels at every  
 * quadrant of the converted to square frame. It finally output the  
 * concentrations expressed as percentage and all the binary image as  
 * well as the captured one. 
 */ 
 
#include<iostream> 
#include<opencv2/opencv.hpp> 
using namespace std; 
using namespace cv; 
 
int main() 
{ 
    VideoCapture capture(0); 
    capture.set(CV_CAP_PROP_FRAME_WIDTH,640); 
    capture.set(CV_CAP_PROP_FRAME_HEIGHT,480); 
    if(!capture.isOpened()){ 
 cout << "Camera Connectivity Error." << endl; 
    } 
    Mat frame, bin_otsu, bin_man, bin_ad_mean_c, bin_ad_gaus_c; 
    capture >> frame; 
    if(frame.empty()){ 
 cout << "Empty Image, steam is dead." << endl; 
 return -1; 
    } 
    frame = frame(Rect(80,0,480,480)); 
    cvtColor(frame, frame, CV_BGR2GRAY); 
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    threshold(frame,bin_otsu,0,255,CV_THRESH_BINARY | CV_THRESH_OTSU); 
    threshold(frame,bin_man,180,255,CV_THRESH_BINARY); 
 
adaptiveThreshold(frame,bin_ad_mean_c,255,ADAPTIVE_THRESH_MEAN_C,THRESH
_BINARY,61,5); 
    
adaptiveThreshold(frame,bin_ad_gaus_c,255,ADAPTIVE_THRESH_GAUSSIAN_C,TH
RESH_BINARY,61,5); 
 
    int otsu[4] = { }; 
    int manual[4] = { }; 
    int mean_c[4] = { }; 
    int gaussian_c[4] = { }; 
    for( int y = 0; y < frame.rows; y++ ) { 
 for( int x = 0; x < frame.cols; x++ ) { 
     if(x<(frame.rows/2) && y<(frame.rows/2)){ //top left 
  if(bin_otsu.at<uchar>(y,x) != 255){ 
     otsu[0]++; 
  } 
  if(bin_man.at<uchar>(y,x) != 255){ 
     manual[0]++; 
  } 
  if(bin_ad_mean_c.at<uchar>(y,x) != 255){ 
     mean_c[0]++; 
  } 
  if(bin_ad_gaus_c.at<uchar>(y,x) != 255){ 
     gaussian_c[0]++; 
  } 
     } 
     if(x>=(frame.rows/2) && y<(frame.rows/2)){ //top right 
  if(bin_otsu.at<uchar>(y,x) != 255){ 
     otsu[1]++; 
  } 
  if(bin_man.at<uchar>(y,x) != 255){ 
     manual[1]++; 
  } 
  if(bin_ad_mean_c.at<uchar>(y,x) != 255){ 
     mean_c[1]++; 
  } 
  if(bin_ad_gaus_c.at<uchar>(y,x) != 255){ 
     gaussian_c[1]++; 
  } 
     } 
     if(x<(frame.rows/2) && y>=(frame.rows/2)){ //bottom left 
  if(bin_otsu.at<uchar>(y,x) != 255){ 
     otsu[2]++; 
  } 
  if(bin_man.at<uchar>(y,x) != 255){ 
     manual[2]++; 
  } 
  if(bin_ad_mean_c.at<uchar>(y,x) != 255){ 
     mean_c[2]++; 
  } 
  if(bin_ad_gaus_c.at<uchar>(y,x) != 255){ 
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     gaussian_c[2]++; 
  } 
     } 
     if(x>=(frame.rows/2) && y>=(frame.rows/2)){ //bottom right 
  if(bin_otsu.at<uchar>(y,x) != 255){ 
     otsu[3]++; 
  } 
  if(bin_man.at<uchar>(y,x) != 255){ 
     manual[3]++; 
  } 
  if(bin_ad_mean_c.at<uchar>(y,x) != 255){ 
     mean_c[3]++; 
  } 
  if(bin_ad_gaus_c.at<uchar>(y,x) != 255){ 
     gaussian_c[3]++; 
  } 
     } 
 } 
    } 
    int otsu_total = otsu[0] + otsu[1] + otsu[2] + otsu[3];  
    int manual_total = manual[0] + manual[1] + manual[2] + manual[3]; 
    int mean_total = mean_c[0] + mean_c[1] + mean_c[2] + mean_c[3]; 
    int gaus_total = gaussian_c[0] + gaussian_c[1] + gaussian_c[2] + 
gaussian_c[3]; 
 
    cout << "Top Left " << (otsu[0]*100/otsu_total) << " Top Right " << 
(otsu[1]*100/otsu_total) << " Bottom Left " << (otsu[2]*100/otsu_total) 
<< " Bottom Right " << (otsu[3]*100/otsu_total) << " with Otsu 
Thresholding" << endl; 
 
    cout << "Top Left " << (manual[0]*100/manual_total) << " Top Right 
" << (manual[1]*100/manual_total) << " Bottom Left " << 
(manual[2]*100/manual_total) << " Bottom Right " << 
(manual[3]*100/manual_total) << " with Manual Thresholding" << endl; 
 
    cout << "Top Left " << (mean_c[0]*100/mean_total) << " Top Right " 
<< (mean_c[1]*100/mean_total) << " Bottom Left " << 
(mean_c[2]*100/mean_total) << " Bottom Right " << 
(mean_c[3]*100/mean_total) << " with Adapt. Mean Thresholding" << endl; 
 
    cout << "Top Left " << (gaussian_c[0]*100/gaus_total) << " Top 
Right " << (gaussian_c[1]*100/gaus_total) << " Bottom Left " << 
(gaussian_c[2]*100/gaus_total) << " Bottom Right " << 
(gaussian_c[3]*100/gaus_total) << " with Adapt. Gaussian Thresholding" 
<< endl; 
 
    imwrite("capture.jpg", frame); 
    imwrite("binOtsu.jpg", bin_otsu); 
    imwrite("binManual.jpg", bin_man); 
    imwrite("binMean.jpg", bin_ad_mean_c); 
    imwrite("binGaus.jpg", bin_ad_gaus_c); 
    return 0; 
} 
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Now that we have counted the concentrations for each method we need to 

calculate what we previous named as weighted mean divergence (WMD). WMD will be 

expressed here as the weighted variance of the concentration values. As mean we will 

adapt the concentration values for the corresponding figure from Table 4.1. The equations 

below are describing the calculation of WMD in a general form for anyone that would 

like to confirm the minimum WMD with more that one figures. 

 

The variance from Table 4.1: 

 

 

 

Where: 

•   for a 4-way Olfactometer 

•   the corresponding values from Table 4.1 and 

•   the values from the corresponding method that we are counting the 

variance for. 

 

We will expand the above to give more emphasis at the possible gathering side: 

 

 

 

Where   
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Results	  From	  
Top	  
Left	  
%	  

Top	  
Right	  
%	  

Bottom	  
Left	  
%	  

Bottom	  
Right	  
%	  

WMD	  
To	  Table	  4.1	  

Table	  4.1	  Figure	  ("mean")	   45	   16	   23	   14	  
	  Otsu	  Thresholding	   47	   23	   19	   10	   17.8	  

Manual	  Thresholding	   40	   31	   20	   6	   69.6	  
Adaptive	  Mean	  Thresh.	   36	   19	   26	   17	   37.8	  
Adaptive	  Gaussian	  Thr.	   37	   19	   26	   16	   30	  

Table 4.4: WMD for all thresholding methods 

As we see at the Table 4.4 the Otsu method performs better than the other 3 even 

when the image is capture by the camera under intense and uniform lighting conditions. It 

remains to be proved that it gives the right results as well. 

4.5.4 FORMULA EVALUATION 

The thresholding method that showed the lower weighted variance above, will 

now be used in order to capture, process, transform to binary and count concentrations for 

the other 17 images as well. The concentrations as percentage on each quadrant for all the 

18 images are shown in Table 4.5 below. 

We also need to verify the formula that we designed at 4.5.2. For that purpose we 

have added at Table 4.5 two extra rows, the “Optical Concentration” and the “Gathering 

Ratio”. As was shown during the formula design if the empirically defined threshold 

(EDT) is over 0.7 there is a gathering. At Table 4.5 all Gathering Ratios comply with the 

optical results, so we are good to go on. Otherwise we should consider revising 

thresholding method, redesigning the formula, or even changing the light conditions. 

For the purpose of the evaluation it is appropriate to use extreme conditions. The 

values at Table 4.5 are result of an experiment that took place under the worst possible 

lighting conditions that could produce acceptable results. The light intensity was low and 

the distribution medium. Even in such an environment the decision method that was 
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described above was able to predict right and the concentrations did not show significant 

divergence to the values that where emerged when the figures were read from file. The 

optical results were acceptable as well. During the real-time response test later, we will 

notice that excellent results can be produced under better lighting conditions and even 

faster. 

 

 

Figur
e 

Optical 
Concentration 

Top 
Left 
% 

Top 
Right 

% 

Bottom 
Left 
% 

Bottom 
Right 

% 

Gathering 
Ratio 

1 Top Left 63 18 14 3 1.8 
2 None 31 30 21 17 0.46 
3 Top Left 61 18 17 3 1.61 
4 None 28 28 23 20 0.39 
5 Top Left 43 25 20 10 0.78 
6 Top Left 52 25 15 6 1.13 
7 Top Left 52 22 17 8 1.11 
8 Top Left 58 21 14 6 1.41 
9 None 31 30 20 17 0.46 

10 Top Left 62 18 12 6 1.72 
11 Top Left 57 21 12 8 1.39 
12 None 36 30 20 12 0.58 
13 None 32 31 19 16 0.48 
14 None 32 31 23 11 0.49 
15 Top Left 59 31 7 1 1.51 
16 None 33 32 24 10 0.5 
17 Top Left 71 16 9 2 2.63 
18 None 21 31 30 16 0.46 

Table 4.5: Formula Evaluation with all Figures 

 



4.5 Experiments with BeagleBone Black, System Implementation 

89  

4.5.5 REAL TIME RESPONSE TEST 

Assuming that we have deterministically found the optimal thresholding method, 

now remains that our device is capable of performing this series of actions in real time. 

We haven’t mentioned yet how we are going to measure the time in order to examine the 

real-time capability of our system, but if we are developing it with C++, the tool for that 

purpose couldn’t be other than the <time.h> library. Including that library to our code 

solves that problem as simple as declaring two variables of type timespec (ex. start_time 

& end_time) and using the clock_gettime function to get the time of the clock, once 

before the main algorithm implementation and another after. Then subtracting those 

values will give us the time needed for our algorithm to process a single frame. If that 

number is considered a satisfactory interval within our system can renew the output and 

be considered responsive then we have a real-time capable implementation. With the 

following code that does this real time capability check, we will be capturing frames and 

applying the algorithm more that once recursively in order to educe a reliable frame per 

second (FPS) ration capability. The FPS is educed by counting the overall time needed to 

process the given number of frames divided by the frames number.  

 
/* algorithmCount.cpp 
 * 
 * Klotsonis Alkiviadis 
 * School of Electronics & Computer Engineering 
 * Technical University of Crete 2015 
 *  
 * Redistribution is allowed provided that it will retain this notice 
 * 
 * This piece of code captures a frame from the camera converts it to 
 * grayscale, performs Binarization with the Otsu method and counts 
 * the concentration of black pixels at every quadrant. 
 * This process is repeated a number of times that is defined as a 
 * constant, while the time that it takes is counted. At the end the 
 * overall time is divided by repetitions and the fps is deduced. 
 */ 
 
#include<opencv2/opencv.hpp> 
#include<time.h> 
#include<iostream> 
 
#define FRAMES 100  //repetitions for the timing test 
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#define FRAME_HEIGHT 480 
#define FRAME_WIDTH 640 
 
using namespace std; 
using namespace cv; 
 
int main() 
{ 
    /*Variable Declaration*/     
    Mat frame, bw_frame, bin_frame;   
    Mat tl_frame, tr_frame, bl_frame, br_frame; 
    struct timespec start, end;    
    double interval;     
    int total; 
    int count[FRAMES][4]={ }; 
    Int frame_height, frame_width; 
 
    /*Connecting to the Camera*/ 
    VideoCapture capture(0); 
    capture.set(CV_CAP_PROP_FRAME_WIDTH,FRAME_WIDTH); 
    capture.set(CV_CAP_PROP_FRAME_HEIGHT,FRAME_HEIGHT); 
    if(!capture.isOpened()){ 
     cout << "Camera Connectivity Error." << endl; 
     return -1; 
    } 
 
    /*Interval counting starts here*/ 
    clock_gettime(CLOCK_REALTIME, &start); 
    for(int i=0; i<FRAMES; i++){ 
     capture >> frame; 
     if(frame.empty()){ 
  cout << "Empty Image. Video Stream is Dead." << endl; 
  return -1; 
     } 
 frame = frame(Rect((FRAME_WIDTH-
FRAME_HEIGHT)/2,0,FRAME_WIDTH,FRAME_HEIGHT));  
     cvtColor(frame, bw_frame, CV_BGR2GRAY); 
       threshold(bw_frame,bin_frame,0,255,CV_THRESH_BINARY | CV_THRESH_OTSU); 
  
 tl_frame = bin_frame(Rect(0,0,bin_frame.cols/2,bin_frame.rows/2)); 
 tr_frame = 
bin_frame(Rect(bin_frame.cols/2,0,bin_frame.cols/2,bin_frame.rows/2)); 
 bl_frame = 
bin_frame(Rect(0,bin_frame.rows/2,bin_frame.cols/2,bin_frame.rows/2)); 
 br_frame = 
bin_frame(Rect(bin_frame.cols/2,bin_frame.rows/2,bin_frame.cols/2,bin_frame.row
s/2)); 
 
 for( int y = 0; y < bin_frame.rows/2; y++ ) { 
   for( int x = 0; x < bin_frame.cols/2; x++ ) { 
     if(tl_frame.at<uchar>(y,x) == 255) 
  count[i][0]++; 
     if(tr_frame.at<uchar>(y,x) == 255) 
  count[i][1]++; 
     if(bl_frame.at<uchar>(y,x) == 255) 
  count[i][2]++; 
     if(br_frame.at<uchar>(y,x) == 255) 
  count[i][3]++; 
   } 
 } 
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    } 
    clock_gettime( CLOCK_REALTIME, &end ); 
    /*Interval counting just ended*/ 
 
    /*Calculating the overall time*/ 
    interval = (end.tv_sec - start.tv_sec) +  
 (double)(end.tv_nsec - start.tv_nsec)/1000000000.0d; 
 
    /*  
     * Outputs: 
     * 1. The overall time  
     * 2. The fps ratio 
     * 3. the concentrations 
     * 4. All frames & Quadrants 
     */ 
    cout << "It took " << interval << " seconds to process " << FRAMES << " 
frames" << endl; 
    cout << "Capturing and processing " << FRAMES/interval << " frames per 
second " << endl; 
 
    total = count[FRAMES-1][0] + count[FRAMES-1][1] + count[FRAMES-1][2] + 
count[FRAMES-1][3];  
    cout << "Concentrations: \nTop Left " << (count[FRAMES-1][0]*100/total) << 
" Top Right " << (count[FRAMES-1][1]*100/total) << " Bottom Left " << 
(count[FRAMES-1][2]*100/total) << " Bottom Right " << (count[FRAMES-
1][3]*100/total) << endl; 
 
    imwrite("tl.jpg", tl_frame); 
    imwrite("br.jpg", br_frame); 
    imwrite("tr.jpg", tr_frame); 
    imwrite("bl.jpg", bl_frame); 
    imwrite("capture.jpg", frame); 
    imwrite("bwCapture.jpg", bw_frame); 
    imwrite("binCapture.jpg", bin_frame); 
    return 0; 
} 

 

We have found that light intensity can dramatically affect the frame per second 

ratio. After testing the algorithm for different numbers of iterations we deduce at the 

Table 4.6 below the average frame per second ratio. 

 
Light Intensity Light Distribution Average FPS 

High Good 21.06 
Low Moderate 14.68 

Table 4.6: Frame Rates & Lighting Conditions 
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4.5.6 COMPARISON 

We have also found that the values of the concentrations under better lighting 

conditions showed lower variance to Table 4.1 according to the WMD factor. Table 4.7 

below shows the values under high intensity light with good distribution together with the 

WMD factor to Table 4.1. 

 

 

Figure	   Optical	  
Concentration	  

Top	  
Left	  
%	  

Top	  
Right	  
%	  

Bottom	  
Left	  
%	  

Bottom	  
Right	  
%	  

Gathering	  
Ratio	  

WMD	  
to	  Table	  4.1	  

1	   Top	  Left	   68	   12	   15	   3	   2.27	   8.2	  
2	   None	   34	   26	   21	   17	   0.53	   15.2	  
3	   Top	  Left	   67	   11	   17	   3	   2.16	   5.4	  
4	   None	   30	   24	   23	   21	   0.44	   10.6	  
5	   Top	  Left	   48	   17	   22	   11	   0.96	   5.8	  
6	   Top	  Left	   57	   19	   16	   6	   1.39	   5.4	  
7	   Top	  Left	   57	   13	   19	   9	   1.39	   9.2	  
8	   Top	  Left	   64	   14	   14	   6	   1.88	   13.6	  
9	   None	   35	   23	   23	   17	   0.56	   23.2	  
10	   Top	  Left	   68	   10	   14	   6	   2.27	   8.6	  
11	   Top	  Left	   60	   15	   14	   9	   1.58	   3.6	  
12	   None	   38	   24	   22	   13	   0.64	   6.8	  
13	   None	   32	   25	   22	   19	   0.48	   3.6	  
14	   None	   33	   24	   27	   14	   0.51	   4.4	  
15	   Top	  Left	   75	   14	   7	   2	   3.26	   4.6	  
16	   None	   30	   22	   31	   15	   0.46	   8.2	  
17	   Top	  Left	   77	   6	   12	   4	   3.5	   0.4	  
18	   None	   18	   26	   36	   18	   0.58	   5.8	  

Table 4.7: All Figure Values at Good Light Conditions 
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As we can see at Table 4.7 the highest WMD value is even smaller than the any 

other at Table 4.4 excluding the Otsu method. This is a more extensive indicator that 

Otsu’s method is performing far better at good lighting conditions. A comparison 

between the qualitative factors under different lighting conditions is presented below. 

 

 

Figure	  
Table	  4.1	  
Gathering	  
Ratio	  

Table	  4.5	  
Gathering	  
Ratio	  

Table	  4.6	  
Gathering	  
Ratio	  

Table	  4.5	  
WMD	  to	  
Table	  4.1	  

Table	  4.6	  
WMD	  to	  
Table	  4.1	  

1	   1.83	   1.8	   2.27	   5.2	   8.2	  
2	   0.43	   0.46	   0.53	   11.6	   15.2	  
3	   1.88	   1.61	   2.16	   15.2	   5.4	  
4	   0.37	   0.39	   0.44	   14	   10.6	  
5	   0.85	   0.78	   0.96	   22.8	   5.8	  
6	   1.23	   1.13	   1.39	   10.8	   5.4	  
7	   1.18	   1.11	   1.39	   13.6	   9.2	  
8	   1.48	   1.41	   1.88	   11	   13.6	  
9	   0.42	   0.46	   0.56	   14	   23.2	  
10	   1.94	   1.72	   2.27	   13.4	   8.6	  
11	   1.45	   1.39	   1.58	   11	   3.6	  
12	   0.56	   0.58	   0.64	   13.4	   6.8	  
13	   0.44	   0.48	   0.48	   16.8	   3.6	  
14	   0.46	   0.49	   0.51	   15.6	   4.4	  
15	   2.77	   1.51	   3.26	   127.4	   4.6	  
16	   0.43	   0.5	   0.46	   63.8	   8.2	  
17	   3.5	   2.63	   3.5	   32.2	   0.4	  
18	   0.54	   0.46	   0.58	   27.6	   5.8	  

Table 4.8: Qualitative Factors Comparison 

An optical representation of the values shown in Table 4.7 is presented at the next 

figures. When the light is enough and evenly distributed over the Olfactometer, the 

gathering ratio seems to be closer to the actual and the WMD is usually lower without 

great outliers. 
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Figure 4.8: Gathering Ration Comparison 

 

 

Figure 4.9: WMD Comparison 

4.6 Conclusions 
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The above implementation was done after making a lot of assumptions. It was 

useful to the scope of a thesis in order to examine the technological tools that where 

presented as well as basic design for someone to step on when creating the system that 

will solve the real problem. Many applications that might use such a system would 

require more expensive equipment and people interested about the use of those 

applications could financially support the extensive design and implementation. A brief 

discussion about those factors follows below. 

4.6.1 APPLICATION PERSPECTIVES 

The system that was implemented at this chapter can easily be attached and work 

with a real Olfactometer in an Entomologist’s lab. Scientists that study insects behavior 

either to learn their interests or use insect responses that have previously be trained to 

evaluate memory correlations would find such a system very handy, as it can save them 

from staying on top of the Olfactometer holding a pen and a timer. Others study the 

insect responses to geometrically altered chemical compounds that in their original form 

attract specific insects and have indications that this might be the key to the secret of the 

olfaction mechanism. If this system could contribute the minimum to the proof of that 

assessment and that could open a window to the path of creating a model that could 

describe any scent, then we would be towards the digitization of olfaction. 

Using a system like the one we implemented here in a lab with real insects, except 

that it could record results with great accuracy it could also open the perspective to count 

the insects response times to chemical compounds and compare them with the existing 

electronic equipment that is detecting those chemical compounds. Even it is almost 

impossible to overcome the existing technology in the terms of response with such a 

system it is more likely that we will when it comes to sensitivity. Applications that need 

to localize the presence of a compound detected might find such a system extremely 
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advantageous. Some insects have biological sensors that can detect compounds present 

many meters away. A system like the one we described is even small enough to be 

attached on a small drone. Drones today have high development growth and with an 

extremely sensitive sensor on them, they could be useful from detecting a rotten orange 

in a big warehouse to locating mines or other kind of explosives on the open field. 

4.6.2 FUTURE EXTENSIONS 

According to the application perspectives that were discussed the first extension 

for our system would be to the ability to describe more extensively the insects gathering. 

Except from answering in which quadrant a gathering is present it might be useful to 

reconsider a formula that will use directional criteria that could be combined and interact 

with a drone piloting system. 

An implementation to a more powerful device together with the designing 

decision that should be made is the next step. The BBB was a very handy device to get to 

know the existent technological tools that helped this system implementation but in order 

to meet the requirements of a real world application and the stability needed for such a 

system to get accepted we need to move to more powerful and stable devices. 

At the same time an extension of the experimental process using an Olfactometer 

with real insects inside is consider a must. Factors like captured image differences that 

will arise when the camera is place above the Olfactometer as well as any different 

lighting conditions and camera types that might be considered necessary should be taken 

into account. As we have already mentioned different applications might enforce other 

lighting conditions which by the might change the insects behavior. So comparing results 

with various camera types and lighting conditions could be interesting.  
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We should also mention here that the emerging ratio of frames per second that is 

achieved by the BBB and the Microsoft camera at our experiment it is expected to be a 

little bit higher if we had real moving insects in an Olfactometer, due to the dynamic 

frame renewal. This can be expected to happen basically because of a potential 

momentary video-capturing lag where the capturing process becomes the bottleneck of 

the overall efficiency. This though is not absolute and less luckily to happen with even 

just a better camera. 

Last but not least and given that the progress to a real Olfactometer experiment 

have been made we should consider a design where the Olfactometer input valves are 

electronic and able to communicate with our the main system. In such a case we would 

be able to develop a model that correlates the insects gathering factor with the 

concentrations of the chemical compounds that induced by the valves. Creating this 

model will give the opportunity to accurately investigate the insect’s sensing ability, thus 

our system’s sensitivity and sensibility. 
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