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Chapter 1

INTRODUCTION

1.1 UWB Definition

Ultra-wideband (UWB) radio is a fast emerging technology with uniquely

attractive features inviting major advances in wireless communications,

networking, radar, imaging, and positioning systems. By its rule-

making proposal in 2002, the Federal Communications Commission

(FCC) essentially unleashed huge ‘new bandwidth’ (3.6 - 10.1 GHz) at

the noise floor, where UWB radios overlaying coexistent RF systems

can operate using low-power ultra-short information bearing pulses [1].

Ultra wideband (UWB) communications systems can be broadly clas-
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sified as any communication system whose instantaneous bandwidth is

many times greater than the minimum required to deliver particular

information. This excess bandwidth is the defining characteristic of

UWB. Thus, UWB technology offers a promising solution to the RF

spectrum drought by allowing new services to coexist with current ra-

dio systems with minimal or no interference [2]. Figure 1.1 shows the

coexistence between narrowband, wideband and UWB systems.

Figure 1.1: Coexistence of UWB signals with narrowband and wideband

signals in the RF spectrum
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1.2 UWB Concepts

What makes UWB systems unique is their large instantaneous band-

width and the ability to provide high data rate at low cost and low

power consumption. Additionally, the wide bandwidth and potential

for low-cost digital design enable a single system to operate in different

modes as a communications device, radar, or locator. Taken together,

these properties give UWB systems a clear technical advantage over

other more conventional approaches in high multipath environments

at low to medium data rates.

UWB systems use carrierless, short-duration (picosecond to nanosec-

ond) pulses for transmission and reception of the information. Since

frequency is inversely related to time, the short-duration UWB pulses

spread their energy across a wide range of frequencies — from near

DC to several gigahertz (GHz) — with very low power spectral density

(PSD) [3].
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Figure 1.2: A UWB pulse in (a) the time and (b) the frequency domain.

Figure 1.2 illustrates UWB pulses in time and frequency domains. The

wide instantaneous bandwidth results from the time-scaling property

of theoretical Fourier transforms:

x(at) ←→ 1

|a|X
(

f

a

)
(1)

The notation on the left side of Equation (1) shows a signal, x(t), which

is scaled in the time domain by a factor a; the right side represents the

same signal in the frequency domain, X(f), which is inversely scaled

by the same factor a and its bandwidth is expanded a times. The

UWB bandwidth is the frequency band bounded by the points that are

10 dB below the highest radiated emission, as based on the complete

transmission system including the antenna. The upper boundary is

designated fh and the lower boundary is designated fl. The center
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frequency ,fc, equals (fh + fl)/2 [4].

For example, a pulse with duration T of 500 picoseconds can generate

a center frequency fc of 2 GHz (Figure 1.3):

fc =
1

T
=

1

500× 10−12
= 2× 109Hz = 2GHz

Figure 1.3: A 500-picosecond Gaussian monocycle in (a) the time and (b)

the frequency domain.
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1.3 UWB Signals

There are two common forms of UWB: one based on sending very short

duration pulses to convey information (Impulse UWB, I-UWB) and

another approach using multiple simultaneous carriers (Multicarrier

UWB, MC-UWB). In this thesis, we concentrate on I-UWB [2].

As defined by the FCC, UWB signals must have bandwidths greater

than 500 MHz or a fractional bandwidth larger than 20 percent at

all times of transmission [4]. Fractional bandwidth is a factor used

to classify signals as narrowband, wideband, or ultra-wideband and is

defined by the ratio of bandwidth at -10 dB points1 to center frequency.

Equation (2) shows this relationship:

Bf =
BW

fc

×100% =
(fh − fl)

(fh + fl)/2
×100% =

2(fh − fl)

fh + fl

×100% (2)

where fh and fl are the highest and lowest cutoff frequencies (at the

-10 dB point) of a UWB pulse spectrum respectively and BW is the

absolute bandwidth.
1The -10 dB point represents the spectral power of a signal at 10 dB lower than its

peak power (as mentioned before).
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A UWB signal can be any one of a variety of wideband signals, such

as Gaussian, chirp, wavelet, or Hermite-based short-duration pulses.

UWB systems also allow for several modulation schemes, including

Pulse Position Modulation(PPM), Pulse Amplitude Modulation (PAM),

On-Off Keying (OOK) and Binary Phase Shift Keying (BPSK) (Figure

1.4).

• Pulse Position Modulation 

(PPM)

• Pulse Amplitude 

Modulation (PAM)

• On-Off Keying (OOK)

• Bi-Phase Modulation 

(BPSK)

Figure 1.4: Modulation schemes of UWB signals
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1.4 Advantages of UWB Technology

The nature of the short-duration pulses used in UWB technology offers

several advantages over narrowband communications systems. Here,

we name a few [5]:

1. Accurate position location and ranging, due to the fine time res-

olution

2. No significant multipath fading due to fine time resolution

3. Multiple access due to wide transmission bandwidths

4. Possibility of high data rates

5. Covert communications due to low transmission power operation

6. Possible easier material penetration due to the presence of energy

at different frequencies
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1.5 Applications and Environments of Interest

An important application are personal area networks (PANs), where

data are transmitted over distances of 10 m or less. Among the PANs,

we can distinguish between high data rate (100 Mbit/s and up) mainly

related to consumer electronics and computer networks and low data

rate applications including Bluetooth and infrared devices. Irrespec-

tive of those data rate considerations, the envisioned environments are

mainly office and residential structures, with distances between 1 and

10 m.

Another emerging application are sensor networks. As the data rate

is much lower (typically 1 kbit/s-1 Mbit/s), the possible range is con-

siderably larger, namely up to about 100-300 m. Applications include

monitoring of residential and office environments, plant monitoring,

security monitoring at airports and convention centers, as well as out-

door monitoring. Therefore, office environments with large distances

between transmitter and receiver, factory halls, airport halls and out-

door scenarios are all environments of interest. Again, the frequency
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range 3.1 - 10.6 GHz is most relevant.

The large bandwidth of UWB systems offers the possibility of high-

precision ranging, and therefore geolocation. For this application, the

first arriving path of the impulse response plays a crucial role - this is

in contrast to traditional channel measurements and modeling, where

quantities such as path loss and delay spread are of high interest. This

is true irrespective of the frequency that is used for the transmission of

the ranging signals.

UWB research and development has to cope with formidable chal-

lenges that limit their bit error rate (BER) performance, capacity,

throughput, and network flexibility. Those include high sensitivity

to synchronizing the reception of ultra-short pulses, optimal exploita-

tion of fading propagation effects with pronounced frequency selectiv-

ity, low-complexity constraints in decoding high-performance multiple

access protocols and strict power limitations imposed by the desire

to minimize interference among UWB communicators and with coex-

isting legacy systems, particularly GPS, vehicles, aircraft radar and

WLANs. These challenges call for advanced digital signal processing
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expertise to accomplish tasks such as synchronization, channel esti-

mation and equalization, multiuser detection, high-rate high-precision

low-power analog/digital conversion and suppression of aggregate in-

terference arising from coexisting legacy systems [5], [6].
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Chapter 2

CHANNEL ESTIMATION

FOR UWB SIGNALS

2.1 Introduction

Channel estimation is a core issue for receiver design in wireless com-

munications systems. Because it is not possible to measure every wire-

less channel in the field, it is important to use training sequences to

estimate channel parameters, such as attenuations and delays of the

propagation path. Given that most UWB receivers correlate the re-
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ceived signal with a predefined template signal, prior knowledge of the

wireless channel parameters is necessary to predict the shape of the

template signal that matches the received one. However, as a result of

the wide bandwidth and reduced signal energy, UWB pulses undergo

severe pulse distortion; thus, channel estimation in UWB communica-

tions systems becomes very complicated.
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2.2 Signal Format and Rake Receiver

In a multipath environment, the exploitation of the channel diversity

calls for sophisticated receivers. Multiuser detection is known to be

the optimal solution but, as its complexity increases exponentially with

the number of users, it is often impractical. Suboptimal schemes are

indispensable. In this context, the Rake receiver is a good tradeoff

between high-performance and low-complexity.

In a Rake receiver, each signal echo is correlated with a locally gen-

erated time-hopping pulse train and then combined into a single test

variable for final decision. Time alignment is required between the code

sequence in each echo and the corresponding locally generated refer-

ence. Also, the attenuations incurred by the various echoes must be

known to maximize the signal-to-noise ratio (SNR) in the decision vari-

able (maximal ratio combining). In conclusion, proper Rake operation

requires information about the delays and attenuations of the channel

paths.

In order to estimate these parameters, we adopt a maximum-likelihood
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(ML) approach and consider the scenario with data-aided (DA) estima-

tion [7]. This is of interest during channel acquisition, when a training

sequence is available. Channel tracking can be pursued in a pilot-aided

fashion, by periodically retransmitting the training sequence, or in a

decision-directed (DD) manner using the receiver decisions in place of

true data.

The signal transmitted by the desired user, using PPM modulation, is

modeled as [8]

s(t) =
∑

i

b(t− iNTf − ai∆) (2.1)

where

b(t) =
N−1∑
j=0

g(t− jTf − cjTc) (2.2)

In the last equation, g(t) is the basic pulse used to convey information

(referred to as monocycle) and Tf is the frame time, i.e., the separation

between adjacent monocycles when the symbols cj are identically zero.

The ratio of Tf to the duration of the monocycle Dg is the duty cycle

and may be on the order of a hundred or more. The sequence {cj}

is the user’s time-hopping code and its elements are integers taking

20



values in the range 0 ≤ cj ≤ Nh − 1. In our case, we consider the

scenario with one single user, so the time-hopping code cj = 0, j =

0, 1, . . . , N − 1. Dividing each frame into Nc chips, the parameter Tc

is the duration of each chip. The ai represent the data symbols and

are modeled as binary (0 or 1) independent and identically distributed

(i.i.d.) random variables. Correspondingly, ∆ may be viewed as the

time shift impressed by a unit data on the monocycles of a block, as

this indicated by the PPM modulation that we use. Finally, N is the

number of frames over which a single symbol is spread.

When the signal is transmitted over a channel with Lc paths, the re-

ceived waveform at the output of the receiver antenna may be written

as

r(t) =
Lc∑

l=1

γls(t− τl) + w(t) (2.3)

In this equation, s(t) is the desired user’s signal, γl and τl are the

attenuation and the delay affecting its replica travelling through the

lth path and w(t) is white Gaussian noise. In writing (2.3), we have

implicitly assumed a static channel, meaning that γl and τl are either
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fixed or vary so slowly that they are practically constant over several

data symbols.

A simple, suboptimal detection process is achieved by computing the

correlation

y
(1)
k =

∫ (k+1)NTf

kNTf

r(t)ν(t− kNTf − τ1)dt

with ν(t) = b(t) − b(t − ∆) and deciding that ak equals either zero

or one according to whether y
(1)
k is greater or less than zero [7]. As

is clear from (2.2), the template signal ν(t) depends not only on the

user’s time-hopping code, but also on g(t). For purpose of analysis, we

assume that the shape of the monocycle is known.

The above detector may be viewed as a Rake receiver with a single

finger (Rake - 1). Note that, although Rake - 1 needs to know the

strongest path and the associated delay, it does not care about the

actual value of the path gain.

A better result is obtained by exploiting L signal echoes rather than

just one. This leads to a Rake receiver with L fingers (Rake - L), whose

block diagram is depicted in Fig. 2.1.
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Figure 2.1: Block diagram of a Rake-L receiver

The decision statistic is now the maximal-ratio combination of the cor-

relators’ outputs [7]

zk =
L∑

l=1

γl

∫ (k+1)NTf

kNTf

r(t)ν(t− kNTf − τl)dt.

In practice, the parameters {γl} and {τl} are not known a priori and

must be estimated.
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2.3 Data-Aided Technique (ML Estimation)

The received waveform is observed over an interval 0 ≤ t ≤ T0, with

T0 a multiple M of the symbol period NTf . The noise w(t) has a

spectral density N0/2. The parameters γ = (γ1, γ2 · · · γLc) and τ =

(τ1, τ2 · · · τLc) are viewed as unknown deterministic quantities and, for

the time being, the number of paths Lc is taken as a known quantity.

We use a notation of the type x̃ to indicate a trial value of a variable

x and we define as

s̃(t) =
Lc∑

l=1

γ̃ls(t− τ̃l) (2.4)

a possible realization of the signal component in (2.4) corresponding to

the channel parameters γ̃ and τ̃ .

Substituting (2.4) into (2.3), we get

r(t) = s̃(t) + w(t) (2.5)

Let r, s(γ̃, τ̃ ) and w be vector representations of r(t), s̃(t) and w(t)

over a complete orthonormal basis {φi(t)} truncated to N components

[9]:

r
∆
= (r1, r2, . . . , rN)
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s(γ̃, τ̃ )
∆
= [s1(γ̃, τ̃ ), s2(γ̃, τ̃ ), . . . , sN(γ̃, τ̃ )]

w
∆
= (w1, w2, . . . , wN)

In particular, the k-th component of r, s(γ̃, τ̃ ) and w is given by

rk
∆
=

∫ T0

0

r(t)φk(t)dt

sk(γ̃, τ̃ )
∆
=

∫ T0

0

s̃(t)φk(t)dt

wk
∆
=

∫ T0

0

w(t)φk(t)dt

From (2.5), using the above definitions, we get

r = s(γ̃, τ̃ ) + w (2.6)

Recognizing the independent and Gaussian nature of the noise w leads

to the result

p(r|γ̃, τ̃ ) =
N∏

k=1

1

2πN0

exp

{
−

∣∣∣rk − sk(γ̃, τ̃ )
∣∣∣
2

2N0

}

= Cn exp

{
− 1

2N0

N∑

k=1

∣∣∣rk − sk(γ̃, τ̃ )
∣∣∣
2
}

(2.7)

with

Cn = (2πN0)
−N
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If we denote λ̃ = (γ̃, τ̃ ), our goal is to maximize p(r|λ̃). Then the ML

estimate of λ̃ is given by

λ̂ML(r) = arg

{
max

λ̃
{p(r|λ̃)}

}
(2.8)

The maximum of p(r|λ̃) can be sought by replacing p(r|λ̃) by

Λ(r|λ̃)
∆
=

1

B
p(r|λ̃) (2.9)

where B is any positive constant independent of λ̃. In particular, if we

choose

B = Cn exp

{
− 1

2N0

N∑

k=1

∣∣∣rk

∣∣∣
2
}

(2.10)

and note that

∣∣∣rk − sk(λ̃)
∣∣∣
2

=
∣∣∣rk

∣∣∣
2

+
∣∣∣sk(λ̃)

∣∣∣
2

− 2Re
{

rks
∗
k(λ̃)

}
(2.11)

equation (2.9) becomes

Λ(r|λ̃) = exp

{
1

N0

N∑

k=1

Re
{
rks

∗
k(λ̃)

}− 1

2N0

N∑

k=1

∣∣∣sk(λ̃)
∣∣∣
2
}

(2.12)

One important feature of this formula is that the argument of the

exponential converges as N tends to infinity [10].
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Now, consider the location of the maximum of Λ(r|λ̃)

λ̂(r) = arg

{
max

λ̃

{
Λ(r|λ̃)

}}
(2.13)

Clearly, λ̂(r) is only an approximation to λ̂ML(r) since the function

Λ(r|λ̃) does not incorporate all the information contained in r(t). The

approximation improves, however, when N increases and in fact the

limit of λ̂(r) as N tends to infinity provides the exact value of λ̂ML(r).

On the other hand, we have

lim
N→∞

N∑

k=1

Re
{

rks
∗
k(λ̃)

}
=

∫ T0

0

Re
{

r(t)s̃∗(t, λ̃)
}

dt (2.14)

lim
N→∞

N∑

k=1

∣∣∣sk(λ̃)
∣∣∣
2

=

∫ T0

0

∣∣∣s̃(t, λ̃)
∣∣∣
2

dt (2.15)

so that the limit of Λ(r|λ̃) takes the form

Λ(r|λ̃) = exp

{
1

N0

∫ T0

0

Re
{
r(t)s̃∗(t, λ̃)

}
dt− 1

2N0

∫ T0

0

∣∣∣s̃(t, λ̃)
∣∣∣
2
}

dt

(2.16)

In our case, the waveforms are real-valued, so equation (2.16) can be

rewritten as

Λ(r|λ̃) = exp

{
2

N0

∫ T0

0

r(t)s̃(t, λ̃)dt− 1

N0

∫ T0

0

s̃2(t, λ̃)dt

}
(2.17)
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and λ̂ML(r) is computed as

λ̂ML(r) = arg

{
max

λ̃
{Λ(r|λ̃)}

}
(2.18)

The function Λ(r|λ̃) is referred to as the likelihood function. Then the

log-likelihood function of the pair λ̃ = (γ̃, τ̃ ) takes the form

log[Λ(γ̃, τ̃ )] = 2

∫ T0

0

r(t)s̃(t)dt−
∫ T0

0

s̃2(t)dt (2.19)

A more convenient expression for log[Λ(γ̃, τ̃ )] is obtained substituting

(2.4) into (2.19)

log[Λ(γ̃, τ̃ )] = 2

∫ T0

0

r(t)
Lc∑

l=1

γ̃ls(t− τ̃l)dt−
∫ T0

0

( Lc∑

l=1

γ̃ls(t− τ̃l)
)2

dt

(2.20)

The second term of the right hand side of (2.20) can be written as

∫ T0

0

Lc∑

l=1

γ̃ls(t− τ̃l)
Lc∑

m=1

γ̃ms(t− τ̃m)dt =

∫ T0

0

Lc∑

l=1

Lc∑
m=1

γ̃lγ̃ms(t− τ̃l)s(t− τ̃m)dt
(a)
=





0, if l 6= m

MEb

∑Lc

l=1 γ̃2
l , if l = m

(2.21)

where (a) holds because we assume that if l 6= m the monocycles

appearing in s(t) are widely separated from each other and even a

small time misalignment makes the echoes virtually orthogonal. Thus,
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neglecting the correlation between signal echoes, we have for l 6= m

that

∫ T0

0

s(t− τ̃l)s(t− τ̃m)dt ≈ 0 (2.22)

Using (2.22), equation (2.21) can be written analytically as

∫ T0

0

Lc∑

l=1

Lc∑
m=1

γ̃lγ̃ms(t− τ̃l)s(t− τ̃m)dt =

∫ T0

0

Lc∑

l=1

γ̃2
l s

2(t− τ̃l)dt =

Lc∑

l=1

γ̃2
l

∫ T0

0

s2(t− τ̃l)dt =
Lc∑

l=1

γ̃2
l M

∫ NTf

0

s2(t− τ̃l)dt = MEb

Lc∑

l=1

γ̃2
l

where Eb is the energy of b(t)

Eb =

∫ NTf

0

b2(t)dt (2.23)

Then, performing some ordinary manipulations, we get

log[Λ(γ̃, τ̃ )] = 2
Lc∑

l=1

γ̃l

∫ T0

0

r(t)s(t− τ̃l)dt−MEb

Lc∑

l=1

γ̃2
l

or

log[Λ(γ̃, τ̃ )] = 2
Lc∑

l=1

γ̃l

M−1∑

k=0

zk(τ̃l, ak)−MEb

Lc∑

l=1

γ̃2
l (2.24)

where zk(τ̃l, ak) is response of the matched filter b(−t) at t = kNTf +

∆ak + τ̃l.
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This can be explained as follows:

∫ T0

0

r(t)s(t− τ̃l)dt =

∫ T0

0

r(t)
M−1∑

k=0

b(t− kNTf − ak∆− τ̃l)dt

=
M−1∑

k=0

∫ T0

0

r(t)b(t− kNTf − ak∆− τ̃l)dt

︸ ︷︷ ︸
zk(τ̃l,ak)

But

r(t)⊗ b(−t)

∣∣∣∣
t=kNTf+∆ak+τ̃l

=

∫ T0

0

r(τ)b(τ − t)dτ

∣∣∣∣
t=kNTf+∆ak+τ̃l

=

∫ T0

0

r(τ)b(τ − kNTf −∆ak − τ̃l)dτ

Using the above equations, we have

zk(τ̃l, ak) =

∫ T0

0

r(t)b(t− kNTf − ak∆− τ̃l)dt

= [r(t)⊗ b(−t)]t=kNTf+∆ak+τ̃l
(2.25)

where ⊗ denotes convolution operation.

From (2.24) it is seen that {zk(τ̃l, ak)} are sufficient statistics to com-

pute the ML estimates of (γ, τ ), as it is seen in figure 2.2. The calcu-

lation of these statistics can be carried out as follows. Inserting (2.2)

into (2.25) yields

zk(τ̃l, ak) =
N−1∑
j=0

[r(t)⊗ g(−t)]t=(kN+j)Tf+∆ak+τ̃l+cjTc (2.26)
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which says that zk(τ̃l, ak) is computed by feeding r(t) to the filter

matched to the monocycle and then sampling at the times tk,j =

(kN + j)Tf + ∆ak + τ̃l + cjTc, with 0 ≤ j ≤ N − 1.

Figure 2.2: Computation of sufficient statistics.

Returning to (2.24), our task is to maximize log[Λ(γ̃, τ̃ )] as a function

of γ̃ and τ̃ . This can be done in two steps. First, we vary γ̃ while

keeping τ̃ fixed. If the maximum is found at γ̂(τ̃ ), then (second step)

we replace γ̃ with γ̂(τ̃ ) in log[Λ(γ̃, τ̃ )] and look for the maximum of

log[Λ(γ̂(τ̃ ), τ̃ )].

The first step is staightforward and yields from (2.24)

∂log[Λ(γ̃, τ̃ )]

∂γ̃ l

= 0 ⇔ 2
M−1∑

k=0

zk(τ̃l, ak)− 2MEbγ̃l = 0 ⇔

γ̃l =
1

MEb

J(τ̃l) 1 ≤ l ≤ Lc (2.27)

with

J(τ̃) =
M−1∑

k=0

zk(τ̃ , ak). (2.28)
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Next, substituting (2.27) into (2.24)

log[Λ(γ̃, τ̃ )] = 2
Lc∑

l=1

1

MEb

J2(τ̃l)−MEb

Lc∑

l=1

1

M2E2
b

J2(τ̃l)

=
2

MEb

Lc∑

l=1

J2(τ̃l)− 1

MEb

Lc∑

l=1

J2(τ̃l)

=
1

MEb

Lc∑

l=1

J2(τ̃l) (2.29)

and it turns out that the problem reduces to maximizing

Lc∑

l=1

J2(τ̃l). (2.30)

As the maximum of (2.30) is found by maximizing each term in the

sum, our problem reduces to looking for the locations of the extrema of

|J(τ̃)|. Once they are found, the path gains follow from (2.27) recalling

that γl is a positive quantity

γ̃l =
1

MEb

|J(τ̃l)| 1 ≤ l ≤ Lc. (2.31)

Figure 2.3 illustrates a typical shape of J(τ̃)/MEb as obtained with a

three-path channel and SNR Eb/N0 = 10dB.

It is seen that three major positive peaks correspond to the signal

echoes. However, the effect of noise and signal cross-correlation also
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Figure 2.3: Typical shape of J(τ̃)/MEb.

generates a number of other extrema (peaks). A first question is then:

which peaks should we consider in a general situation? Stated in a

different way, how can we distinguish signal echoes from artifacts of

noise? From (2.31), we see that the largest peaks correspond to the

strongest signal echoes. Thus, for high SNR values we expect that the

Lc largest peaks are real echoes. On the other hand, since in practice

we do not know the exact number of channel paths, how many peaks
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should we take? A reasonable answer is that, since in a Rake-L receiver

we can only exploit L paths, we should limit ourselves to the L largest

peaks.

The extremely narrow pulses used for UWB transmission lead to in-

herent path diversity (i.e., independent fading of different multi path

components). This implies that the received UWB signal contains a

significant number of resolvable multi path components, which suggests

a RAKE type receiver. This significantly reduces the fading effects and

the resulting reduction of fading margins in link power budgets leads

to reduced transmission power requirements.
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Chapter 3

CHANNEL ESTIMATION

AND FRAME

SYNCHRONIZATION FOR

UWB SIGNALS

3.1 Introduction

Time synchronization is a major challenge and a rich area of study in

UWB communications systems. As with any other wireless commu-
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nications system, time synchronization between the receiver and the

transmitter is a must for UWB transmitter/receiver pairs. However,

sampling and synchronizing nanosecond pulses place a major limitation

on the design of the UWB systems. Moreover, the strict power limita-

tions and short pulse duration make the performance of UWB systems

highly sensitive to timing errors such as jitter and drift. This can be-

come a major issue in the success of pulse-position-modulation (PPM)

receivers, which rely on detecting the exact position of the received

signal.

Whatever the receiver architecture, a synchronization circuit must pro-

vide accurate information on the arrival times of the incoming pulses.

This is a critical issue that poses a serious challenge to the deployment

of UWB radios as a viable and competitive wireless technology. Timing

errors as small as fractions of a nanosecond can seriously degrade the

system performance.

In UWB communications, a single data symbol is associated with sev-

eral consecutive pulses, each located in its own frame. Multiple access

to the channel is made possible by changing the pulse position within a
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frame according to a user-specific time-hopping code. Timing recovery

can be conveniently viewed as a process of estimating the beginning

of the individual frames relative to the receiver’s clock ticks. This is

called frame timing (FT) [11].
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3.2 Signal Format and Channel Model

The signal and channel model is similar to the previous one, but it is

useful to introduce again some basic notations.

The transmitted signal is expressed as [8]

s(t) =
∑

i

N−1∑
j=0

g(t− iNTf − jTf − cjTc − ai∆) (3.1)

where (as in the previous chapter)

• {ai}: information symbols taking values 0 or 1 with equal proba-

bility

• g(t): monocycle

• N : number of frames per symbol

• Tf : frame period

• Tc: chip period

• ∆: PPM time shift

• {cj}N−1
j=0 : time-hopping sequence
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The channel model is quite general and takes into account propagation

effects such as reflections, refractions and scattering from the objects

within the medium. These effects are frequency-sensitive and produce

path - dependent distortions on the received pulses. Thus, the channel

response to a single pulse g(t) takes the form

c(t) =
Lc∑

l=1

γlg(t− τl) (3.2)

where γl and τl are the gain and delay associated with the path, and

Lc is the number of paths. The overall waveform resulting by the

transmission of s(t) may be written as

r(t) =
∑

i

N−1∑
j=0

Lc∑

l=1

γlg(t− iNTf − jTf − cjTc−ai∆− τl)+w(t) (3.3)

In this equation, w(t) is white Gaussian noise and without loss of gen-

erality we assume that the minimum path delay τmin = minl{τl} is

smaller than the frame duration Tf .

The received waveform is passed through a filter gR(t) and is sampled

with period Ts = Tf/Q, which is a submultiple of Tf . The relationship

between Ts and Tc is given by Tc/Ts = 25. Integer Q represents the
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number of samples per frame. The filter output is

x(t) =
∑

i

N−1∑
j=0

Lc∑

l=1

γlgl(t− iNTf − jTf − cjTc−ai∆− τl)+n(t) (3.4)

where gl(t) is the convolution g(t)⊗gR(t) and n(t) represents the filtered

noise. This equation may be written in a more convenient form calling

µ the integer part of τmin/Ts and letting

εl = τl − µTs. (3.5)

Note that µ takes values in the range 0 ≤ µ ≤ Q − 1 since τmin < Tf

by assumption. Substituting (3.5) into (3.4) and rearranging yields

x(t) =
∑

i

N−1∑
j=0

h(t− iNTf − jTf − cjTc − ai∆− µTs) + n(t) (3.6)

with

h(t) =
Lc∑

l=1

γlgl(t− εl). (3.7)

Function h(t) represents the channel response to a monocycle applied

at t = −µTs and, in the sequel, is referred to as the channel response

(CR). Note that the signal component in (3.6) corresponding to symbol

ak is

sk(t) =
N−1∑
j=0

h(t− kNTf − jTf − cjTc − ak∆− µTs). (3.8)
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Thus, matched-filter detection requires knowledge of h(t) and µ. Pa-

rameter µ indicates the frames’ starting times (at t = mTf + µTs with

m = 0, 1, 2, . . .).

In the following, we discuss an estimation strategy for h(t), µ. Before

proceeding, it is useful to remark on the channel estimation perspective

we are taking here. It is clear from (3.6) that such a perspective sub-

sumes any possible pulse distortion from the channel. In other words,

we do not care about distortions because we look for the overall channel

response rather than its individual components.
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3.3 FT and Channel Estimation using LS tech-

niques

In an indoor environment, each pulse generates hundreds of echoes,

that can be resolved and combined in a Rake receiver to exploit the

rich diversity of the multipath channel. With a pulse duration of 1

ns, it is shown that accurate timing is achieved with sampling rates of

around 1 GHz. However, higher rates are needed to achieve satisfactory

channel estimates.

We concentrate on a timing scheme based on least squares (LS) meth-

ods [11]. Essentially, we look for the minimum of the Euclidean distance

between the received samples and a local replica of their noiseless com-

ponents. To recover FT, a periodic pulse sequence with period Tf is

used and the minimization produces a joint estimate of the channel

response and the start of each frame. This algorithm is simple but

it requires that the periodic sequence be transmitted by a single user

at a time. Here again, we consider the scenario with a single user, so

{cj} = 0.
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Assume that h(t) is concentrated on the interval [0, LTs) and call h[n] =

h(nTs) its samples at multiples of Ts. Letting

h
∆
= [h[0], h[1], . . . , h[L− 1]]T

be the sampled version of the CR, the estimation is carried out as fol-

lows. Parameters h and µ are estimated by transmitting a periodic

signal of period Tf [this corresponds to setting ai(=0) ≡ 1 in (3.1)].

We assume that there is no interframe interference, meaning that the

channel responses from different monocycles are not overlapped. This

requires that Tf exceeds the channel delay spread LTs plus the max-

imum difference between consecutive time shifts of the hopping code.

Such an assumption greatly simplifies the analysis and allows us to

focus on the fundamental aspects of the UWB signal acquisition.

The received waveform in the first phase is

x(t) =
N−1∑
j=0

h(t− jTf −∆− µTs) + n(t). (3.9)

In a given frame, the summation in (3.9) consists of two parts: the

truncated CR originating in the current frame and the tail of the CR

from the previous frame. Figure 3.1 illustrates the periodic nature of
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Figure 3.1: Noise - free component of the received waveform with no mod-

ulation.

the noise - free component of x(t). The latter is the missing part of

the former and vanishes if Tf − µTs exceeds LTs. Now, suppose that

x(t) is observed over M ′
f frames and is sampled at t = mTf +nTs, with

m = 0, 1, . . . , M ′
f − 1 and n = 0, 1, . . . , Q− 1. Letting

xm[n]
∆
= x(mTf + nTs)

and collecting the samples from the mth frame into

xm
∆
= [xm[0], xm[1], . . . , xm[Q− 1]]T

the noise-free components of xm may be represented as follows.
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Denote p the Q-dimensional vector obtained by extending h with Q−L

zeroes

p
∆
= [h[0], h[1], . . . , h[L− 1], 0, 0, . . . , 0︸ ︷︷ ︸

Q−L

]T (3.10)

and call v(↓)[µ,h] the vector resulting from downshifting the compo-

nents of p by µ steps and zero-padding the empty places

v(↓)[µ,h]
∆
= [0, 0, . . . , 0︸ ︷︷ ︸

µ

, h[0], h[1], . . . , h[Q− µ− 1]]T . (3.11)

It is easily seen that v(↓)[µ,h] represents the (truncated) response orig-

inated in the mth frame. Similarly, let v(↑)[µ,h] be the Q-dimensional

vector resulting by up-shifting the components of p by µ steps and

zero-padding the empty places

v(↑)[µ,h]
∆
= [h[µ], h[µ + 1], . . . , h[L− 1], 0, 0, . . . , 0︸ ︷︷ ︸

Q−L+µ

]T . (3.12)

Clearly, v(↑)[Q− µ,h] represents the tail of the response from the pre-

vious frame. Collecting these facts together, we have

xm = v(↓)[µ,h] + v(↑)[Q− µ,h] + nm (3.13)

where nm accounts for the noise.
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The joint estimation of h and µ is performed with LS techniques as

follows. We seek the values µ̃ and h̃ = [h̃[0], h̃[1], . . . , h̃[L − 1]] that

minimize the squared Euclidean distance

D2(µ̃, h̃) =

M ′
f−1∑

m=0

wwwxm − v(↓)[µ̃, h̃]− v(↑)[Q− µ̃, h̃]
www

2

. (3.14)

Substituting (3.11) and (3.12) into (3.14) yields

D2(µ̃, h̃) =

M ′
f−1∑

m=0

L−1∑

l=0

(
xm[|l+ µ̃|Q]− h̃[l]

)2

+

M ′
f−1∑

m=0

Q−1∑

l=L

(
xm[|l+ µ̃|Q]

)2

(3.15)

where |l + µ̃|Q means (l + µ̃) mod−Q. Alternatively, (3.15) may be

written as

D2(µ̃, h̃) =

M ′
f−1∑

m=0

Q−1∑

l=0

(
xm[|l+µ̃|Q]

)2

+M ′
f

L−1∑

l=0

(
h̃[l]

)2

−2

M ′
f−1∑

m=0

L−1∑

l=0

h̃[l]xm[|l+µ̃|Q].

(3.16)

Differentiating with respect to the h̃[l]’s, setting the result equal to zero

and solving for h̃[l] yields

∂

∂h̃[l]

(
D2(µ̃, h̃)

)
= 0 ⇔

2M ′
f

L−1∑

l=0

h̃[l]− 2

M ′
f−1∑

m=0

L−1∑

l=0

xm[|l + µ̃|Q] = 0
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or finally

h̃[l] =
1

M ′
f

M ′
f−1∑

m=0

xm[|l + µ̃|Q], 0 ≤ l ≤ L− 1. (3.17)

Next, substituting (3.17) into (3.16) produces

D2(µ̃, h̃) =

M ′
f−1∑

m=0

Q−1∑

l=0

(
xm[|l+ µ̃|Q]

)2

− 1

M ′
f

L−1∑

l=0

( M ′
f−1∑

m=0

xm[|l+ µ̃|Q]

)
.

(3.18)

On the other hand, as there are Q samples in a frame, we have

Q−1∑

l=0

(
xm[|l + µ̃|Q]

)2

=

Q−1∑

l=0

(xm[l])2 (3.19)

which shows that the first term in (3.18) is independent of µ̃. Thus,

minimizing D2(µ̃, h̃) amounts to maximizing the second term, i.e.,

µ̂ = arg max
0≤µ̃≤Q−1

{
L−1∑

l=0

( M ′
f−1∑

m=0

xm[|l + µ̃|Q]

)2}
. (3.20)

Finally, setting µ̃ = µ̂ in (3.17) yields the CR estimate

ĥ[l] =
1

M ′
f

M ′
f−1∑

m=0

xm[|l + µ̂|Q], 0 ≤ l ≤ L− 1. (3.21)

With this algorithm, the tracking is implemented by repeating the

estimation procedure at regular intervals. In doing so, a reduction

in the data rate is incurred as no information is transmitted during the

synchronization intervals.
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Chapter 4

SIMULATION RESULTS

4.1 Performance Evaluation

The performance evaluation of the previous data-aided estimation and

the FT synchronization has been assessed by simulation. With refer-

ence to (2.1) and (2.2), the following assumptions have been made. We

have chosen the monocycle shape as the second derivative of a Gaussian

function

g(t) =

[
1− 4π

(
t−Dg/2

Dg

)2]
exp

[
− 2π

(
t−Dg/2

Dg

)2]
. (4.1)

49



The monocycle duration Dg is taken as a time unit in the simulations.

Time parameters in (2.1) and (2.2) are related to Dg by ∆ = Dg, Tf =

40Dg, and Tc = Tf/20. Note that a comparatively small duty cycle

Tf/Dg of 40 is adopted to keep the simulation time within acceptable

limits.

An idea of the estimation accuracy of the DA algorithm is gathered

from the following experiment in which three-path channels (Lc = 3)

are assumed. The desired user’s channel has fixed path gains (γ1 =

0.73, γ2 = 0.67, γ3 = 0.35) and delays (τ1 = 30ns, τ2 = 66ns, τ3 =

87ns).

BER performance has been assessed with Rake-3 and Rake-1. The

problem is to approximate the actual channel with a channel with Lc

branches and to choose the propagation parameters in the latter in such

a way that its output matches the recorded waveform as best as possi-

ble. Clearly, the degree of matching depends on Lc and the minimum

value of Lc required for a good match establishes the number of fingers

that a Rake receiver must possess to efficiently exploit the channel di-

versity. Rake-1 is simpler than Rake-3, but has poorer performance as
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it exploits a smaller fraction of the available signal energy.

The performance of the estimation algorithms is expressed as a function

of the SNR. The former is defined as the ratio Eb/N0, where Eb is the

energy of the noiseless channel output.

In the first algorithm we have used 50 symbols per packet (10 training

symbols and 40 data symbols) and in the second one 50 data symbols.

The difference is that in the second algorithm the data transmission

is interrupted at regular intervals and replaced by a periodic signal at

frame rate. In both methods the samples per packet is Q = 800.
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Figure 4.1: BER curves with DA estimation and CSI

Figure 4.1 illustrates the BER performance in DA estimation case and

in ideal channel state information (CSI), meaning that the desired

user’s parameters are perfectly known. The bottom line represents

the receiver performance over a Gaussian channel. It is clear from the

figure that a Rake receiver with 3 fingers has better performance than

the one with one finger, as it is expected.
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Figure 4.2: BER curves with second method (synchronization-estimation)

Figure 4.2 depicts the BER performance of a correlation receiver, where

the parameters µ,h are estimated. Again, Rake-3 receiver is better.

In both algorithms, degradations with respect to CSI depend on the

number of Rake fingers and the estimation method.
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Chapter 5

CONCLUSION

In this thesis, we described a channel parameter estimation for UWB

systems in a multipath environment [9]. The DA estimation technique

is based on the ML criterion. We have also described another algorithm

for channel estimation and frame synchronization [11]. Both operate

on samples of the received waveform taken at high rate on the order of

GHz.

Simulations have been run to assess the BER performance of corre-

lation receivers with both algorithms. Their performances are almost

the same. Moreover, their performance worsens as the sampling rate
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decreases as a consequence of the reduced signal energy in the samples.

Due to its significant bandwidth, a UWB-based radio communication

system can accommodate many users. Usually, it is preferred to con-

ceive of multiple access with UWB signals as being accomplished with

code-division multiplexing (CDM) in conjunction with pulse-position

modulation (PPM), because code correlation is a useful method for

isolating multipaths. In order to eliminate catastrophic collisions due

to multiple access, each user j is assigned a time-shift pattern cj, as

mentioned before, called a time-hopping sequence (TH-UWB). With

TH, each pulse is positioned within each frame duration Tf according

to a user-specific TH sequence. Specifically, dividing each frame into

Nc chips each of duration Tc, the jth user’s TH code cj corresponds to a

time shift of cjTc during the nth frame. In other words, multiple access

is achieved by altering the pulse position from frame to frame, accord-

ing to the sequence cj. Depending on the spreading codes employed,

the UWB systems are termed TH-UWB, direct sequence (DS)-UWB,

or baseband single-carrier/multicarrier (SC-MC)-UWB.
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