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Abstract Natural History Museums (NHMs) form a rich 

source of knowledge about Earth’s biodiversity and natu- 

ral history. However, an impressive abundance of high qual- 

ity scientific content available in NHMs around Europe re- 

mains largely unexploited due to a number of barriers, such 

as: the lack of interconnection and interoperability between 

the management systems used by museums, the lack of cen- 

tralized access through a European point of reference like 

Europeana, and the inadequacy of the current metadata and 

content organization. The Natural Europe project offers a 

coordinated solution at European level that aims to over- 

come those barriers. In this article, we present the archi- 

tecture, deployment and evaluation of the Natural Europe 

infrastructure allowing the curators to publish, semantically 

describe and manage the museums’ Cultural Heritage Ob- 

jects, as well as disseminate them to Europeana.eu and Bio- 

CASE/GBIF. Additionally, we discuss the methodology fol- 

lowed for the transition of the infrastructure to the Semantic 

Web and the publishing of NHMs’ cultural heritage meta- 

data as Linked Data, supporting the Europeana Data Model 

(EDM). 

Keywords Digital Curation � Preservation Metadata � 

SKOS � Linked Data � Europeana � BioCASE � GBIF 

 

 

1 Introduction 

 

Natural History Museums (NHMs) are unique spaces that 

have only recently come to comprehend the effectiveness of 

the learning opportunities they offer to their visitors [13]. 

Their scientific collections form a rich source of knowledge 

about Earth’s biodiversity and Natural History. However, an 
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impressive amount of high quality content available in Euro- 

pean NHMs remains largely unexploited due to a number of 

barriers, such as: the lack of interconnection and interoper- 

ability between the management systems used by museums, 

the lack of centralized access through a European point of 

reference like Europeana, as well as the inadequacy of cur- 

rent content organization and the metadata used. 

The Natural Europe project [8] offers a coordinated solu- 

tion at European level that aims to overcome the aforemen- 

tioned barriers, making the natural history heritage available 

to formal and informal learning processes. Its main objective 

is to improve the availability and relevance of environmen- 

tal cultural content for education and life-long learning use, 

in a multilingual and multicultural context. Cultural heritage 

content related to natural history, natural sciences, and natu- 

ral/environmental preservation is collected from six Natural 

History Museums around Europe into a federation of Euro- 

pean Natural History Digital Libraries, directly connected 

with Europeana. 

It is clear that the infrastructure offered by Natural Eu- 

rope needs to satisfy strong requirements for metadata man- 

agement, while establishing interoperability with learning 

applications, cultural heritage and biodiversity repositories. 

Towards this end, the Natural Europe project offers appro- 

priate tools and services that allow the participating NHMs 

to: (a) uniformly describe and semantically annotate their 

content according to international standards and specifica- 

tions, (b) interconnect their digital libraries, and (c) expose 

their Cultural Heritage Object (CHO) metadata records to 

Europeana.eu and BioCASE/GBIF. 

The Biological Collection Access Service for Europe 

(BioCASE) [10] is a transnational network of biological col- 

lections of all kinds, while the Global Biodiversity Informa- 

tion Facility (GBIF) [6] is an open infrastructure which pro- 

vides a single point of access to global biodiversity data. 
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This article presents the Natural Europe Cultural En- 

vironment, i.e., the infrastructure and toolset deployed on 

each NHM allowing their curators to publish, semantically 

describe, manage and disseminate the CHOs that they con- 

tribute to the project. Additionally, we discuss the method- 

ology followed for the transition of the infrastructure to the 

Semantic Web and the publishing of NHMs’ cultural her- 

itage metadata as Linked Data, supporting the Europeana 

Data Model (EDM) [4]. 
 

 

 

2 The Natural Europe Cultural Environment (NECE) 

 

The Natural Europe Cultural Environment (NECE) [16] is a 

node in the cultural perspective of the Natural Europe project 

architecture [17]. It refers to the toolset deployed at each 

participating NHM, consisting of the Multimedia Author- 

ing Tool (MMAT), the CHO Repository and the Vocabulary 

Server, facilitating the complete metadata management life- 

cycle: ingestion, maintenance, curation, and dissemination 

of CHO metadata. NECE also specifies how legacy meta- 

data are migrated into Natural Europe. Figure 1 presents the 

architecture of Natural Europe with a focus on the Natural 

Europe Cultural Environment. 

 

 

 
Fig. 1 The Natural Europe Architecture. 

 

 

 

In the Natural Europe context, the participating NHMs 

provide metadata descriptions about a large number of Nat- 

ural History related CHOs. These descriptions are semanti- 

cally enriched with Natural Europe shared knowledge (vo- 

cabularies, taxonomies, etc.) using project provided annota- 

tion tools and services. The enhanced metadata are aggre- 

gated by the project, harvested by Europeana (to become 

available through its portal) and exploited for educational 

purposes. Furthermore, they are exposed to the BioCASE/ 

GBIF networks, contributing their high quality content to 

biodiversity communities. 

The following sections present the Natural Europe CHO 

Application Profile, as well as the architectural components 

of NECE (i.e., Multimedia Authoring Tool, CHO Reposi- 

tory and Vocabulary Server), focusing on their internal func- 

tionality. 
 

 

 

2.1 The Natural Europe CHO Application Profile 

 

The Natural Europe CHO Application Profile is a superset 

of the Europeana Semantic Elements (ESE) [5] metadata 

format. It has been developed through an iterative process 

involving the NHMs’ domain experts and the technical part- 

ners of the project, driven by the needs and requirements of 

the stakeholders and the application domain of the project. 

The Natural Europe CHO Application Profile describes 3 

main element categories for each CHO. 

The Cultural Heritage Object (CHO) metadata category 

provides information about the analog resource or born dig- 

ital object. It is composed of the following sub-categories: 

(a) the Basic information, dealing with descriptive informa- 

tion about the Cultural Heritage Object, (b) the Species in- 

formation is applicable to describe information related to the 

species of a described specimen (animals, plants, minerals, 

rocks, etc.), and (c) the Geographical information contains 

metadata about the location in which a specimen has been 

collected. 

The Digital Object metadata category provides infor- 

mation about a digital or digitized resource. It contains the 

following sub-categories: (a) the Basic information deals 

with general descriptive information about a digital or digi- 

tized resource, (b) the Content information holds the phys- 

ical characteristics and technical information exclusive to a 

digital or digitized resource, and (c) the Rights information 

describes the intellectual property rights and the accessibil- 

ity to a digital or digitized resource. 

The Meta-metadata category provides metadata infor- 

mation for a CHO record. These include the creator of the 

record, the languages that appear in the metadata, etc. Ad- 

ditionally, it describes the history of the record during its 

evolution in the MMAT, including the operations and enti- 

ties that affected it. 
 

 

 

2.2 The MultiMedia Authoring Tool (MMAT) 

 

The Multimedia Authoring Tool (MMAT) 1 is the first step 

towards allowing the connection of digital collections with 

 
1  A    demo    version    of    MMAT    is    available    at:    http: 

//natural-europe.tuc.gr/mmat 
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Europeana and BioCASE/GBIF. It is a multilingual web- 

based management system for museums, archives and digi- 

tal collections, which facilitates the authoring and metadata 

enrichment of cultural heritage objects. MMAT establishes 

interoperability between NHMs, cultural heritage and biodi- 

versity networks. Moreover, it supports seamless ingestion 

of legacy metadata. 

MMAT supports a rich metadata element set, the Nat- 

ural Europe CHO Application Profile, as well as a variety 

of the most popular multimedia formats. Its main features 

include the publication of multimedia objects, the semantic 

linkage of the described objects with well-established con- 

trolled vocabularies, and the real-time collaboration among 

end-users with concurrency control mechanisms. Addition- 

ally, it provides the means to directly import the museums’ 

legacy metadata for further enrichment and supports various 

types of users with different access rights. The three types of 

user that are currently supported are: (a) the administrators, 

able to manage the user accounts and the application, (b) the 

curators, administering CHO records/collections, and (c) the 

simple users, allowed only to inspect the data. 

MMAT has been built as a Rich Internet Application, 

offering engaging experience and increased productivity. It 

adopts the Google Web Toolkit (GWT) [7] technology that 

enables web applications to perform part of their business 

logic into the client side and part on the server side. The 

client side refers to the business logic operations performed 

within a web browser running on a user’s local computer, 

while the server side refers to the operations performed by a 

web server running on a remote machine. The overall archi- 

tecture of MMAT is presented in Fig. 2. 

The Client Side is responsible for the interaction with 

the user, the presentation of the information as well as the 

communication with the server when needed. It follows the 

Model-View-Presenter (MVP) [20] design pattern, separat- 

ing the responsibilities for the visual display and the event 

handling behavior into distinct entities. Moreover, it accom- 

modates modules for managing and transferring content and 

metadata between the Client and Server Side. The main mod- 

ules on the Client Side are described below. 

– The Client Browser GUI refers to the Graphical User In- 

terface presented to the user’s web browser. It consists of 

a composite widget set, each of which aggregates mul- 

tiple simple widgets (e.g., tables, labels, buttons, text- 

boxes, menus etc.) and serving a specific purpose. Two 

screenshots of the graphical user interface are presented 

in Fig. 3. 

– The View modules control the composite widgets that 

form the User Interface and are responsible for their lay- 

out. Each view receives the user action events and dis- 

patches them to its corresponding presenter for further 

processing. 

– The Presenter modules are responsible for controlling 

Views and handling user actions (e.g., user clicks). They 

communicate with the Service Layer on the Server Side 

through the Application Manager. 

– The Event Bus implements the Publish-Subscribe pat- 

tern, enabling the decoupling of the user interface com- 

ponents. It is responsible for the message transmission 

between the entities that reside on the Client Side. It pro- 

vides mechanisms for publishing events and subscribing 

to events. 

– The Application Manager implements the Mediator pat- 

tern, handling all the communication between the Pre- 

senters and the Server Side. Moreover, it acts as a cen- 

tralized point of control for the Client Side, enabling its 

use for caching purposes. 

– The Multilinguality Support module handles the transla- 

tion of the user interface elements. While the tool loads 

on the client’s browser, the translation corresponding to 

the user language preferences is transferred along with 

the user interface components. It is worth to mention that 

the graphical user interface has been translated in 7 lan- 

guages (English, Greek, German, Portuguese, Estonian, 

Hungarian and Finnish), while it can be extended to sup- 

port any additional languages with minimum effort. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2 The Multimedia Authoring Tool 

Architecture. 
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Fig. 3 Screenshots presenting the graphical user interface of MMAT. 
 

 

The Server Side of MMAT follows a multi-layered ar- 

chitecture consisting of the following layers: 

 

 

– The Service Layer controls the communication between 

the client and server logic by exposing a set of services to 

the client side components. These services comprise the 

middleware concealing the application’s business logic. 

The basic system services are: (a) the CRUD Service, 

facilitating the creation, retrieval, update and deletion 

of a CHO, a CHO record/collection, a user etc., (b) the 

CHO Import Service, supporting the ingestion of XML 

metadata records to the CHO Repository through the 

Persistency Management module, (c) the Vocabulary Ac- 

cess Service, enabling the access to taxonomic terms, 

vocabularies, publicly sourced authority files of persons, 

places, etc., through the Vocabulary Access Management 

module, and (d) the Concurrency Service, providing the 

basic methods for acquiring/releasing/refreshing locks 

on a CHO record/collection. 

– The Business Logic Layer contains the business logic 

of the application and separates it from the Data Layer 

and the Service Layer. It consists of five basic modules: 

(a) the Persistency Management module, managing the 

submission/retrieval of information packages to/from the 

CHO Repository, (b) the SIP Transformation Module, 

transforming XML metadata records to Submission In- 

formation Packages (SIPs), (c) the Multimedia Manipu- 

lation Module, creating thumbnails and extracting meta- 

data from media files used for the creation and enrich- 

ment of CHO records, (d) the Vocabulary Access Man- 

agement Module, providing access to indexed vocab- 

ularies and authority files residing on the Vocabulary 

Server, and (e) the Concurrency Management Module, 

applying a pessimistic locking strategy to CHO record/ 

collection metadata in order to overcome problems re- 

lated to the concurrent editing by multiple users. 

– The Data Layer accommodates external systems that are 

used for persistent data storage. Such systems are the 

CHO Repository and the Vocabulary Server. 

 

 

2.3 The CHO Repository 

 

The CHO Repository handles both content and metadata 

and adopts the OAIS Reference Model [9] for the inges- 

tion, maintenance and dissemination of Information Pack- 

ages (IPs). To this end, it accommodates modules for the 

ingestion, archival, indexing, and accessing of CHOs, CHO 

records/collections etc. This functionality refers to a com- 

plete information preservation lifecycle, where the producer 

is the MMAT and the consumers are the MMAT, the har- 

vester application of the Natural Europe federal node and 

the BioCASE/GBIF networks. Figure 4 presents the over- 

all architecture of the CHO Repository with emphasis to its 

internal software modules. 

The Ingestion Module is responsible for the ingestion 

of an information package (i.e., CHOs, CHO records, CHO 

collections, and user information) in order to store it as a 

new Archival Information Package (AIP) to the repository, 

or to update/delete an already existing AIP. Any submitted 

information package should be validated and processed in 

order to identify and create the required AIPs that should be 

transferred for archival. The only actor on this module is the 

MMAT, which serves as a SIP producer. 

The Archival Module receives AIPs from the Ingestion 

Module for storage purposes, as well as AIP retrieval re- 

quests from the Access Module for dissemination purposes. 

In order to support storage and retrieval operations, it em- 

ploys a DB Storage/Retrieval Manager component which is 

implemented in a flexible way for supporting any DBMS 

(relational, XML). A dedicated eXist DB Storage/Retrieval 

Manager has been implemented, supporting database spe- 

cific storage and retrieval operations in an eXist XML DB 



Metadata Management, Interoperability and Linked Data Publishing Support for Natural History Museums 5 
 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4 The CHO Reposi- 

tory Architecture. 
 

 

instance, using XQuery/XML. After the storage, update, or 

deletion of an AIP, the Archival Module notifies the Index- 

ing Module of the changes. Furthermore, an advanced log- 

ging mechanism has been implemented, keeping track of 

any actions/changes (full history) on the CHO records or 

collections, while ensuring data authenticity and chain of 

custody. This mechanism allows the restoration of any CHO 

record or collection to previous states when required. 

The Indexing Module receives AIPs from the Archival 

Module in order to build and maintain AIP index structures, 

as well as AIP retrieval requests from the Access Module for 

dissemination purposes. In order to support both the main- 

tenance and retrieval index operations, it employs an Index- 

ing Manager component which is flexibly implemented to 

support any search platform. Currently, a dedicated Apache 

SOLR Indexer component has been implemented, support- 

ing platform specific maintenance and retrieval operations. 

The Access Module provides services allowing Dissem- 

ination Information Package (DIP) consumers (i.e., MMAT, 

the harvester application of the Natural Europe federal node, 

the BioCASE/GBIF networks and other external applica- 

tions) to request and receive information stored in the CHO 

Repository. It provides functionality for receiving informa- 

tion access requests, while applying access control policies 

through the Access Control component. Furthermore, it ex- 

ploits any available indices maintained by the Indexing mod- 

ule in order to retrieve the requested AIPs. The AIPs re- 

trieved from the Archival and/or Indexing Modules are trans- 

ferred to the DIP Generator component so as to be further 

processed for creating the final DIP that will be delivered 

to the DIP consumer. Finally, the module exposes the fol- 

lowing services: (a) the OAI-PMH interface, supporting the 

selective harvesting of the contributed CHO metadata by 

the Natural Europe federal node and subsequently by Eu- 

ropeana, (b) the BioCASE protocol interface, establishing 

the connection to the BioCASE/GBIF networks, and (c) the 

OpenSearch endpoint, enabling the search of CHO metadata 

in a standard and accessible format. 

The supported response formats for metadata harvesting 

through the OAI-PMH interface are DC and the Natural Eu- 

rope CHO Application Profile. 

2.4 The Vocabulary Server 

 

The Vocabulary Server manages the vocabularies and au- 

thority files used during the semantic annotation process. 

Authority files refer to information about organizations, per- 

sons and places, while vocabularies refer to the taxonomies 

used for the enrichment of the CHO metadata. The Vocabu- 

lary Server is also responsible for the indexing and retrieval 

of authority and taxonomic information, allowing us to pro- 

vide fast auto-complete functionality to MMAT end users. 

This saves time from the curation process, increasing the 

user productivity and providing error prevention during se- 

mantic annotation. For this purpose, the server employs a 

Lucene/Solr instance, managing the indexing and querying 

of data. 

The semantic annotation of resources is a strong require- 

ment for any system supporting metadata editing within a 

museum. Apart from the use of controlled vocabularies dur- 

ing the annotation process, it provides great cross-institution 

interoperability. To this end, the Vocabulary Server has been 

developed to support any taxonomic classification that the 

museums might use. This is achieved through the ingestion 

of taxonomies represented in SKOS format. 

Simple Knowledge Organization System (SKOS) [18] is 

the leading format for the representation of thesauri, classifi- 

cation schemes, taxonomies, or any other types of controlled 

vocabularies. It is based on the Semantic Web principles and 

therefore enables the smooth transition of data to the RDF 

format. The exploitation of well-established vocabularies in 

SKOS format during the annotation process, provides a solid 

basis for the production of linked data, and subsequently an 

additional dissemination channel towards the Linked Data 

communities. 

A vocabulary that was extensively used in the context 

of Natural Europe was the Catalogue of Life (CoL), which 

is the most comprehensive catalogue of living species, con- 

taining over 1.4 million species along with their relation- 

ships. It is widely used in biological classification and serves 

as an important point of reference for many institutions, in- 

cluding Natural History Museums. CoL offers a web-based 

system for browsing the species taxonomy, as well as a set 
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Fig. 5 An example of the Catalogue of Life 

SKOSified data in the form of a graph. 
 

 

of web services for searching. However, CoL lacks support 

for persistent URIs able to be referenced by external appli- 

cations, as well as SKOS representation of its data. Towards 

this end, we worked on a method of exposing the taxonomy 

of CoL to SKOS, using the CoL annual checklist and a D2R 

Server [12]. The features of the SKOS model that we em- 

ployed are: (a) the class Concept, and (b) the properties 

broader, narrower, prefLabel and altLabel. 

The first step in the process was the representation of 

all the taxonomy nodes as Concepts. The scientific name of 

each node was transformed into a prefLabel, and the com- 

mon names into altLabels. Finally, the hierarchy of the tax- 

onomy was retained by connecting the parent and children 

nodes with the properties broader and narrower. An example 

of the CoL SKOSified data in the form of a graph is shown 

in Fig. 5. 

 

 

3 The metadata management life-cycle 

 

The complete lifecycle that NECE defines for the metadata 

management comprises four phases: (a) pre-ingestion, (b) in- 

gestion, (c) maintenance, and (d) dissemination. 

During the pre-ingestion phase (preparatory phase) 

each NHM selects the CHO records/collections that will be 

contributed to the project and ensures that they will be ap- 

propriately migrated into Natural Europe. This includes the 

web publishing of CHOs along with their respective thumb- 

nails, and the metadata unification of existing CHO meta- 

data. Publishing of CHOs refers to the uploading of CHO 

descriptions on the museum’s website, or simply to the up- 

loading of digital object thumbnails to a web server. The 

most important part of this step is the acquisition of a per- 

sistent URI for each resource. The web publishing of me- 

dia files, the creation of thumbnails and the assignment of 

persistent URIs can be undertaken by MMAT. On the other 

hand, the metadata unification of existing CHO metadata 

is performed by preparing XML records conforming to the 

Natural Europe CHO Application Profile. This step can be 

easily carried out by any well-known legacy database sys- 

tem and even from Excel documents. 

During the ingestion phase any existing CHOs and CHO 

metadata are imported to the Natural Europe environment. 

The latter are further enriched through a semantic annotation 

process. MMAT provides functionality for loading metadata 

conforming to the Natural Europe CHO Application Pro- 

file, as well as CHOs into its underlying repository. After- 

wards, museum curators have the ability to inspect, modify, 

or reject the imported CHO descriptions. As far as the inges- 

tion through the normal metadata curation/annotation activ- 

ity is concerned, MMAT allows museum curators to main- 

tain (create/view/modify/enrich) CHO metadata. This is fa- 

cilitated by the access and concurrency control mechanisms, 

ensuring security, integrity, and consistency of the content. 
 

 

The maintenance phase refers to the storage and man- 

agement of CHOs and CHO metadata using MMAT and 

the CHO Repository. It addresses policies related to the in- 

tegrity, authenticity and chain of custody. The integrity of 

data is guaranteed by performing both full and incremen- 

tal database backups on a weekly and daily basis respec- 

tively. These backups are persisted on remote machines and 

provide the means to overcome any failure on the servers 

hosting the systems with minimum loss. Concerning the au- 

thenticity and chain of custody, both are controlled by the 

system’s logging mechanism keeping track of any actions/ 

changes (full history) on the CHO records/collections, along 

with information about the user that performed each action/ 

change. This enables the rollback to any previous state of 

the CHO record/collection when required. 
 

 

The dissemination phase refers to the controlled pro- 

vision of the maintained metadata to third party systems 

and client applications. Such systems are the Natural Eu- 

rope federal node and the BioCASE/GBIF networks. Meta- 

data dissemination is mainly performed by the Access Mod- 

ule of the CHO Repository, which provides functionality for 

receiving information access requests and replying in sev- 

eral response formats, while applying various access control 

policies. It exposes (a) an OAIPMH interface for the selec- 

tive harvesting of the CHO metadata, (b) a service interface 

implementing the BioCASE protocol, and (c) an OpenSearch 

endpoint. The OAI-PMH interface supports metadata dis- 

semination in DC and Natural Europe CHO Application Pro- 

file format. 
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4 Connection of the Natural Europe Cultural 

Environment with BioCASE/GBIF 

 

The Biological Collection Access Service for Europe (Bio- 

CASE) [10] is a transnational network of biological collec- 

tions of all kinds. It enables widespread unified access to dis- 

tributed and heterogeneous European collections and obser- 

vational databases using open-source, system independent 

software and open data standards/protocols. Moreover, the 

Global Biodiversity Information Facility (GBIF) [6] is an 

open infrastructure which provides a single point of access 

to global (world-wide) biodiversity data. 

In order for data providers to connect to BioCASE, they 

have to install the BioCASE Provider Software. This soft- 

ware offers an XML data binding middleware for publishing 

data residing in relational databases to BioCASE. The infor- 

mation is accessible as a web service and retrieved through 

BioCASE protocol requests. The BioCASE protocol 2 is 

based on the ABCD Schema [11], which is the standard for 

access and exchange of data about specimens and observa- 

tions. Furthermore, this protocol is supported (among oth- 

ers) by GBIF for accessing data from its providers. 

Figure 6 presents an overview of the BioCASE architec- 

ture. On the top left resides the BioCASE portal, backed up 

by a central cache database, accessing information from the 

data providers (bottom). The BioCASE Provider Software 

(wrapper) is attached on top of each provider’s database, en- 

abling communication with the BioCASE portal and other 

external systems (e.g., GBIF). This wrapper is able to ana- 

lyze BioCASE protocol requests and transform them to SQL 

queries using some predefined mappings between ABCD 

concepts and table columns. The SQL queries are executed 

over the underlying database and the results are delivered to 

the client after being transformed to an ABCD document. 
 

 

 
Fig. 6 The BioCASE Architecture. 

 

 

 

Although BioCASE supports a variety of RDBMSs, it 

does not support non-SQL databases (e.g., XML DBMSs). 

This is also the case of MMAT, which is backed by an eX- 

ist XML Database. To address this problem, we have built 

and installed a customized wrapper to the Access Module 

of the data providers’ CHO Repositories (Fig. 7). The wrap- 

per is able to analyze BioCASE protocol requests and trans- 

form them to XQueries, exploiting mappings between the 

Data Provider’s schema ABCD. Towards this end, a draft 

mapping of the Natural Europe CHO Application Profile 

to ABCD was produced based on BioCASE practices. The 

XQueries are executed over the providers’ repositories and 

the results are delivered to the client after being transformed 

to an ABCD document. 
 

 

 

Fig. 7 Connecting Natural Europe Cultural Environment with Bio- 

CASE/GBIF. 
 

 

 

Although, the wrapper has been implemented for the 

XML databases of Natural Europe, it is able to support any 

underlying database either relational or XML with minimum 

effort. To this end, it follows a modular multi-tier architec- 

ture consisting of the following layers: 

– The Service Layer controls the communication between 

the data provider and the BioCASE Portal by imple- 

menting the BioCASE protocol. It exposes services that 

comply to the BioCASE protocol specification, while 

concealing the wrapper’s business logic. The basic sys- 

tem services are: (a) the Search Service, enabling com- 

plex query execution, based on ABCD concepts, over a 

data provider’s database, (b) the Scan Service, support- 

ing the retrieval of unique values for a given ABCD con- 

cept, and (c) the Capabilities Service, providing useful 

information about the ABCD concepts that can be used 

for searching in a data provider’s database. 

– The Business Logic Layer consists of three basic mod- 

ules: (a) the Query Deserialization Module, handling 

the deserialization of the submitted queries to database- 

specific format, (b) the Mapping Management Module, 

administering the mappings between ABCD (used by 

the BioCASE Protocol) and the data provider’s schema, 

and (c) the Results Serialization Module, managing the 

transformation of query results to an ABCD document, 

utilizing the mappings provided by the Mapping Man- 

agement Module. 

– The Data Layer provides simplified access to the data 

stored in the persistent storage. 

Changes in the persistent storage can be easily supported 

by providing a new implementation of the Query Deserial- 

   ization Module, based on the query language supported by 
2    http://www.biocase.org/products/protocols/ the new persistent storage and the underlying data structure. 
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To this end, the module has been designed using the princi- 

ples of the plugin pattern and is therefore able to automati- 

cally recognize new module implementations. On the other 

hand, changes in the mappings between the ABCD and the 

data provider’s schema can be addressed by modifying the 

wrapper’s configuration files. 

The source code of our implementation has been con- 

tributed to BioCASE and our approach has been success- 

fully tested by their technical staff. Until the actual connec- 

tion of the Natural Europe federated nodes (data providers) 

to the BioCASE/GBIF networks is established, we have de- 

ployed a local BioCASE portal installation able to retrieve 

CHOs from all federated node CHO Repositories 3. 

 

 

5 Transition to the Semantic Web 

 

The Semantic Web standards and best practices provide a 

basis on which interoperable Web systems can be built in 

a well dened manner. W3C recommendations like RDF(S), 

SKOS, SPARQL, and OWL are considered as corner-stones 

for cross-domain and domain-independent interoperability. 

The use of these standards and practices enables: (a) seman- 

tically richer content, (b) reusability of existing common 

ontologies, taxonomies and published datasets, (c) answer- 

ing of highly structured and distributed queries, (d) creation 

of large open data repositories, and (e) inferencing of new 

knowledge by performing reasoning. In the Cultural Her- 

itage domain it enables the creation of large national and 

international Cultural Heritage portals, like Europeana, as 

well as the massive publications of linked library data [14]. 

Driven by the motive to expose the Natural Europe con- 

tent as semantically rich Linked Data and therefore benefit 

from the aforementioned advantages, we developed infras- 

tructures for the Semantic Web presence of the participating 

NHMs [22]. Our aim was to develop a semantically rich cul- 

tural heritage infrastructure for NHMs, providing a Seman- 

tic Web perspective to the Natural Europe cultural content 

in terms of:  (a) creating the Natural Europe Ontology in 

order to introduce semantics to the current Natural Europe 

Schema for inferring new knowledge, (b) using the RDF 

data model to publish the Natural Europe data on the Web, 

(c) linking the Natural Europe’s cultural content to exter- 

nal commonly used vocabularies, thesaurus and published 

datasets, (d) enabling data retrieval through SPARQL, and 

(e) supporting interoperability with the Europeana Seman- 

tic Layer by offering the appropriate EDM dissemination 

mechanisms. 

In the following sections we introduce the Natural Eu- 

rope Ontology, we continue with the presentation of the se- 

mantic infrastructure for the transition of the Natural Europe 

Cultural Digital Libraries Federation to the Semantic Web, 

3   http://natural-europe.tuc.gr/biocase 

and finally, we describe the methodology for ingesting and 

converting the NHMs’ cultural heritage metadata to Linked 

Data supporting the Europeana Data Model. 
 

 

5.1 The Natural Europe Ontology 

 

For any rich cultural heritage infrastructure aiming to pro- 

vide a Semantic Web perspective to its underlying content, 

it is not sufficient to use a flat schema or a schema provid- 

ing weak semantics. To this end, we introduced the Natu- 

ral Europe Ontology 4, exploiting class and property axioms 

for establishing powerful semantics and enabling the infer- 

encing of new knowledge out of existing data. The Natu- 

ral Europe Ontology has been described in OWL and it is 

based on the Natural Europe CHO Application Profile. No- 

tions such as CHO, CHO collection, specimen, observation, 

multimedia object, person, and organization have been de- 

scribed as OWL classes, while the underlying attributes have 

been expressed as object/datatype properties. As a result, the 

contributed flat Natural Europe records can be organized in 

aggregations of different kinds of objects, e.g., a specimen 

may be described by multiple observations and an observa- 

tion may contain multiple multimedia objects. Furthermore, 

the Natural Europe Ontology references well-known ontolo- 

gies/schemas (e.g., DC, FOAF, Geonames, SKOS) and has 

been aligned with Europeana Data Model (EDM), support- 

ing interoperability with the Europeana Semantic Layer. 
 

 

5.2 Architecture & methodology 

 

In order to achieve the objectives set for the Semantic Web 

presence of the NHMs, the modules of the federated in- 

stances (NECE) and the federal node (NECHI) of the Nat- 

ural Europe Cultural Federation have been enhanced with 

software components supporting the Semantic Web tech- 

nologies, comprising the Semantic Layer of NECE. 
 

 

 

Fig. 8 The NECE Semantic infrastructure. 
 

 

NECE Semantic Layer (Fig. 8) accommodates modules 

that enable the periodic batch conversion of CHO Reposi- 

4       http://natural-europe.tuc.gr/ne-ontology-v01.owl 
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tory XML data to RDF and support the presence of NHMs’ 

to the Linked Data Cloud. Its main architectural components 

are: 

– The RDF Linker, supporting the linkage of CHO Repos- 

itory data to external well-established RDF datasets (i.e., 

Geonames, DBpedia, CoL and Uniprot). 

– The Data Converter, managing the conversion of the 

CHO Repository’s XML data to RDF, taking into ac- 

count the Natural Europe Ontology. It uses the services 

provided by the Access Module of the CHO Repository 

for accessing the NHM data, as well as the RDF Linker 

functionality for linking the retrieved NHM data to ex- 

ternal RDF datasets. 

– The Persistency Manager, controlling the maintenance 

of the converted RDF data. The module employs a Vir- 

tuoso Open-Source Server supporting the persistence, 

publication and dissemination of RDF data. In more de- 

tail, it provides services for: (a) publishing RDF data by 

providing resolvable URIs, (b) persisting data in a native 

RDF store, (c) enabling data access through a SPARQL 

endpoint, and (d) browsing data through a GUI support- 

ing facets on certain data types. 

The methodology we followed for the transition of the 

Natural Europe Cultural Federation to the Semantic Web in- 

cludes the following stages, supported by the above software 

components: (a) linkage of Natural Europe CHO metadata 

to established RDF datasets and vocabularies, (b) conversion 

of metadata from XML to RDF, (c) archival, publishing and 

dissemination of the converted RDF data. These stages are 

described in the following sections. 

 

5.2.1 Establishing links to external RDF datasets 

 

The linking of data to other well-known RDF datasets and 

vocabularies is a very crucial step in the production of rich 

Linked Data. The RDF datasets used in the context of Natu- 

ral Europe include: (a) Geonames, a geographical database 

containing over 10 million geographical names, (b) DBpe- 

dia, a knowledge base describing more than 3.64 million 

things, including persons, places, and species, (c) CoL, a 

comprehensive catalogue of all known species of organisms 

on Earth, compiled by 99 taxonomic databases, (d) Uniprot, 

a high-quality database providing (among others) informa- 

tion on protein sequence and taxonomic classification. 

More specifically, the CHO spatial information is used to 

discover links to Geonames, while the CHO species infor- 

mation (e.g., scientific names) are exploited for generating 

references to CoL and Uniprot. Furthermore, the CHO titles, 

descriptions and keywords are utilized for the discovery of 

links to DBpedia. The linkage of the CHOs to the aforemen- 

tioned datasets is dynamic and performed by exploiting the 

services that they officially provide. An exception to this is 

the CoL, which is currently not published in RDF format. 

This issue is addressed by the Vocabulary Server, persisting 

the CoL SKOSified version as described in Sect. 2.4. 

 

 

 

5.2.2 Conversion of metadata from XML to RDF 

 

The basic operations that need to be performed for the con- 

version of XML data to RDF data complying with an al- 

ready specified ontology include: (a) the creation of class 

instances for every resource, as well as (b) the use of ob- 

ject/datatype properties (with respect to the Natural Europe 

Ontology) for describing resource attributes. 

For every newly identified resource, unique identifiers 

have to be assigned in order to enable the exploitation of the 

ontology’s semantic capabilities in full. An example of the 

Natural Europe RDF data in the form of a graph is shown in 

Figure 9. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9 An example of the 

Natural Europe RDF data 

in the form of a graph. 
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5.2.3 Maintenance, publishing and dissemination of the 

RDF data 

 

The maintenance of RDF data includes both the archiving 

and reasoning. The archiving of RDF data is generally sup- 

ported by the use of RDF stores, while reasoning is per- 

formed by applying inferencing techniques on the persisted 

data. 

The publishing and dissemination of RDF data is based 

on providing resolvable URIs to RDF resources, as well as 

SPARQL endpoints in order to enable data access and con- 

tribute a new node to the Linked Data Cloud. The assign- 

ment of resolvable URIs allows any data provider to refer- 

ence and connect his data to the new node, based on the 

Linked Data paradigm. 

Such an infrastructure allows the execution of highly 

expressive queries combining knowledge from distributed 

data sources with the use SPARQL. In the context of Nat- 

ural Europe, the resulted RDF dataset can be used to an- 

swer questions like: “Find photos of endangered species of 

Genus ’Bufo’ in neighbor countries of Greece”. This query 

combines information from: (a) Natural Europe, containing 

specimen information including photos, (b) DBpedia, pro- 

viding species conservation status, (c) CoL/Uniprot, provid- 

ing the classification of Genus ’Bufo’, and (d) Geonames, 

delivering geographic information regarding neighbor coun- 

tries of Greece. 
 

 

 

6 Deployment, use and evaluation 

 

In order to facilitate the deployment of the MMAT, the CHO 

Repository and the Vocabulary Server in any museum, we 

have compiled a packaged version of the whole infrastruc- 

ture which can be hosted in any web server. This allows for 

rapid deployment of the tools by less experienced people. 

Moreover, all the components have been built as separate 

modules, which means that in the case of a new version they 

can be updated individually. 

The infrastructure has been already deployed in the six 

Natural History Museums participating in the project, allow- 

ing the curators to publish, semantically describe, manage 

and disseminate a large volume of CHOs. The participat- 

ing museums are: (a) Natural History Museum of Crete 

(NHMC), (b) National Museum of Natural History - Univer- 

sity of Lisbon (MNHNL), (c) Jura-Museum Eichstätt (JME), 

(d) Arctic Center (AC), (e) Hungarian Natural History Mu- 

seum (HNHM), and (f) Estonian Museum of Natural History 

(TNHM). Table 1 presents the number of CHOs that have 

already been published by each NHM using MMAT. Addi- 

tionally, it holds the total number of triples generated from 

the metadata of each NHM. These results do not include the 

triples created by applying any reasoning technique in the 

RDF data. From an initial dataset of 15,050 CHO records 

we got 631,220 RDF triples. 

Improvements on the user-interface have been made af- 

ter continuous feedback from museum partners in a num- 

ber of tool releases. Heuristic evaluation of the MMAT was 

performed, while extensive usability studies have been per- 

formed in a number of curator workshops organized by the 

participating NHMs. 

 

 

6.1 Heuristic evaluation 

 

The heuristic evaluation of the Multimedia Authoring Tool 

was performed by a team of inspectors comprised of 5 cur- 

rent Masters in Human Computer Interaction (HCI) gradu- 

ates with background and experience in fields such as Com- 

puter Science and Information Technology in the context of 

the HCI course of the Electronic and Computer Engineering 

Dept. of the Technical University of Crete. In this course, the 

students had to perform usability evaluation on several prod- 

ucts including MMAT. The evaluation was based on Jakob 

Nielsen’s heuristics [19]; 88 errors (9 major) were detected 

and fixed 5. 
 

 

6.2 Curator workshops 

 

A number of curator workshops were organized [21], attract- 

ing participants from different professions (presented in Ta- 

ble 2). During these workshops, the participants had the op- 

portunity to interact with the Multimedia Authoring Tool in 

the means of publishing, annotating, searching and review- 

ing both their own CHOs and other existing ones. 

Concerning the AC, JME, NHMC, TNHM and HNHM 

curator workshops, twenty out of thirty three curators re- 

ported that they had already described items from their col- 

lections using metadata. However, most of the participants 

had seldom or never used any tool for either uploading mul- 

timedia files from their museum collections or managing 

their museum digital collections. In addition, the exploita- 

tion of digital collections in education was new for the ma- 

jority of curators. Regarding the MNHNL curator workshop, 

all participants had already worked with databases, while 

most of them occasionally search for or use digital resources 

from other NHMs (e.g., getting suggestions about metadata 

management or doing scientific research). 

After interacting with MMAT, the participants of NHMC, 

JME, HNHM, AC and TNHM workshops were adminis- 

tered the satisfaction questionnaire. The results are presented 

in four parts (Fig. 10): (a) usability issues, (b) functionality 

regarding metadata, (c) functionality regarding profession, 

and (d) personal aspects. 

5  Results  of  the  Heuristic  Evaluation  (in  Greek):  http:// 

natural-europe.tuc.gr/mmat/heuristic 
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Table 1 The number of CHOs annotated by each NHM using MMAT, along with the number of the generated RDF triples. 
 

Natural History Museums (NHMs) Cultutal Heritage Objects (CHOs) RDF Data 

Triples Images Videos Sounds Texts 3D TOTAL 

Arctic Center (AC) 480 0 0 0 0 480 18,715 

Jura-Museum Eichstätt (JME) 1,214 42 115 287 0 1,658 60,371 

Natural History Museum of Crete (NHMC) 3,840 13 0 157 0 4,010 195,905 

National Museum of Natural History - University of Lisbon 1,934 37 30 653 32 2,686 115,913 

(MNHNL)        
Estonian Museum of Natural History (TNHM) 1,736 100 0 136 0 1,972 85,773 

Hungarian Natural History Museum (HNHM) 2,418 51 0 1,770 5 4,244 154,543 

TOTAL 11,622 243 145 3,003 37 15,050 631,220 

 

Table 2 Core data of curators participated in the workshops. 
 

NHM Participants Gender Mean age Profession 

M F 

AC 1 1 0 40 Curator 

JME 1 1 0 28 Communication 

NHMC 7 3 4 46 Curators, Librarian 

MNHNL 7 5 2 41 Curators, zoological curator, biol- 
ogist, Post Doc, Digital resource 

manager 

TNHM 10 4 6 48 Curators 

HNHM 14 5 9 45 Researchers, Curators, Librarian 

 

 

– Usability Issues: MMAT was rated positively by the ma- 

jority of the curators of the NHMC, JME, HNHM, AC 

and TNHM workshops. Twenty one of the participants 

found the MMAT easy to learn to operate, while only 

six identified the interaction with the system as not clear/ 

understandable. 

– Functionality regarding metadata: In general, the use 

of metadata elements in MMAT has met the expecta- 

tions of the curators; only three of the curators found the 

elements not sufficient for describing their collections’ 

items. 

– Functionality regarding profession: The functionality re- 

garding the profession of curation has been rated as sat- 

isfying. Creation of CHO records/collections is sufficient, 

while exporting metadata, searching and reviewing CHO 

records were rated adequately. 

– Personal aspects: The overall impression of the tool was 

positive. Most of the curators felt competent using the 

MMAT and secure in providing their personal informa- 

tion. 

 

 

7 Related work 

 

CollectiveAccess [2] is a web-based multilingual catalogu- 

ing tool for museums, archives and digital collections. It al- 

lows integration of external data sources and repositories for 

cataloguing and supports the most popular media formats. 

Although CollectiveAccess supports a variety of metadata 

standards (Dublin Core, PBCore and SPECTRUM, etc.), di- 

rect support for the ESE specification is not provided. More- 

over, CollectiveAccess does not implement any harvesting 

protocol (e.g., OAI-PMH), making impossible to publish the 

content to Europeanas web portal. Finally, the current ver- 

sion of CollectiveAccess lacks any importing mechanism, 

crucial in the case of museums having already described 

their cultural content with metadata in legacy or internal 

(museum specific) formats. 

 

Collection Space [1] is a web-based application for the 

description and management of museum collection informa- 

tion. Collection Space does not support the ESE specifica- 

tion and its metadata dissemination mechanisms are limited 

(REST-API). Moreover, it does not support any harvesting 

protocol. 

 

Custodea [3] is a system mainly intended for histori- 

cal and cultural institutions that need to deal with digiti- 

zation. Custodea covers harvesting of digital content and 

representations, data transformation, creation and storage of 

metadata, vocabulary management, publishing and provi- 

sion of data for Europeana and other institutions. However, 

the front-end application is desktop-based, complicating the 

collaboration of museum curators. 
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Fig. 10 Results of the satisfaction questionnaire regarding MMAT. 
 

 

Finally, none of the above tools provides out-of-the-box 

support for connection to any biodiversity network (e.g., Bio- 

CASE, GBIF), or the means for publishing, maintaining and 

disseminating their underlying data in the RDF format. 
 

 

 

 

8 Conclusion 

 

We presented the architecture, deployment and evaluation of 

the infrastructure used in the Natural Europe project, allow- 

ing curators to publish, semantically describe, and manage 

the museums’ CHOs, as well as disseminate them to Eu- 

ropeana and to BioCASE/GBIF networks. This infrastruc- 

ture consists of the Multimedia Authoring Tool, the CHO 

Repository and the Vocabulary Server. It is currently used 

by six European NHMs participating in the Natural Europe 

project, providing positive feedback regarding the usability 

and functionality of the tools. Until today, a large number of 

CHOs has already been published. A long term vision of the 

project is to attract more NHMs to join this effort. 

Moreover, we presented the infrastructure and method- 

ology that we followed in order to publish the contributed 

CHO metadata of Natural Europe as Linked Data. Our ap- 

proach comprised of the following stages: (a) linkage of 

Natural Europe CHO metadata to established RDF datasets 

and vocabularies, (b) conversion of metadata from XML to 

RDF, (c) archival, publishing and dissemination of the con- 

verted RDF data. Our methodology can be applied in other 

contexts as well, exploiting their schemes and domain spe- 

cific vocabularies/datasets. 

 

Regarding the semantic infrastructure, we currently in- 

vestigate the integration of the Natural Europe NHM fed- 

erated nodes with cultural heritage and biodiversity RDF 

data providers, utilizing different metadata schemas, in an 

ontology-based mediator system. Such an infrastructure is 

extremely important for Semantic Web applications and end 

users, since it will enable the retrieval of up-to-date triples, 

unlike the data warehousing approaches applied by data ag- 

gregators. To this end, the SPARQL-RW Framework [15], 

developed by TUC/MUSIC Lab, is considered as a corner- 
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stone component for transparently accessing federated RDF 

data sources complying to different Ontology Schemas. 

Finally, we are implementing MoM-NOCS [23], a Frame- 

work supporting the management and capturing of obser- 

vations in real-time using mobile devices like smartphones. 

This will allow the on-site reporting of observations along 

with multimedia capturing. 
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