
 

 

TECHNICAL UNIVERSITY OF CRETE 

SCHOOL OF PRODUCTION ENGINEERING & MANAGEMENT 

 

 

 

 

 

 

 

On the simulation of Steady and Unsteady Incompressible Flows 

using the Finite Volume approach and Artificial Compressibility 

concept on hybrid unstructured grids 

 

By 

Sotirios S. Sarakinos 

 

 

 
 

A dissertation submitted in partial fulfilment of the 

requirements for the degree of  

Doctor of Philosophy (PhD) 

 

Supervisor: Dr. Ioannis K. Nikolos, Associate Professor 

 

 

 

Chania, Greece, April 2016



i 

 

 

 

 

 

 

To my family and Kleoniki 

  



ii 

 

Abstract 
 

In this study the development and evaluation of a Computational Fluid Dynamics (CFD) code for 

the simulation of incompressible flows is reported. The code, named Galatea-I after the sea-

nymph of ancient Greek mythology, utilizes the Navier-Stokes equations, augmented with the 

artificial compressibility method – which is considered superior to pressure-based methods such 

as SIMPLE, especially in case of steady state flows – for the simulation of inviscid, laminar and 

turbulent viscous incompressible flows, of steady or unsteady nature. For the simulation of 

turbulence the Reynolds Averaged form of the Navier-Stokes (RANS) is used, where the stress 

tensor in the viscous fluxes vector is analyzed with the Boussinesq assumption in a laminar and a 

turbulent part. For the evaluation of the turbulent kinematic energy and the turbulent kinematic 

viscosity the SST turbulence model has been incorporated in the Galatea-I solver. The flow 

model, as well as the turbulence model equations are discretized in space over three dimensional 

hybrid unstructured grids with a node-centered, Finite Volume (FV) scheme. For the evaluation 

of inviscid fluxes Roe’s approximate Riemann solver is used, while for the calculation of the 

velocity gradients, which are required for the evaluation of the viscous fluxes, either an element 

based approach, or a nodal averaging method is used. Free-slip or no-slip conditions are imposed 

on solid boundaries, while at the inlet or outlet boundaries a characteristics based boundary 

conditions scheme has been incorporated. Time integration in pseudo-time is performed with an 

explicit four-stage Runge-Kutta (RK(4)) scheme, while for the time-accurate evaluation of 

unsteady flows a dual time-stepping scheme is adopted. Two acceleration techniques have been 

applied in the Galatea-I solver. Firstly, via parallel processing with the domain decomposition 

approach, where the initial computational grid is divided into smaller sub-domains, each 

attributed to a single computer core and treated as an autonomous grid with inner boundaries, 

where information from adjacent grids is passed via the Message Passing Interface (MPI). 

Secondly, with an agglomeration multigrid method, where a number of consecutively coarser 

meshes are generated by fusing adjacent control volumes of the finer meshes and evaluation of 

the governing equations is performed successively on all generated and initial meshes, thus 

enhancing the convergence rate of the iterative procedures. The performance of the Galatea-I 

solver was assessed with a number of steady and unsteady test cases, demonstrating the 

capabilities of the proposed methodologies in accuracy and efficiency. While many of the utilized 

test cases can be characterized as standard for the evaluation of incompressible flow solvers, the 

proposed code was used against more complex ones, such as the DARPA SUBOFF model and 

the DLR-F11 aircraft model in high lift configuration. As far as the latter test case is concerned, 

although it constitutes a test case where traditionally compressible flow solvers with 

preconditioning matrices are evaluated, the Galatea-I solver has generated excellent results. 

 

Keywords: Incompressible flows, RANS equations, Artificial Compressibility, SST, three-

dimensional unstructured grids, parallel processing, domain decomposition, MPI, agglomeration 

multigrid, DARPA SUBOFF, DLR-F11 aircraft model. 
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Πρόλογος 
 

Σε αυτή τη διατριβή παρουσιάζεται η ανάπτυξη και αξιολόγηση ενός κώδικα Υπολογιστικής 

Ρευστοδυναμικής (CFD) για την προσομοίωση ροών ασυμπίεστου ρευστού. Ο κώδικας, που 

ονομάστηκε Galatea-I από τη νύμφη της αρχαίας ελληνικής μυθολογίας, χρησιμοποιεί τις 

εξισώσεις Navier-Stokes για ασυμπίεστα ρευστά, τροποποιημένες με τη μεθοδολογία της 

Τεχνητής Συμπιεστότητας (artificial compressibility) – που θεωρείται ανώτερη από τις 

μεθοδολογίες που χρησιμοποιούν διόρθωση της πίεσης για την συντήρηση της συνθήκης μη 

συμπίεσης του ρευστού, όπως η SIMPLE, ειδικά στην περίπτωση μόνιμων ροών – για την 

προσομοίωση ατριβών, στρωτών συνεκτικών και τυρβωδών ροών ασυμπίεστου ρευστού, 

μόνιμης αλλά και μη μόνιμης κατάστασης. Για την προσομοίωση της τύρβης γίνεται χρήση των 

Σταθμισμένων κατά Reynolds εξισώσεων Navier-Stokes (RANS), ενώ ο τανιστής των τάσεων 

που βρίσκεται στο συνεκτικό διάνυσμα ροής αναλύεται με βάση την υπόθεση Boussinesq σε δύο 

μέρη – ένα στρωτό και ένα τυρβώδες. Για τον υπολογισμό της τυρβώδους κινητικής ενέργειας 

και της τυρβώδους κινηματικής συνεκτικότητας γίνεται χρήση του μοντέλου τύρβης SST. Για τη 

χωρική διακριτοποίηση του μοντέλου ροής αλλά και του μοντέλου τύρβης εφαρμόστηκε ένα 

κεντροκομβικό σχήμα πεπερασμένων διαφορών σε τρισδιάστατα υβριδικά μη δομημένα 

πλέγματα. Ο υπολογισμός των ατριβών διανυσμάτων ροής γίνεται με τον προσεγγιστικό επιλύτη 

του Roe για προβλήματα Riemann, ενώ οι μερικές παράγωγοι της ταχύτητας που είναι 

απαραίτητες για την εκτίμηση των συνεκτικών διανυσμάτων ροής, υπολογίζονται είτε με τη 

χρήση μιας στοιχειοκεντρικής μεθόδου, είτε με μεθοδολογία ακμών. Οι οριακές συνθήκες που 

εφαρμόζονται στα στερεά όρια είναι είτε ολίσθησης για ατριβείς ροές, είτε μη ολίσθησης για 

συνεκτικές, ενώ στα όρια εισόδου και εξόδου του υπολογιστικού χωρίου εφαρμόζονται οριακές 

συνθήκες που βασίζονται στη μέθοδο των χαρακτηριστικών μεταβλητών. Η ολοκλήρωση των 

εξισώσεων στον ψευδό-χρόνο γίνεται με μια ρητή μέθοδο Runge-Kutta τεσσάρων βημάτων 

(RK(4)), ενώ για την προσομοίωση μη μόνιμων ροών έχει ενσωματωθεί στον κώδικα μια 

διαδικασία δυϊκού χρονικού βήματος. Δύο μέθοδοι επιτάχυνσης έχουν ενσωματωθεί στον 

επιλύτη Galatea-I. Αρχικά, μια μέθοδος παράλληλης επεξεργασίας που βασίζεται στη μέθοδο 

διαμέρισης πεδίου (domain decomposition), όπου το αρχικό υπολογιστικό πλέγμα χωρίζεται σε 

μικρότερα υποπεδία, καθένα εκ των οποίων ανατίθεται σε ένα πυρήνα του επεξεργαστή και 

διαχειρίζεται ως αυτόνομο πλέγμα με εσωτερικά όρια όπου κατάλληλη πληροφορία 

αποστέλλεται από τα γειτονικά υποπεδία με το πρωτόκολλο MPI. Η δεύτερη μέθοδος 

επιτάχυνσης βασίζεται στη μεθοδολογία πολυπλέγματος με συσσωμάτωση, κατά την οποία ένας 

αριθμός από διαδοχικά αραιότερα πλέγματα κατασκευάζονται συγχωνεύοντας γειτονικούς 

όγκους ελέγχου των πυκνότερων πλεγμάτων και η επίλυση των εξισώσεων ροής και τύρβης 

γίνεται διαδοχικά σε όλα τα διαθέσιμα πλέγματα διαφορετικής πύκνωσης, βελτιώνοντας κατ’ 

αυτό τον τρόπο το ρυθμό σύγκλισης των επαναληπτικών διαδικασιών. Οι επιδόσεις του επιλύτη 

Galatea-I αξιολογήθηκαν με τη εφαρμογή του σε ένα αριθμό υποθέσεων δοκιμής μόνιμης και μη 

μόνιμης ροής, παρουσιάζοντας έτσι τις δυνατότητες της προτεινόμενης μεθοδολογίας σε 

ακρίβεια και αποδοτικότητα. Αν και πολλές από τις υποθέσεις δοκιμής που χρησιμοποιήθηκαν 

χαρακτηρίζονται ως πρότυπες για την αξιολόγηση επιλυτών ασυμπίεστης ροής, ο προτεινόμενος 

κώδικας χρησιμοποιήθηκε για την προσομοίωση πιο περίπλοκων προβλημάτων, όπως το μοντέλο 
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DARPA SUBOFF, και το μοντέλο αεροσκάφους DLR-F11 σε διάταξη υψηλής άντωσης. Όσον 

αφορά την τελευταία περίπτωση, αν και αποτελεί πρόβλημα για την προσομοίωση του οποίου 

χρησιμοποιούνται παραδοσιακά επιλύτες συμπιεστής ροής με πίνακες προπαρασκευής για την 

αντιμετώπιση των χαμηλών αριθμών Mach, ο επιλύτης Galatea-I παρουσίασε εξαιρετικά 

αποτελέσματα. 

Λέξεις κλειδιά: Ασυμπίεστο ρευστό, εξισώσεις RANS, Τεχνητή Συμπιεστότητα, SST, 

τρισδιάστατα μη δομημένα πλέγματα, παράλληλη επεξεργασία, διαμέριση πεδίου, MPI, 

πολυπλέγμα συσσωμάτωσης, DARPA SUBOFF, μοντέλο αεροσκάφους DLR-F11. 

  



v 

 

Acknowledgments 
 

With the completion of this study I would like to express my gratitude to those who have 

supported me throughout this process. 

First of all I would like to thank my supervisor Associate Professor Ioannis K. Nikolos for giving 

me the opportunity to do this PhD and inspired my scientific interest in Computational Fluid 

Dynamics. Throughout our long collaboration he has been tirelessly supportive, extremely patient 

and positively motivational. 

Secondly, I would like to thank Associate Professor Anargyros Delis and Assistant Professor 

Dimitrios Rovas for their help as co-advisors, as well as all the members of the approving 

committee for honoring me by participating at the defense of my dissertation. 

Additionally, I would like to thank Dr. Georgios Lygidakis as a co-worker and as a friend for the 

stimulating discussions, for the long hours of working with me and especially for providing me 

the methodology for the agglomeration multigrid method and the SST turbulence model. 

Finally, I would like to thank my family for their endless support throughout this thesis and my 

life in general, for believing in me and for being there for me whenever I needed it. Last but not 

least I would like to thank Kleoniki Nastouli for being with me for all those years, for pushing me 

to accomplish my dreams and for helping me conquer my fears. 

 

 



vi 

 

Contents 
 

Abstract ........................................................................................................................................... ii 

Πρόλογος ........................................................................................................................................ iii 

Acknowledgments ........................................................................................................................... v 

CHAPTER 1 - INTRODUCTION ............................................................................................... 1-1 

1.1 Setup of a CFD simulation ................................................................................................. 1-1 

1.2 Incompressible flow solving techniques............................................................................. 1-3 

1.3 Parallel computing .............................................................................................................. 1-5 

1.4 Domain Decomposition ...................................................................................................... 1-8 

1.5 Present study ....................................................................................................................... 1-9 

CHAPTER 2 - MATHEMATICAL MODELING ....................................................................... 2-1 

2.1 Governing Equations .......................................................................................................... 2-1 

2.1.1Flow Model .................................................................................................................. 2-1 

2.1.2 Turbulence Modeling .................................................................................................. 2-2 

2.2 Time-Accurate Formulation ............................................................................................... 2-5 

CHAPTER 3 - NUMERICAL MODELING ............................................................................... 3-1 

3.1 Spatial discretization .......................................................................................................... 3-1 

3.2 Calculation of fluxes........................................................................................................... 3-5 

3.2.1 Inviscid fluxes ............................................................................................................. 3-5 

3.2.2 Viscous fluxes ............................................................................................................. 3-8 

3.2.3 Turbulent fluxes........................................................................................................... 3-9 

3.2.4 Boundary conditions .................................................................................................. 3-10 

3.2.4.a Inlet and Outlet boundaries ................................................................................. 3-10 

3.2.4.b Solid wall and symmetry boundaries .................................................................. 3-16 

3.3 Temporal discretization .................................................................................................... 3-16 

3.3.1 Steady State solution ................................................................................................. 3-17 

3.3.2 Unsteady State solution – dual time stepping. ........................................................... 3-17 

CHAPTER 4 - ACCELERATION TECHNIQUES ..................................................................... 4-1 

4.1 Parallel Processing ............................................................................................................. 4-1 

4.1.1 Domain Decomposition - Partitioning ......................................................................... 4-1 

4.1.2 Communication data structures ................................................................................... 4-3 



vii 

 

4.1.3 Communication Procedure – MPI ............................................................................... 4-4 

4.2 Agglomeration multigrid method ..................................................................................... 4-12 

4.2.1 Agglomeration methodology ..................................................................................... 4-13 

4.2.2. Flux computation and numerical solution ................................................................ 4-16 

CHAPTER 5 - NUMERICAL RESULTS ................................................................................... 5-1 

5.1 Steady-state numerical solutions ........................................................................................ 5-1 

5.1.1 Inviscid flow over a rectangular wing with a NACA0012 airfoil ............................... 5-1 

5.1.2 Three-dimensional lid-driven cavity flow ................................................................... 5-4 

5.1.3 Steady viscous flow around a circular cylinder ........................................................... 5-8 

5.1.4 Steady viscous laminar flow around a sphere............................................................ 5-11 

5.1.5 Turbulent flow over a rectangular wing with a NACA0012 airfoil. ......................... 5-15 

5.1.6 Steady turbulent flow around an axisymmetric submarine hull at 0
o
, 18

o
 and 30

o
 angle 

of attack .............................................................................................................................. 5-18 

5.1.7 Turbulent flow around a submarine hull with bridge fairwater configuration. ......... 5-28 

5.2 Unsteady numerical solutions ........................................................................................... 5-37 

5.2.1 Unsteady laminar flow around a circular cylinder .................................................... 5-37 

5.2.2 Unsteady turbulent flow around a circular cylinder. ................................................. 5-42 

5.2.3 Unsteady turbulent flow around a tall building. ........................................................ 5-46 

5.2.4 Turbulent flow around the DLR-F11 model at 7
o
 angle of attack. ............................ 5-54 

5.2.5 Turbulent flow around the DLR-F11 model at 12
o
 angle of attack. .......................... 5-66 

5.3 Evaluation of the multigrid scheme .................................................................................. 5-75 

5.3.1 Inviscid flow over a rectangular wing with a NACA0012 airfoil ............................. 5-75 

5.3.2 Three dimensional cavity flow (Re=400) .................................................................. 5-77 

5.3.3 Steady turbulent flow around an axisymmetric submarine hull at 0
o
 angle of attack 

(Re=12.0E+6). ................................................................................................................... 5-79 

CHAPTER 6 - CONCLUSIONS .................................................................................................. 6-1 

6.1 Summary ............................................................................................................................ 6-1 

6.2 Contributions ...................................................................................................................... 6-3 

6.3 Ongoing – future work ....................................................................................................... 6-4 

6.4 Publications ........................................................................................................................ 6-5 

REFERENCES ............................................................................................................................. 7-1 

 

 



1-1 

 

CHAPTER 1 

INTRODUCTION 
 

 

In this chapter the literature review behind Computational Fluid Dynamics (CFD) topics, 

especially on incompressible fluid flows is presented, along with the main features presented in 

this work. 

1.1 Setup of a CFD simulation 
Computational Fluid Dynamics (CFD) is the field of Fluid Mechanics that deals with the analysis 

of systems involving fluid motion, heat transfer and associated phenomena, by means of 

simulations on a computer system [Ver07]. The fundamental basis of most CFD problems is the 

Navier-Stokes equations that describe the behavior of a single-phase fluid in space and time. The 

typical procedure for a CFD application contains the definition of the geometry of the problem, 

the spatial discretization of the geometry and the integration of the equations in time, for 

obtaining a steady-state solution, or part of a transient simulation. 

For the spatial discretization, initially a computational mesh or grid must be defined. The grid is 

actually a specifically ordered set of points that define the geometry of the problem. There exist 

basically two types of grids, Structured and Unstructured grids [Bla01]. With the first type of 

grids each point can be identified by three indexes i, j, k, while the grid cells are quadrilaterals in 

2D and hexahedrons in 3D. In unstructured grids the cells have no particular order and the nodes 

cannot be identified by their indexes. Grid cells can be triangles in 2D, or tetrahedrons in 3D, 

while more complex grids can contain a mix of different types of elements, such as quadrilaterals 

in 2D and prisms and pyramids in 3D. 

The main advantage of structured grids remains with the fact that the index of all nodes represents 

a linear address space, allowing the access to a node’s neighbors simply by adding or subtracting 

an integer value to the corresponding index. This property allows faster and easier evaluation of 

fluxes and gradients, as no complex data structures should be defined to hold topological data of 

the mesh. The disadvantage for this type of meshes is the difficulty of generating them, especially 

in case of complex geometries [Bla01]. To remedy this drawback the geometry can be divided 

into smaller and simpler parts, called blocks that can be meshed more easily. This type of mesh is 

called multiblock [Lee81] [Ros92] [Kue93]. In this case, however, the exchange of flow 

parameters between blocks has to be considered, as the complexity of the algorithm can be 

increased. While they present a good alternative to the restricting “one-block” structured grids, 

the main disadvantage of this type of meshes is the time needed for their generation; an 

experienced user may require days, or even weeks for very complex geometries. 
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A special case of structured grids are the so-called Chimera grids [Bun85] [Che90], where each 

geometrical entity is generated separately and then is combined with the others in a way that they 

overlap each other. The challenge for this method is the accurate transfer of quantities between 

overlapping meshes where they meet. The main advantage of this technique, over the multiblock 

approach is that no specific action has to be taken for the grids on each block to meet at their 

interfaces. However, the conservation of the properties of the governing equations can be difficult 

to maintain between the different overlapping grids. 

The second basic type of grid is the unstructured one [Tho93]. These grids can be generated 

automatically with sufficient ease on any type of geometry, however complex. While it is still 

necessary to provide some appropriate parameters for a good grid quality, the required time for its 

generation is by no means comparable to that needed for a structured one. The main disadvantage 

of such grids is the lack of the structured topology, leading to the necessity of appropriate data 

structures inside the flow solver that will aid to the correct computation of fluxes and gradients. 

As a result, the memory requirements for such meshes can be high, compared to the structured 

grids. However, despite all the problems that such grids can induce, their usage is increasing and 

many researchers today apply their CFD codes on such grid topologies. 

While initially the first unstructured grids consisted exclusively of triangles or tetrahedrons, these 

types of grids were proved useful only in the case of inviscid type of flows. In case of viscous 

flows, where the boundary layer may be (for large values of the Reynolds number) close to the 

solid wall boundary, the size of the grid has to be extremely fine at those areas. In order to reduce 

the grid size due to that restriction, prisms with small height to base ratio are used at those areas 

instead. At the interface of a quadrilateral surface of a prism and a triangular one of a tetrahedron, 

pyramidal elements are used. The grids that combine more than one type of elements are called 

mix-grids or hybrid meshes. The use of hybrid meshes was first reported by Nakahashi and 

Obayashi [Nak87], and Weatherhill [Wea88]. 

Another decision that has to be made by the researcher is the discretization scheme for the 

governing equations. The developed methodologies throughout the years are the finite-difference 

method, the finite volume method, and the finite element one. The first method involves the 

utilization of the Taylor series expansion for the discretization of the derivatives of the flow 

variables [Mcd71]. This method was one of the first used for the numerical solution of differential 

equations. In the field of incompressible flows, the first works presented used the finite difference 

method for the evaluation of the flow field [Har65] [Cho67a] [Kim85] [Rog89] [Ros91]. The type 

of grids used in these works is the so-called staggered grids; Cartesian type (structured) grids 

where the scalar parameters such as pressure, density etc. are stored at the center of a cell, while 

the velocity and momentum variables are stored at the cell faces. 

With the finite volume scheme, the computational grid is discretized into a number of polyhedral 

control volumes. The spatial derivatives at the right hand side of the governing equations are 

calculated as a sum of all the fluxes that cross through the faces of the control volume. The 

accuracy of the method depends on the specific scheme used for the storage of flow variables and 

the calculation of fluxes. The decision can be made between the cell-centered scheme, where 

variables are calculated at the center of each grid element and fluxes cross through the elements’ 
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faces, and the node-centered one where the variables are calculated on each node and the fluxes 

cross through the interface at the middle of the edge connecting this node and any neighboring 

one. The finite volume scheme is very popular among researchers [Zha00] [Tai03] [Kal05] 

[Tai05]. 

The finite element method was originally used for structural analysis. This method uses 

unstructured grids, exclusively. Within the method, the governing equations have to be 

transformed from a differential form to an equivalent integral one. This is performed either with 

the variational principle where a physical solution is sought, for which a functional possesses an 

extremum, or with the method of weighted residuals, or weak formulation. With the latter the 

errors of the approximation of the solution are required to have a weighted average of zero over 

the physical domain. Incompressible flow simulations with the finite element method have been 

reported in [Tez92] [Tez92] [Gre98]. 

 

1.2 Incompressible flow solving techniques 
The formulation of incompressible flows is most commonly achieved with the use of the 

incompressible Navier-Stokes equations [Kwak11], however the “incompressibility” assumption 

was always difficult to impose, due to the lack of the pressure term in the continuity equation, 

strengthening in this way the elliptic nature of the equations. The first approach to address this 

problem was proposed by Harlow and Welch [Har65]. Their method involved the solution of the 

Poisson equation for pressure to satisfy the continuity equation and called it the marker-and-cell 

(MAC) method, as they also used marked elements to track the fluid location in case of a free 

surface. The MAC method constituted the basis for all pressure-based methods for the simulation 

of incompressible flows, while it can be categorized as a special case of the pressure projection 

method.  

The pressure projection method, first formulated by Chorin in 1967 [Cho67b] involved the 

evaluation of the flow field in two steps. In the first step an auxiliary velocity field is calculated 

from the momentum equations with reference to the values of the previous step, while omitting 

the pressure term, or calculating it with regard to values from the previous times step [Dwy86] 

[Dwy89]. This calculation may involve several intermediate fields of velocity. In the second step, 

the pressure is calculated along with the true value of velocity, in an iterative procedure that 

converges to a divergence free velocity field. Thus, the correction of pressure assures the 

satisfaction of the continuity equation. The main disadvantage of these methods can be the large 

amount of time needed for the convergence of the pressure correction procedure, or the solving of 

the Poisson equation for pressure [Kwa11]. 

As Chorin’s procedure calculates the flow in a number of steps, the method is also characterized 

as fractional-step method. One of the problems encountered with this method is the boundary 

conditions that have to be applied at the intermediate steps [Ors86]. A generalized scheme, where 

physical boundary conditions can be applied was developed by Rosenfeld et al. [Ros91] and Kiris 

and Kwak [Kir01]. 
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With the major drawback of the MAC method being the requirement for many iterations to solve 

the Poisson equation for pressure, the following idea grew, that for a steady-state solution the 

correct pressure is needed only when the procedure has converged; the resulted SIMPLE (Semi-

Implicit Method for Pressure-Linked Equations) method simplifies the equation for pressure 

requiring only a few iterations at each time step [Car73] [Pat72]. Initially, a guessed pressure 

value is used to evaluate an intermediate velocity value with the momentum equation. The 

pressure is corrected using values obtained by a simplified momentum equation, involving a 

function depending on the discretization scheme that was chosen. The method has been used with 

success for many computations [Doo84] [Van84] [Jan86] [Ach89] [Dav96]. 

On a different premise, Chorin proposed his “artificial compressibility” method in 1967 

[Cho67a], where the incompressible Navier-Stokes equations would be formulated as the 

compressible ones, as the temporal derivative of an artificial density variable, directly connected 

to pressure with an “artificial compressibility” parameter, could be added to the continuity 

equation, inducing a hyperbolic nature to the governing equations. The time parameter of this 

extra derivative is actually an artificial pseudo-time parameter. The idea behind this approach is 

that when the equations reach a steady-state the temporal derivative would be equal to zero, and 

the incompressible equations would be restored. A similar method was proposed by Steger and 

Kutler [Ste77], who adopted the approximate factorization method by Beam and Warming 

[Bea76]. While Chorin’s method was initially developed for steady-state problems in two 

dimensions, it was fully extended to three dimensions by Kwak et al. [Kwa86], using generalized 

curvilinear coordinates. For the simulation of time-accurate flow problems, Rogers and Kwak 

[Rog89] [Rog90] applied a second derivative of pressure in time to the momentum equations. The 

new time variable was considered the physical time. For the evaluation of the flow state in a 

physical time step, the governing equations have to converge to a divergence-free velocity field in 

pseudo-time. Pan et al. [Pan89] and Taylor et al. [Tay91] developed finite-volume methods for 

the evaluation of incompressible flows using structured grids in a generalized coordinate 

formulation. Tai and Zhao [Zha00] proposed a methodology of artificial compressibility, using 

characteristics for the discretization of the inviscid terms in 3D. Kallinderis and Ahn [Kal05] 

reported a finite volume method for the artificial compressibility approach where viscous fluxes 

were calculated using an edge-dual volume method. 

Finally, other methods for the evaluation of incompressible flows involve the use of derived 

variables, such as the stream function and the vorticity. The first approach is used to simulate 

simple two-dimensional flows, as in order to extend it in three dimensions the velocity vector 

potential has to be added to the equation, increasing in this way the complexity of the algorithm 

[Qua13]. For the second method, instead of the momentum equation the vorticity transport 

equation is used. The vorticity and velocity are calculated by the new equations, while pressure 

still has to be evaluated with the Poisson equation. While some approaches have been reported in 

2D, extension in the three dimensions is limited to simple geometries [Den79] [Haf89]. 
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1.3 Parallel computing 
With the advances in computer technology, the means for faster and more efficient simulations 

were always presented to researchers, as well as industrial users. The idea of a computing 

machine was present since the ancient times, with devices such as the abacus, or the more 

complex “Antikythera Mechanism”, resembling the need of man for hardware assistance in 

complex calculations. However, the first analytical machine, as the term is realized today was 

first presented by the English mechanical engineer and polymath Charles Babbage in the early 

19
th
 century [Hal70]. While Babbage was considered the “father of the computer”, his 

revolutionary machine was in comparison nowhere near the modern computers; it consisted of a 

vast network of cogs and wheels, while input was imported in the form of punched cards. The 

principle of the first modern computer was first described by computer scientist Alan Turing in 

his 1936 paper [Tur36]. Turing proposed the creation of a device that would manipulate symbols 

written on a strip of tape according to a set of laws. This hypothetical device, later named a 

Turing machine had set the basis for the algorithmic way in which modern computers operate, 

characterizing them as Turing-complete. 

In the following years, and with the advances in electronic hardware, more complex devices were 

produced and mainly used for cryptology calculations in the Second World War. The 

mathematical basis of digital computing was developed by the British mathematician George 

Boole already in 1854 [Boo54], who introduced his Boolean algebra that is used even today in 

modern computers. However, the hardware architecture of modern computers was first described 

by John Von Neumann in 1945 [Neu45]. The von Neumann architecture describes the existence 

and function of a Central Processing Unit (CPU), which performs basic arithmetic and logical 

actions, along with a Memory Unit that is capable of storing data and interacting with the CPU. 

User interaction is performed with appropriate input/output procedures. The von Neumann 

architecture was applied to the ENIAC (Electronic Numerical Integrator And Computer), the first 

electronic programmable computer, built in the United States of America [McC99].  

While the first computers with electronic components used vacuum tubes in their design, the rise 

to the “second generation” in computer era was given with the invention of the bipolar transistor. 

The transistors replaced vacuum tubes in the computer design from 1955 [Fey65], as they were 

smaller, required less power and emitted less heat, while their life expectancy was significantly 

larger than that of the vacuum tubes. From then on, computer power increased year by year. In 

1962 one of the first supercomputers, named the Atlas was built in the United Kingdom by the 

Manchester University and the Ferranti Ltd. It was the first machine to use virtual memory and 

paging, with pipelined instruction execution and was capable to produce approximately 500 

kFLOPS [Lav75]. In the United States a series of computers designed by Seymour Cray used 

innovative architecture and parallelism to achieve superior, for that time, performance. His 

CDC6600 is considered the first supercomputer, with performance of about 1 MFLOPS [Imp04]. 

Computer power has since increased dramatically. 

In his paper in 1965 Gordon Moore [Moo65] stated the observation that the number of transistors 

in a dense integrated circuit would double once every year; in 1975 he revised his forecast by 

doubling the expected time to two years. While Moore’s Law is nothing but an observation or 

projection of the continuing trends in computing and not a physical law, it has continued to apply 
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for over half a century. Today’s computer systems can combine many different types of 

processing units and memory units to achieve the best result in computer power. In the last years 

“cramming” many cores in a single CPU has become common practice of the computer 

companies, while parallelism can be achieved even between Graphic Processing Units (GPUs), to 

increase that desired number in terms of floating-point operations per second (FLOPS). With the 

first computer systems thriving to produce several MFLOPS, comparison to today’s biggest 

systems is impossible; the current biggest known computer system incorporates 3,120,000 

processor cores, achieving the awe-inspiring amount of 54,902.4 TFLOPS [Top500]. 

With the advancements in the hardware arena being ceaseless, the bar is then passed to the 

algorithmic research, for the better utilization of all the available computer architectures. During 

the past years, an effort has been made to provide automation in parallelism, by introducing 

compiler programs that can parallelize an algorithm so it can be executed simultaneously by 

several processor cores. While this approach can work in several cases, best performance is 

achieved when the programmer himself provides the parallel algorithm [Gro99]. In 1967 Gene 

Amdhal published his argument about the limits of parallelism and the maximum speed-up that 

can be achieved with the use of multiple processors [Amd67]. His argument is now known as 

Amdhal’s Law and is still used to predict the theoretical maximum acceleration that can be 

achieved by an algorithm that utilizes several processors in parallel. 

In 1966 Michael J. Flynn proposed a classification system for computer architectures based on 

the level of parallelism that can be achieved with them [Fly66] [Fly72]. The classification that is 

today known as Flynn’s Taxonomy categorizes computer architectures based on the data that each 

processor can be provided, and the differentiation on the instruction that can be executed by each 

CPU. Therefore, the initial categorization introduced four types of computer architecture: 

 SISD (Single Information, Single Data): A sequential computer that can exploit no 

parallelism either in instruction or data. 

 SIMD (Single Instruction, Multiple Data): A computer system that can exploit multiple 

data with a single instruction stream to perform operations that can be naturally 

parallelized. 

 MISD (Multiple Information, Single Data): Multiple instruction streams operate on a 

single data stream. 

 MIMD (Multiple Information, Multiple Data): Multiple instruction streams that can 

operate on multiple data streams. Today’s distributed systems are recognized as MIMD 

architectures. 

To expand the above classification to more modern needs, Frederica Darema proposed the term 

SPMD (Single Process, Multiple Data), where multiple autonomous processors can execute 

simultaneously the same program on different data [Dar88]. SPMD is nowadays the most 

common style of parallel programming. 

While Flynn defined the level of parallelism at a hardware level, his taxonomy can be extended to 

classify parallel programming techniques. Data parallelism exists since the introduction of vector 

processors in the 1970s; CPUs that could implement instruction sets containing instructions that 

operated on one-dimensional arrays called vectors. However, since the SIMD machines have 
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become obsolete, data parallelism has become a programming style; e.g. application 

programming interfaces (API) such as the OpenMP provide the programmer with tools to hint the 

compiler when to apply parallelism on sequentially coded loops [Gro99]. 

Programs that share the MIMD architecture can operate either on a single shared, or a distributed 

memory space. The shared-memory model allows each processor to have access to all of a single 

shared address space. While shared-memory machines are hard to come by, this model can be 

achieved in software level when processes have their local memory address space and also share 

a portion of that memory. 

A different approach to the data distribution and usage is the message-passing model, where a 

number of processes, each with their own memory address space, communicate by sending and 

receiving messages. The Message-Passing-Interface (MPI), developed in 1992 [MPI93] provided 

the means for that kind of parallelism. With the message-passing model a set of data is copied 

from the memory address space of a processor to that of another processor. The defining feature 

of the MPI is that both processors must execute the message-passing procedure; the first one 

sends and the latter receives. 

With the advance of technology and the computer architectures, as well as the advancements in 

software parallelization and parallel algorithms, more complex problems could be solved in a 

logical amount of time. CFD was also benefited by parallel processing. Although it is difficult to 

pinpoint the first attempts to parallelize a CFD algorithm, examples of such use exist even in the 

late 1980s. In 1989 Roy D. Williams [Wil89] proposed an algorithm for the parallelization of the 

Euler equations for compressible fluid. In his work, he used a parallelization strategy similar to 

the domain decomposition with overlapping elements; the initial mesh was divided to the number 

of used processors and communication at the inner-boundaries (where the grid was cut) was 

performed by preserving copies of the inner-boundary nodes on neighboring processors. Data of 

the whole grid was either stored on the address space of each processor, or copies of each 

physical node shared data. 

A more definitive approach was reported by Venkatakrishnan et al. in 1992 [Ven92], who 

parallelized a compressible Euler solver on unstructured grids. In their approach the domain 

decomposition method is fully defined, with different types of grid division, while a set of data 

structures for the communication between processors is proposed. Exchange of data is performed 

with a message-passing model. The same work has been reported in length in 1995 [Ven95], 

where further information on the decomposition approach was given, as well as the 

communication methodology between processors. In 1996 Lanteri [Lan96] compared the domain 

decomposition approach using overlapping and non-overlapping techniques. Despite the larger 

communication load, the latter proved to be more efficient; communication was performed with 

blocking send and receive routines.  

In 2003 Tai and Zhao proposed a methodology for the parallelization of an unsteady 

incompressible flow solver. In their work they used the domain decomposition with overlapping 

elements approach along with a geometric multigrid method to accelerate the simulation 

procedure. Communication between processors was performed with the MPI, while the domain 

decomposition was performed on each level of the non-nested multigrids, with respect to the 
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finest grid. A similar approach was reported in 2005 by Kallinderis and Ahn [Kal05] employing 

the 3D incompressible Navier-Stokes with artificial compressibility, following the SPMD 

paradigm. 

Finally, a relatively recent trend in parallel processing is the usage of the Graphics Processing 

Units (GPUs). A GPU is a processor specialized in graphics rendering. The demand for faster, 

higher quality graphics in computer games has led to the development of better GPUs with more 

than 1000 cores per processor unit. Use of the GPU with non-graphical problems was made 

possible by translating them to graphical programming tasks. However, programming with a GPU 

is different than conventional programming with a CPU. Specific programming languages have 

been developed for this task, such as CUDA and BrookGPU, while a standardized effort was 

made with OpenCL (Open Computing Language). Several researchers have tried to solve CFD 

problems on GPUs in the past years, such as Göddeke et al. [God09], Thibault and Senocak 

[Thi09] and Jespersen [Jes10]. While GPUs seem a better alternative than the conventional CPUs, 

special consideration has to be made for the transfer of data to the GPU memory, which is usually 

smaller than virtual memory, from the CPU memory and vice-versa. Bad decisions in that area 

may produce deterioration of an algorithm’s speedup. 

 

1.4 Domain Decomposition 
As it was hinted in paragraph 1.3, the most common parallelization procedure in CFD is the 

domain decomposition with, or without overlapping elements. The main concept of the method is 

to divide the initial computational mesh into smaller ones, using a decomposition algorithm, and 

solve any flow equations on each sub-domain separately, using data that can be imported through 

the newly generated inner boundaries from neighboring sub-domains. The first domain 

decomposition method, known as alternating Schwarz method, was formulated by H. A. Schwarz 

in 1870 [Sch70], although it initially served as a theoretical tool; its use for solving elliptic 

boundary value problems was proved more than half a century later [Smi04]. The use of domain 

decomposition has been applied to a wide variety of fields, such as spectral methods, adaptive 

methods, mixed finite element methods, boundary element methods and others. 

While the part of the solution procedure involves the specific PDEs to be evaluated, the initial 

part of the domain decomposition method concerns the division of the computational domain into 

smaller ones. As the computational domain in most cases takes the form of a structured or 

unstructured grid, the initial division of that grid proves to be essential, mainly for reasons 

involving code synchronicity and acceleration. A grid is essentially a number of nodes connected 

by edges, while computation of the PDEs is performed either on the grid nodes, or the grid 

elements. Therefore, code synchronicity would be achieved with a division of the initial mesh 

into smaller ones that contain (as much as possible) the same amount of nodes, or elements. The 

second criterion, which is the obtained acceleration, involves also the amount of data that would 

be transferred between neighboring sub-domains, which means minimization of the connecting 

edges, or faces between neighboring partitions. For those reasons several algorithms have been 

developed. 
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In 1992 Venkatakrishnan et al. [Ven92] proposed three partitioning algorithms that they used in 

their parallelization method. All methods were used for the partitioning of triangular grids and are 

based on the centroidal-dual grid that is composed by lines joining triangle centroids. The first 

method, called coordinate bisection, uses the coordinate information of the centroidal-dual mesh; 

coordinates are sorted in a particular direction and then divided into two sets. The second method, 

called graph bisection, involves an iterative method of defining level sets, which represents the 

neighbor lists starting with a root; when half of the mesh has been defined at one set a partition is 

complete. The third method, called spectral bisection, is based on the spectral partitioning 

algorithm. Partition division is then repeated as many times needed to produce the required 

number of divisions. They reported also that the spectral bisection method provides better 

partitions, in terms of inner boundary lengths. 

Farhat and Lesoinne [Far93] reported a family of cost-effective algorithms for the automatic 

partitioning of arbitrary 2D and 3D meshes. In particular, they examined the effect of different 

partitioning methodologies on different solution techniques (explicit or implicit schemes). 

Moreover, they assessed the effect of particular multiprocessor architectures (MIMD, SIMD) on 

the design of a mesh partitioning algorithm, as well as the impact of the partitioning strategy on 

load balancing, operation count, operator conditioning and processor mapping. 

Diniz et al. [Din95] proposed three algorithms for the partitioning of unstructured grids in 

parallel, capable of generating load balanced partitions, where communication between sub-

domains is minimized and computational load is balanced. The algorithms combine two 

commonly used serial partitioners; the Inertial method [Nou87] and a parallel variant of the local 

greedy heuristic method by Fiduccia and Mattheyses [Fid82]. 

Multi-level algorithms prove to provide very good results and have moderate complexity [Bui93] 

[Hen95] [Kar95]; the mesh, considered originally as a graph, is coarsened until it contains only a 

few hundred nodes. At this point bisection of the coarsened graph is performed and then the 

partition is projected to the original graph by iterative refining. The algorithm assumes that since 

the finer mesh has more degrees of freedom, the edge-cut produced by the refinement is minimal. 

A specific case of a multilevel partitioning algorithm is the METIS algorithm by Karypis 

[Kar98]. METIS is a software package for partitioning large irregular graphs, large meshes and 

reducing orderings of sparse matrices. The improvement to the multi-level partitioning algorithms 

that is introduced with this software is a set of algorithms for the better coarsening procedure, as 

well as the refinement steps. The resulting partitions are well load balanced with the minimum 

edge-cut between neighboring partitions. Various researchers have used this software for the 

acceleration via parallel processing of their methodologies [Kal05] [Tai03]. 

 

1.5 Present study 
In this work a code named Galatea-I was developed, for the simulation of steady and unsteady 

incompressible inviscid, viscous laminar and turbulent flows, with the use of the incompressible 

Navier-Stokes equations, augmented by the artificial compressibility method. For the simulation 

of turbulence the appropriate Reynolds Averaged Navier-Stokes equations [RANS] are evaluated 
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along with the Shear Stress Transport model [Men03]. Spatial discretization is performed with a 

node-centered finite-volume scheme, on three-dimensional hybrid grids that are consisted of 

tetrahedral, prismatic and pyramidal elements [Bla01]. Calculation of the inviscid fluxes is 

performed with Roe’s approximate Riemann solver [Roe81], while for the viscous fluxes two 

schemes have been incorporated, to the user’s discretion; a method employing the edge-dual 

control volume paradigm [Kal05] and a simpler but significantly faster nodal-averaged one 

[Bla01]. Boundary conditions are imposed typically for solid walls and surfaces with free-slip 

conditions; however for the inlet and outlet regions a characteristics based scheme was 

developed, based on a similar two-dimensional scheme reported by Anderson et al. [And96]. 

Temporal discretization of the governing equations is performed with an explicit four-stage 

Runge-Kutta (RK(4)) scheme [Lal88], while unsteady solutions can be simulated with a dual 

time-stepping scheme [Kal05].  

Acceleration of the simulation procedure is performed in two ways. Firstly, a domain 

decomposition with overlapping elements method has been incorporated to the solver. Division of 

the initial hybrid mesh is performed with the METIS [Kar95] software, while an efficient 

algorithm has been developed for the formulation of the overlapping elements layer. 

Communication between adjacent meshes is performed with the MPI, using mainly collective 

operation routines that distribute the required quantities to all eligible recipients. Appropriate data 

structures and algorithms have been developed for accurate exchange of data between adjacent 

partitions. Secondly, an agglomeration multigrid scheme has been incorporated, in which several 

successively coarser grids are generated with the fusion of adjacent control volumes, by following 

a set of rules. Fusion can be performed in isotropic, semi- or full-coarsening directional mode, 

depending of the type of flow to be simulated (inviscid, viscous laminar, or turbulent) and 

consequently on the type of grid (tetrahedral or hybrid) [Mav99] [Car00] [Nish13] [Lyg14a] 

[Lyg14b] [Lyg14c]. For the implementation of the parallel procedure on all multigrid levels 

special care has to be taken for the ghost nodes at the overlapping region, as they have to be 

merged or not, according to the behavior of their corresponding core nodes [Lyg14b] [Lyg14c]. A 

FAS [Bla01] or a combined FMG-FAS [Lam04] [Lyg14b] [Lyg14c] procedure can be followed 

for the iterative solution with the multigrid method. 

The proposed methodology has been evaluated against many different three-dimensional and 

quasi-3D inviscid, viscous laminar and turbulent benchmark test cases, while the obtained 

numerical results were successfully compared to reference experimental and numerical results. 

The agreement between the obtained results with the proposed code and the reference ones 

indicates the capability of the aforementioned solver to predict accurately complex 

incompressible flow phenomena in an efficient manner, with the help of the proposed parallel 

processing methodology and the multigrid scheme. 

The structure of this dissertation is as follows: in Chapter 2 the governing equations for 

incompressible flow, along with the formulation of the artificial compressibility method is 

presented, as well as the RANS equations with the SST turbulence model. In Chapter 3 the 

numerical methodology is described, namely the spatial discretization scheme, flux computation, 

with specific mention to the inflow and outflow boundary conditions, and the temporal 

discretization scheme, with different formulation in case of a time-marching solution. In Chapter 
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4 the parallelization strategy is presented with the mention of the algorithms used for the 

generation of the overlapping layer, as well as the exchange of data. Finally, in Chapter 5 several 

test cases are presented for the evaluation of the proposed methodology. 
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CHAPTER 2 

MATHEMATICAL MODELING 
 

 

In this chapter the mathematical modeling for the incompressible flow solver is presented. The 

governing equations for the flow model are the Navier-Stokes equations for incompressible fluid, 

coupled with the artificial compressibility method [Cho67a] [Rog91] [Kal05]. Turbulence is 

calculated via the Menter’s Shear Stress Transport (SST) model [Men03]. 

 

2.1 Governing Equations 

2.1.1Flow Model 

Incompressible flow is depicted by the continuity equation, depicting conservation of mass and 

the momentum equations: 
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As the numerical solution of the above equations presents difficulties, especially due to the 

special role of pressure [Cho67a] and the challenge to maintain incompressibility in an iterative 

process [Kir01] [Kwa11] and thus satisfy the continuity equation, the artificial compressibility 

method has been applied to the original equations. With this method a pseudo-time derivative of 

pressure is added to the continuity equation, rendering the equations applicable to an iterative 

solution procedure. 

The augmented with the artificial compressibility method Navier-Stokes equations are presented 

in vector form with dimensionless parameters as: 
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where    denotes the source term vector, that is equal to zero in this work [Lyg14a] [Sar14], while 

τ represents the pseudo-time over which the variables are integrated so that the equations will 

converge in a steady state solution, while    ,       and        denote the flow variables, inviscid fluxes 

and viscous fluxes vectors, respectively 
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where p represents pressure, u, v, w are the Cartesian components of velocity and β the artificial 

compressibility parameter. The shear stresses τij are formulated as: 
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Here Re denotes the Reynolds number and ν represents the kinematic viscosity of the fluid, while 

the averaged quantities      are the Reynolds stress tensors [Bla01], formulating essentially the 

Reynolds Averaged form of the Navier-Stokes equations (RANS) [Bla01].  

The normalization of the variables used in the above equations is performed using a reference 

length L
*
, the free-stream pressure p∞=ρV

2
ref, where ρ is the fluid density, the far-field velocity V∞ 

and the far-field kinetic viscosity νref, as: 
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2.1.2 Turbulence Modeling 

In order to finalize the set of equations the Reynolds stress tensors should be defined. In this work 

the Reynolds averaging scheme along with the Boussinesq assumption is adopted [Bla01], so the 

formulation of the shear stresses is defined as [Lyg14a] [Sar14] 
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where k is the turbulence kinetic energy per unit mass and νt is the turbulent kinematic viscosity, 

therefore Equation 2.6 is written as: 
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For the evaluation of the turbulent kinetic energy, the SST (Shear Stress Transport) two-equation 

turbulence model [Men03] was incorporated in the incompressible flow solver. The SST model is 

a combination of k-ε and k-ω turbulence models, with the transition between the two realized 

with the appropriate blending functions. The PDE formulation is similar to that of the flow 

model, with the exception of the source term being not equal to zero: 
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The variables vector               of the turbulence model contains the turbulent kinetic energy 

k and the specific dissipation rate ω, while the inviscid and viscous terms, as well as the source 

term are defined as: 
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The parameters σk, σω,   , γ*
 are calculated with regard to the equivalent constants of the k-ω and 

k-ε models, using the blending function F1 in a way that the parameter from the k-ω model is 

multiplied by F1 and the one from k-ε with (1-F1) and then added together. Therefore, if φ 

represents all coefficients of the SST model, φ1 the constants from k-ω and φ2 the ones from k-ε, 

then the first would be calculated as: 

                 (2.14) 
  

The utilized constants of the k-ω and k-ε models have values σk1=0.85, σk2=1, σω1=0.5, σω2=0.856, 

β1=0.075, β2=0.0828, γ1
*
=0.555 and γ2

*
=0.44, while β

*
 has a constant value of 0.09 [Men03] 

[NASA]. The blending function F1 is equal to zero far away from the solid wall surface, where 

the k-ε model is activated and switches to unity near the boundary, where the k-ω model takes 

over. The turbulent energy production term is calculated as: 
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The blending function F1 is evaluated as: 
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where d is the distance of the point in space where the SST model is applied, from the nearest 

solid wall surface. 

The turbulent kinematic viscosity is also calculated with the help of a blending function as 

[Men03] [NASA] 
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The SST model selection over other alternative two-equation models, such as the k-ε and k-ω, 

was made considering its superiority, as it combines the advantages of the two aforementioned 

models, while diminishing their drawbacks [Men03]. In particular, while the k-ε model is very 

accurate at predicting turbulence outside the boundary layer, it is unstable near the wall [Rod86]. 

In contrast, the k-ω model has great advantage near the wall surfaces, while its solution proves to 

be sensitive to the free stream values of ω outside the boundary layer [Men92]. The blending 

function utilized by the SST model designates essentially that near the wall boundaries the k-ω 

model will be more prevalent, while away from the wall boundaries the k-ε model will be 

sovereign. 
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2.2 Time-Accurate Formulation 
The original form of the governing equations, described by Chorin [Cho67] was in a steady-state 

formulation, where time was advanced through the pseudo-time parameter τ. For the simulation 

of time-accurate flows the governing equations have to be modified to include a real time 

parameter t. In this work, the dual-time stepping scheme, developed by Belov [Bel95] is adopted. 

In this method, a true-time derivative of the velocity components is added to the original equation 

(2.2) as: 
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K=diag(0,1,1,1) (2.23) 
  

The same dual-time stepping scheme has to be applied to the turbulence model equations, in order 

to couple them with the flow ones: 
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CHAPTER 3 

NUMERICAL MODELING 
 

 

In this chapter the numerical scheme for the evaluation of the governing equations described in 

the previous chapter is presented. A node-centered finite volume scheme was adopted for the 

spatial discretization of the flow and turbulence model equations, while temporal discretization is 

performed with an explicit four-stage Runge-Kutta scheme. The evaluation of inviscid fluxes is 

carried out with Roe’s approximate Riemann solver, while two methods were adopted for the 

calculation of the viscous ones; an element based approach, based on the edge-dual volume 

scheme, and a nodal-averaging one. 

 

3.1 Spatial discretization 
The computational meshes over which the flow and turbulence equations are discretized, are 

hybrid unstructured grids, consisting mainly of triangular elements in two dimensions, or 

tetrahedral elements in three dimensions. Layers of quadrilateral (in 2D) or prismatic (in 3D) 

elements are added to the areas of the geometry where no-slip conditions must be employed, so 

that the viscous boundary layer can be adequately computed. A three-dimensional grid may 

contain pyramidal elements to connect the prismatic elements with the tetrahedral ones. Although 

a structured grid would provide more accurate and efficient evaluation of fluxes and gradients 

[Bla01], with the minimum requirements in computer memory, the excessive time required for 

the generation of a structured grid on a complex geometry was the decisive factor for the use of 

unstructured ones in this study. A number of simulations on different test cases, on simple and 

more complex geometries, were rendered possible with the use of unstructured grids, without the 

tedious work of structured grid generation. 

Discretization over the computational grids is performed with a node-centered finite volume 

scheme. With this method, the computational geometry is divided into small arbitrary control 

volumes. Inside each control volume the quantities that are associated to the flow, such as flow 

variables and gradients, are considered constant, while the surface integrals of Equation (2.2) is 

evaluated by the summation of the fluxes passing through the control volume boundaries [Bla01]. 

With the node-centered scheme, a control volume, also called median-dual volume in that case 

[Mav96] [Koo00] [Kim03] [Lyg12] [Sar14], is constructed around a grid node, by connecting 

with lines the edge midpoints, face barycenters and barycenters of grid elements sharing this node 

(only edge midpoints and element centers of mass in case of two-dimensional grids [Kal96] 

[Kal05]). Hence, each element’s volume is shared equally to the number of its nodes. The 2D 

equivalent of the median-dual volume of a node, contributed by three triangular elements and two 

quadrilateral ones, is presented in Figure 3.1.  
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Figure 3.1 – 2D Median-dual volume of a node P, contributed by three triangular and two quadrilateral 

elements. 

 

The control volume is bounded by dashed lines, which also constitute the control surface 

(boundary), over which inviscid and viscous fluxes will be eventually calculated. The 

contribution of a tetrahedral, a prismatic and a pyramidal element to the 3D median-dual volume 

of a node P is presented in Figure 3.2. For the sake of better presentation, the rear faces of the 

grid elements were painted in blue, while the surface of the control volume was painted in purple. 

Obviously, the control volume of the node P is not complete, as several other elements would also 

share this node and contribute to its control volume. 

 

Figure 3.2 – 3D Median-dual volume of node P, contributed by a tetrahedral, a prismatic and a pyramidal 

element. 
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For the calculation of the grid elements’ volumes, the tetrahedral elements are primarily evaluated 

as [Weiss] 

  
 

  
 

       
       
       
       

  (3.1) 

  

where (xi, yi, zi) represent the Cartesian coordinates of the tetrahedron’s vertices, and i = 1, ..,4. 

The volumes of prisms and pyramids are evaluated with the use of the tetrahedron volume 

formula, after their appropriate division into tetrahedrons, as presented in Figure 3.3. 

 

Figure 3.3 – 3D Division of prismatic and pyramidal elements into tetrahedrons for the calculation of their 

volumes. 

With the definition of the discretization method, Equation 2.2 is integrated over the control 

volume Ω of a node P as 

 

  
      

 

                     

 

     

 

 (3.2) 

  

which is then treated with the Green-Gauss divergence theorem [Bla01] into 

 

  
    

 

                        

  

    

 

   (3.3) 

  

where    indicates the boundaries of the control volume Ω, defined by the sum of the faces that 

surround each edge PQ, with Q representing all the neighboring nodes of P. The unit vector    

represents the outward pointing normal vector of the boundary   , thus transforming the inviscid 

and viscous flux vectors       ,        as [Shi01] 

         

 
 
 
 
 

                 

                     

                     

                      
 
 
 
 

  

  
      
      

      

  (3.4) 



3-4 

 

          

 
 
 
 

 
                 

                 

                  
 
 
 
 (3.5) 

  

where the normal to the control surface velocity Θ is illustrated as: 

               (3.6) 
  

The unit vector    is defined as 

   
   

     
            (3.7) 

  

In order to minimize memory usage, an edge-based data structure was employed in the 

programming of the above quantities [Bla01] [Kal05]. While most of the appropriate data, such as 

flow variables, derivatives and gradients, are stored on the nodes of the grid, calculation of fluxes 

is performed in an edge-wise manner to reduce the computational complexity. Therefore, the total 

computational flux amounted to a single node P is computed as the sum of fluxes passing the 

interface between the control volume of P and every neighboring node Q. The required normal to 

the control surface vector       would then be calculated as the sum of all the normal vectors to the 

facets that constitute the interface between nodes P and Q [Bla01], as it is presented in Figure 3.4. 

 

Figure 3.4 – The normal to the control surface vector        is calculated as the sum of the normal vectors to the 

facets that constitute the interface between nodes P and Q. 

 

With the definition of the necessary components, Equation 3.3 is then formulated as: 
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   (3.8) 

  

The surface integrals for the inviscid and viscous terms of equation 3.8 are evaluated as sums of 

all the fluxes through the faces composing the control volume of node P, on the direction      , 

where Q is each node connected to P with an edge PQ 

            

  

                   

       

 (3.9) 

             

  

                   

       

 (3.10) 

  

where      and      are the values of the flow variables on the left and right side of an edge PQ, 

respectively. 

 

3.2 Calculation of fluxes 

3.2.1 Inviscid fluxes 

For the calculation of the inviscid fluxes of the flow equations, a one-dimensional Riemann 

problem is considered along the direction of the normal vector of each face of the control volume 

of a node P. As the exact solution of such a problem requires an extensive amount of calculations, 

an upwind scheme with Roe’s approximate Riemann solver [Roe81] is employed in this work. 

With this premise, the inviscid fluxes at the midpoint of an edge PQ can be evaluated as: 

                               
 

 
                                 

 

 
                              (3.11) 

              (3.12) 

                      (3.13) 

  

Here    represents the Jacobian matrix of the inviscid flux vector      , approximated with Roe’s 

hypothesis, while the quantities marked by the L and R subscripts denote values of the variables 

taken at the left and right side of the boundary between nodes P and Q, respectively. The 

dependent variables used for the construction of    are simple algebraic averages of the L and R 

variable vectors, which Taylor and Witfield [Tay91] proved that they satisfy Roe’s conditions for 

the construction of the flux Jacobian of the Euler equation with artificial compressibility. Hence, 

the flux Jacobian [Shi01] 
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 (3.14) 

  

satisfies: 

      

  
 
    

 (3.15) 

   
 

 
        (3.16) 

  

A non-singular eigensystem in three dimensions, proving that    is diagonizable was reported by 

Shin [Shi01] and it is presented as follows: 
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 (3.19) 

     

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  
            

            

             

 

                

             

 

  
              

             

 

                

             

 

  
            

            

             

 

                

             

 

  
              

             

 

                

             

 

   
     

 

   
   

 

   
   

 

   
   

 
 

   
     

 

   
   

 

   
   

 

   
    

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

(3.20) 

The quantity denoted by c represents the artificial speed of sound at a specified point in space and 

depends on the artificial compressibility parameter. The vectors               and    

           are unit vectors, with their cross product producing   : 

         (3.21) 
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For the calculation of vectors    and    the component of    which is in rotational order after the 

one with the maximum value is set to zero. Then the other two components are evaluated by a set 

of equations; the length of the vector must be equal to unity and the inner product between    and 

   must be equal to zero. Afterwards it is easy to calculate    as the cross product between    and   . 

It is obvious then that there are three cases that must be considered for calculating    initially 

[Vra12]: 

if                  then 

      

  
      
       

   
   

    
   

           
  

 

if                  then 

      

  
      
       

   
   

    
   

           
  

 

if                  then 

      

  
      
       

   
   

    
   

           
  

 

Finally, using the secant plane approximation [Roe81] [Lan98] to the inviscid flux vector the 

following Equation (3.22) is used to transform Equation (3.11) 

                                              (3.22) 
  

thus obtaining the following formula that is actually implemented in this work: 

                                                   (3.23) 
  

Algorithmically, a single edge-loop is required for the calculation of inviscid fluxes for all nodes 

of the computational grid. The nodes P and Q of an edge PQ of the grid are arbitrarily assigned 

the L, or R notification, so that the flux that passes through the boundary between the two nodes 

are added to the flux balance of L and subtracted from that of R. In this way the positive direction 

of     is preserved on all edges. The required values of variables at L and R side of edge PQ are 

equal to the variable values of the L and R nodes, respectively, for a first order accurate scheme. 

In a higher order scheme the appropriate L and R values are reconstructed with the Taylor series 

expansion, with a formulation based on the MUSCL (Monotonic Upstream Scheme for 

Conservation Laws) approach [Bla01]. Since no strong discontinuities are expected in an 

incompressible flow field, no limiter function is applied to the higher order scheme. Hence, the 

left and right state of a flow variable U at the midpoint of PQ can be evaluated as [Bar92] 

[And94] [Bla01] [ANSYS06] [Lyg13] [Sar14] 

  
      

 

 
            (3.24) 

  
      

 

 
            (3.25) 
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where the gradients       and       represent in case of a second order scheme the gradients at 

      and      , respectively, while the vector      is the vector from node P to node Q. For the 

evaluation of the gradients of variables an approach based on the Green-Gauss theorem is used 

[Bar92] [Bla01]: 

      
 

  
 

 

 
             

       

 (3.26) 

  

 

3.2.2 Viscous fluxes 

For the calculation of viscous fluxes, the evaluation of the velocity components’ gradients at the 

middle of each edge of the computational grid is essential. For this purpose, two methodologies 

were employed in this work; a more accurate, but tedious element based method [Kal96] [Kal05] 

[Bla01] [Kal05] [Lyg14c] [Sar14] and a less accurate but significantly faster nodal-averaging one 

[Bla01] [Lyg14c] [Sar14]. 

For the first methodology a new type of control volume, called the edge-dual volume, must be 

constructed initially.  This new type includes the elements of the grid that share a common edge 

[Kal96] [Kal05] [Sar14], as is obvious in Figure 3.5, where the equivalent edge-dual volume of 

an edge e shared by three tetrahedral elements, a prismatic and a pyramidal one is presented from 

two different viewpoints. 

 

 

Figure 3.5 – Edge-dual control volume of an edge e that is shared by three tetrahedral, one prismatic and one 

pyramidal element. 

Considering the aforementioned control volume configuration, the derivative of a velocity 

component (u) with respect to a Cartesian direction (x) at the midpoint of edge e can be evaluated 

using the divergence theorem as [Kal96] [Kal05] [Ahn06] [Lyg14c] [Sar14] 

 
  

  
 
 

 
 

  
      
 

      

 

   

 
  

  

  

   

 (3.27) 
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where m represents the number of boundary faces of the edge-dual volume, and    is the number 

of nodes that constitute each boundary face; the average of the velocity component on each face 

is required for this computation. While this method is proved [Kal05] to yield more accurate 

approximations of the velocity derivatives, it is also very demanding computationally, as a face-

loop is required, which is not consistent with the edge-structure of the current flux balance 

evaluation. 

To remedy the aforementioned case, a second methodology of node-averaging was made 

available, as a faster but less accurate alternative to the edge-dual method. In this case the 

gradients at the endpoints P and Q of an edge are utilized, as well as the directional derivative 

along the edge PQ. The mathematical formulation is presented as follows [Bla01] [Lyg14c] 

[Sar14] 

                  
               

         
  

  
 
  

      (3.28) 

           
   

 

 
              (3.29) 

 
  

  
 
  

 
     

      
 (3.30) 

     
    

      
 (3.31) 

  

where      represents the vector connecting the nodes P and Q, while the gradients       and 

      are the velocity components’ gradients at the endpoints of edge PQ. This scheme is 

particularly attractive since it can be completed with a single edge-loop; the same loop that the 

inviscid fluxes are evaluated with and the utilized velocity gradients are already evaluated for the 

higher order inviscid fluxes, anyway. Moreover, although it provides less accurate results than the 

element-based model, these results have been proven adequate in all cases. 

3.2.3 Turbulent fluxes 

Fluxes for the turbulence model are calculated in the same node-centered finite-volume 

discretization scheme as with the flow model.  The convective fluxes are evaluated with a simple 

first-order upwind scheme, at the middle of each edge PQ as [Lar91] [And94] [Koo00] 

[ANSYS06] [Lyg14a] [Sar14]: 

        
                    

 

           ,                  
(3.32) 

  

Generally, a higher order scheme is not necessary for the above term, as the viscous terms are 

more dominant in the turbulence PDE’s, so the numerical diffusion imported through the first 

order-scheme is easily neglected. 

For the computation of the more important viscous fluxes at the middle of each edge PQ, the 

gradients of the corresponding turbulence variables (k, ω) must be primarily calculated in the 
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same way that the velocity gradients are calculated for the flow equations. Then, the viscous 

fluxes are calculated for an edge PQ as [Kou03]: 

      
 

 
 
 
 
  

 

  
 

  

  
  

  

  
   

  

  
   

  

  
   

 
 

  
 

  

  
  

  

  
   

  

  
   

  

  
    

 
 
 
 

 (3.33) 

  

 

3.2.4 Boundary conditions 

In order to complete the flux balance on all no+des of the computational mesh, additional fluxes 

must be calculated for nodes that reside at the boundary of the domain from the direction of the 

boundary surfaces. There are four different types of boundary conditions encountered in this 

study: for solid wall, symmetry, inlet and outlet types of boundaries. The evaluation of all types 

of fluxes is carried out at the barycenter of the boundary surfaces, while subsequently the flux is 

equally distributed among the number of nodes of the boundary cell. The values of the variables 

used for the calculation of fluxes are derived either from the far-field, or from inside of the 

computational domain. The far field values are defined prior to the beginning of the simulation, 

while values from the inside of the domain are calculated as the average of the corresponding 

variables from all the nodes of the boundary face. 

3.2.4.a Inlet and Outlet boundaries 

At inlet and outlet boundaries a locally one-dimensional characteristic type of boundary 

conditions is used. For this type of boundary conditions the characteristic variables are calculated 

at the boundary surfaces of the inlet or outlet regions and subsequently are used for the 

calculation of fluxes on the boundary nodes. The derivation of this type of boundary condition for 

3D grids is partially based on the work of Anderson et al. [And96] for 2D grids. For the 

identification of the characteristic variables the linearized one-dimensional Euler equation are 

taken into consideration [Lan98] 

   

  
  

   

   
   (3.34) 

  

where A is the flux Jacobian and xn represents the normal to the boundary coordinate. The system 

of equations is considered hyperbolic if and only if matrix A is diagonizable, so it can be written 

in the following form [Lan98] 

  
      

   
       (3.35) 

  

where   and     are the left and right eigenvector matrices of the Jacobian matrix, while Λ is its 

eigenvalue diagonal matrix. Equation (3.35) entails the following [Lan98]: 

                                 (3.36) 
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Thus, by multiplying Equation (3.34) with     from the left side, and generating a product of 

matrices        , the following is implied: 

   
   

  
      

   

   
    

   
   

  
          

   

   
  

      
     

   
   

  
     

   

   
   

 

 

 

 

(3.37) 

  

So, if the characteristic variables vector      is defined as             , the characteristics form of 

Equation (3.34) can be written as 

     

  
  

     

   
    (3.38) 

  

To identify the characteristic variables the characteristics vector is analyzed by its definition as 

follows: 

               

   

   

   

    

      

   

   

   

    

   (3.39) 

  

If the matrix     is equal to the left eigenvector of the Roe’s averaged flux Jacobian defined in 

Section 3.2.1, then the above set of equations can be expanded as: 

      
            

            
            

          for 
   

  
      (3.40) 

      
            

            
            

          for 
   

  
      (3.41) 

      
            

            
            

            for 
   

  
        (3.42) 

      
            

            
            

            for 
   

  
        (3.43) 

   

where   
        represents the element of matrix     at row i and column j and λk (k=1,…,4) 

represents the respective eigenvalue of A. The elements of     are considered constant in 

Equations (3.40) – (3.43), in order to maintain the linearization of the fluxes, so the subscript “o” 

is added to them to separate them from the variables, that have no subscript. The curves    

     are called wave-fronts or characteristics [Lan98], while the characteristic variables      are the 

signals or information carried by the waves, with wave speeds equal to the eigenvalues   . The 

direction of each wave is defined by the corresponding eigenvalue sign; a positive eigenvalue 

suggests the propagation of the respective wave towards the positive direction of       . The 

characteristic variables can then be extracted by integrating Equations (3.40) – (3.43), implying 

the following set of equations: 
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(3.44) 

  

Considering the integration of the equation for the first characteristic variable,   
        can be 

written as: 

  
        

 

  
  

      
                 

                 
              

 

  
  

 

     
     

     

      

      

  
 

  
  

                 
 

  
  

                  
 

  
  

         

(3.45) 

  

where        is the outward-pointing normal to the boundary surface vector, as presented in Figure 

3.6. The unit normal vector       can be calculated with the following formula: 

      
      

        
 (3.46) 

  

 

 

 

Figure 3.6 – Normal to the boundary P1P2P3 normal vector        . 

Vector             represents the velocity vector, while    and    are unit vectors, normal to 

     , as described in Equation (3.21). The internal product        is similar to the normal to the 

boundary surface velocity            , and from now on will be represented by   . Hence 
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The three right terms of Equation (3.40) can then be formulated as follows: 

  
           

           
          

 

  
  

  
       

        
   

              
    

       
        

   

              
    

       
        

   

              
   

  

 

  
  

 
                

           
        

           
        

     

                                           
   

 

  
  

   

   
       

     
     

     

     

   
      

      

    

 

  
  

                                               

 

  
  

                                     
          
        

 

  
           

           
         

 

  
  

     (3.48) 

  

Eventually, Equation (3.40) is written as: 

    
 

  
  

   
  

 

  
     (3.49) 

  

Similarly, it can be easily shown that Equation (3.41) yields the following formulation 

    
 

  
  

   
  

 

  
     (3.50) 

  

where   , analogously to   , is equal to        . Finally, the integration of Equations (3.42) and 

(3.43) yields the following: 
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The complete set of equations is presented below: 
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     for 

  

  
      (3.54) 
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        (3.56) 

    

Considering the eigenvalue signs, the third eigenvalue (  ) will be always positive, since    . 

Hence, the corresponding wave will propagate the third characteristic variable towards the 

positive direction of       , which is outwards of the computational domain. That means that at the 

barycenter of the boundary cell    will have a value derived from the inside of the computational 

domain. In the same manner, the fourth eigenvalue will always be negative, so the corresponding 

wave will propagate the signal    towards the negative direction of      , which means that at the 

middle of the boundary cell    will have a value derived from the free-stream. The first and 

second eigenvalues’ signs depend on the location of the boundary cell; if it resides at the inflow, 

Θ will have a negative value, because     will have opposite direction from      , so the 

characteristic variable will have a value that is derived from the far-field, while at the outflow the 

characteristic variable value will be derived from inside the computational domain for the exact 

opposite reason. The above relations provide four equations, with unknowns the pressure p, the 

normal velocity Θ and the tangential velocities at the boundary Φ1 and Φ2. 
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The above equations can also be expressed in matrix form (with the appropriate simplifications) 

below: 

 
 
 
 

    
   

    
   

          
            

 
 
 

  

  

  

   

   

  

 
 
 
 
 

    
       

    
       

             

               
 
 
 
 

 (3.61) 

  

In the above equations the subscript b denotes the variables that are evaluated at the barycenter of 

the boundary cell, while variables with subscript o are considered constant and in this work are 
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derived from the far-field. Also, the subscript   denotes reference data taken from the free-

stream and i denotes data taken from the inside of the computational domain; these are calculated 

as the average of the corresponding variables at the nodes of the boundary cell. Finally, special 

consideration is taken for data marked with the r subscript; data is taken from the free-stream in 

case of inflow, while for outflow data from inside the computational domain is used. The 

unknowns of the above set of equations are evaluated directly with the use of the following 

formulas: 
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        (3.65) 

   

Finally, the enforcement of the inflow and outflow boundary conditions is performed through the 

evaluation of the appropriate inviscid fluxes at the boundary cells, while the viscous fluxes are 

neglected, as their role is not so important so far away from solid walls. The required flow data 

(pb, ub, vb, wb) can be easily extracted from the calculated variables (pb, Θb, Φ1b, Φ2b), as they are 

directly linked. Specifically, while pressure at the boundary is directly calculated, the velocity 

components can be calculated by the normal and shear velocities as shown below: 
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                  (3.71) 

   

For the turbulence model, Dirichlet type boundary conditions are imposed at the inlet of the 

computational domain, with the turbulence variables being set to zero on each boundary node. In 

case of outlet boundary conditions, the inviscid turbulent fluxes are calculated via a simple 

upwind scheme as [Kim03] [Kou03]: 

      

            (3.72) 

  

where Θ is the vertical to the boundary surface velocity, as explained above. The viscous 

turbulent fluxes are neglected in the same way as with the flow model. 



3-16 

 

3.2.4.b Solid wall and symmetry boundaries 

For solid wall boundaries, two cases of boundaries are considered; free-slip boundary conditions 

in case of inviscid flow, or no-slip boundary conditions in case of viscous flow. For the case of 

inviscid flow over a solid wall surface, the boundary condition is imposed implicitly by adding a 

flux with zero vertical to the boundary surface velocity, to the flux balance. The flux is calculated 

at the centroid of the face defined by boundary nodes P1, P2 and P3 as [Mav94]: 

   
      

  
      
      

      

   

 
   
   
   

  (3.73) 

  

The same boundary condition is imposed in case of symmetry boundary conditions, where the 

flow is expected to evolve perpendicular to the boundary. For laminar and turbulent viscous 

flows, no-slip conditions are applied on solid wall boundaries, by explicitly setting the velocity 

components at the boundary nodes, equal to zero. For the turbulence model, turbulent kinetic 

energy and the turbulent kinetic viscosity νt are also set to zero, while the specific dissipation rate 

ω is evaluated as [Men03] 

      
  

    
   

 (3.74) 

  

where yb is the distance of the boundary node from the closest non-boundary one. 

 

3.3 Temporal discretization 
For the integration in time of the flow PDEs, as well as the equation of the turbulence model, an 

explicit four-stage Runge-Kutta scheme (RK(4)) [Lal88] [Kal96] [Bla01] [Lyg14a] [Sar14] was 

incorporated in the proposed methodology. Since the flux balance is evaluated for each node of 

the computational grid, Equation 3.8 is transformed as: 

  
    

  
 

 

      

     
   

   
  

                  

       

                   

       

    

 

               
 
  

(3.75) 

  

where     is the local time step at node P, which is differently calculated in case of inviscid or 

viscous flows. The corresponding formulas for the calculation of the time step are presented 

below [Kal05]: 

   
        

             

          

 (3.76) 

   
        

  

          
 (3.77) 

                                           (3.78) 
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In the above equations, the length            is the length of the shortest edge connected to node 

P, while    is the artificial speed of sound at the same node. For the calculation of the CFL 

number in case of viscous flows, the quantities denoted by   ,    and    represent the artificial 

speed of sound calculated in each Cartesian coordinate direction at node P, as [Kal05]: 

                           (3.79) 
  

The quantities   ,    and    represent the projections of the node P node-dual volume surfaces 

normal vector along the three Cartesian directions. They can be calculated as [Kal05]: 

   
 

 
      
 

    
 

 
     

 
 

    
 

 
      
 

 (3.80) 

  

The local time-stepping scheme ensures that time integration on each node can be performed at a 

maximum acceptable pseudo-time step, ensuring a fastest convergence to a steady-state solution. 

Employment of the explicit Runge-Kutta scheme must then be considered separately in case of a 

time-accurate solution. 

3.3.1 Steady State solution 

In case of a steady-state solution, Equation (3.75) is solved iteratively with an explicit four-stage 

Runge-Kutta scheme as: 

    
          

 

    
          

    

   

  
            

 
               

    
         

     

 (3.81) 

  

where k is the number of the internal Runge-Kutta iteration, while the four constants αk have the 

values α1=0.11, α2=0.26, α3=0.5, α4=1.0, that achieve a second-order temporal discretization 

scheme [Bla01]. 

3.3.2 Unsteady State solution – dual time stepping. 

In case of a time-marching scheme, Equation (2.10) is discretized instead. Spatial discretization is 

carried out in the same manner as with the steady-state equations. However, a different procedure 

must be followed in case of the temporal discretization, where two temporal variables are preset 

in the flow equations. Through a similar formulation with the steady-state formulas, Equation 

(2.10) would then become [Rog91] [Kal05]: 

   
    

  
 

 

    
    

  
 

 

    

                  

       

                   

       

    

 

               
 
  

(3.82) 
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The right hand side of Equation (3.82) can then be evaluated separately for the case of the 

continuity equation and the momentum equations. In case of the momentum equations the real 

time derivatives of the flow variables are analyzed with a second-order, three-point backward-

difference formula as [Kal05] 

 
    

  
  

      
         

      
    

   
 (3.83) 

  

 

where the superscripts m corresponds to flow quantities derived at times t=mΔt. The time-

accurate formulation can then be written as [Kal05]: 

 
           

  
    

      
           

      
    

   
             

 
       

 (3.84) 

  

In order to calculate the field variables in a new pseudo-time step n+1 and real time step m+1, the 

real-time derivative of the variables vector has to be evaluated beforehand, by utilizing the 

variables vector at real time steps m and m-1, as well as the variable vector at real time step m+1 

and pseudo time step n. Then the right hand side term             
 
       

 has to be evaluated as the 

sum of fluxes at the current pseudo-time step, as with Equation (3.81). For the solution of the 

steady-state problem defined in Equation (3.85) a four stage Runge-Kutta scheme is used as with 

steady state solutions. 
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CHAPTER 4 

ACCELERATION TECHNIQUES 
 

Numerical simulations of incompressible flows with the artificial compressibility method tend to 

be extremely time-consuming, and even very simple test cases may need a huge amount of 

pseudo-time iterations to converge into a satisfactory solution. Especially in the case of time-

dependent solutions, where a large number of real time steps may be needed for the unsteady 

flow phenomenon to develop, special measures must be taken for the acceleration of the 

numerical evaluation procedure. In this work a domain decomposition parallel processing 

approach was adopted, along with an agglomeration multigrid strategy. Both techniques 

contribute greatly to the acceleration of the incompressible solver and prove to be essential tools 

in any simulation. 

 

4.1 Parallel Processing 

4.1.1 Domain Decomposition - Partitioning 

With the domain decomposition approach the initial computational grid is divided into a number 

of smaller ones, each attributed to a single processor core, constituting in this way a semi-

autonomous computational grid on which the flow PDEs may be applied [Smi04] [Gro92]. For 

the complete definition of the flow, appropriate data, such as flow variables and their gradients 

must be defined at the inner boundaries of each sub-domain, as those data are computed at a 

neighboring grid, by another processor core [Ven95] [Lan96]; this task is performed via a 

message-passing inter-core communication method provided by the MPI (Message Passing 

Interface). In Figure 4.1 partitioning of a domain into eight smaller sub-domains is presented. 

 

Figure 4.1 – Eight-way partitioning of initial domain. 
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The whole procedure begins with the implementation of METIS, which is a software program for 

partitioning large irregular graphs, large meshes, and computing fill-reducing orderings of sparse 

matrices, with algorithms based on the multilevel graph partitioning paradigm [Kar95]. For the 

partitioning of the initial domain, the mesh is handled as an undirected graph, where only the 

nodes and the edges connecting them are essential. The division is performed in a node-wise 

manner and the resulting sub-domains have more or less equal number of nodes, resulting in a 

load-balanced parallelization, while the minimum number of edge-cuts is performed ensuring the 

least possible exchange of data between partitions [Sar15]. 

In this work a single domain decomposition approach with overlapping is adopted [Smi04] 

[Mou11]. The sub-domains produced by the partitioning procedure are actually a number of sets 

of non-common nodes, called core nodes. For the implementation of the solver on these 

partitions, the element-based structure of the initial grid must be reproduced. However, due to the 

edge-cut that was performed, the elements that share nodes at the internal boundaries of a newly 

created sub-domain cannot be fully defined, since some of their initial connections reside on a 

neighboring partition. To remedy this, the missing nodes are added to the existing node list as 

ghost nodes, and the now well-defined elements will exist on both neighboring partitions, thus 

creating the so called overlapping layer [Lan96] [Sar15]. The overlapping layer between three 

adjacent partitions is presented for a 2D unstructured grid in Figure 4.2. 

 

 
Figure 4.2 – Overlapping layer between three adjacent partitions for a 2D unstructured grid. 

 

For this procedure, a serial algorithm assigned to a single process was created. The steps of the 

overlapping region construction algorithm are the following: 

a) The core nodes of each sub-domain are renumbered based on the output of METIS. 

b) The elements of the initial grid are assigned to sub-domains. Those that will form the 

overlapping region, as described above, are arbitrarily assigned a partition (if the first 
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node of an element is a core node of a sub-domain, then the element is assigned to that 

domain). The partition that receives an element is now called owner of that element. 

c) The nodal connectivities of all elements of each sub-domain are defined from the 

renumbered core node indexes, with respect to the initial grid. If an element’s 

connectivities are not fully defined this element will be part of the overlapping layer; a 

list of those elements is constructed. 

d) Loop over the nodes of each element in the overlapping element list. If a node is a core 

node owned by a partition different than the element’s owner then that element is added 

to that partition’s list, but no nodes are defined for it. At the end of the loop all elements 

of the overlapping layer are distributed to neighboring sub-domains, but information for 

their nodes is missing. 

e) Loop over the nodes of all the elements of each sub-domain. If current node information 

is missing from the element connectivities, then this node is added as a ghost node at the 

end of the list of nodes of the sub-domain and the missing information is adjusted. Ghost 

nodes are separated from core ones, as they are put at the end of the node list. At the end 

of the loop the overlapping layer is defined for all sub-domains. 

4.1.2 Communication data structures 

 After the partitioning of the initial domain and the definition of the overlapping elements, 

information that each partition requires for communication at its inner boundaries must be 

computed [Ven95]. For this task, an n×n communications matrix is constructed, where n is the 

number of sub-domains. An element (i, j) of this matrix is equal to unity if the partition j is 

neighbor to i and zero otherwise. Construction of the communications matrix is achieved with a 

simple loop over the ghost nodes of each partition (i), where for each such node, the equivalent 

core node’s owner can be easily identified as j. From this information, appropriate data structures, 

essential for the communication between partitions may be composed. These data structures 

consist of: 

 nneighbours: an integer that represents the number of adjacent sub-domains. 

 ineighbours(i): a list of the adjacent sub-domains, in the form of an integer array with 

size equal to nneighbours. 

 nreceivenodes(i): an integer array with size equal to nneighbours, where element i holds 

the number of the partition’s ghost nodes that will receive information from an equal 

number of core nodes of partition i. 

 nsendnodes(i): an integer  array of size nneighbours, that lists the number of the 

partition’s core nodes that will have to send information to an equal number of ghost 

nodes of adjacent partition i. 

 ireceivenodes(i, j): a matrix with nneighbours rows, where each row consists of pointers 

to the ghost nodes of this sub-domain that must receive information from the 

corresponding core nodes of the ith partition of array ineighbours(). 

 isendnodes(i, j): a matrix with nneighbours rows, where each row is filled with pointers 

to the partition’s core nodes that must send information to the respective ghost nodes of 

the ith partition found in the array ineighbours(). 

In order to ensure that exchange of data will be precise, and that information will be transferred 

without error from a core node to its equivalent ghost nodes of adjacent partitions, it is essential 
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that there exists an exact mapping between core nodes in matrix isendnodes() of a partition and 

ghost nodes in matrix ireceivenodes() of an adjacent partition. Therefore, it is ensured that the 

core node represented by the jth element in row i of matrix isendnodes() of a partition ipart will 

be the same node as the ghost one found in the jth column of row k of matrix ireceivenodes() of 

the partition ineighbours(i), where k will satisfy ineighbours(k)=ipart. 

 

 

Figure 4.3 – The connectivities between the core and ghost nodes of adjacent partitions. 

 

In Figure 4.3 a domain is divided into three partitions (0, 1, and 2). The overlapping region for 

partition 0 is visible. The core nodes of partition 0 marked with a solid circle, while its ghost 

nodes are marked with a hollow circle. According to their description the data structures for that 

partition would have the following values: 

 nneighbours = 0 

 ineighbours(1) = 1 

 ineighbours(2) = 2 

 nreceivenodes(1) = 12 

 nreceivenodes(2) = 11  

 nsendnodes(1) = 10 

 nsendnodes(2) = 11 

 

4.1.3 Communication Procedure – MPI 

As mentioned in paragraph 4.1.1, the exchange of data required for the correct evaluation of the 

flow PDEs on all partitions is performed via the Message Passing Interface (MPI), which is a 

language based communications protocol implementing the message-passing model for the means 

of parallel computing [Gro99]. The message-passing model assumes a set of processes with local 
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memory only, which are able to communicate with other processes by sending and receiving 

messages. All processes executed in parallel have separate address spaces. Communication 

between two processes occurs when data from the address space of one is copied to the address 

space of another. The above operation occurs only when the first process posts a send operation 

and the second one posts a receive operation, so that the communication process is cooperative 

[Gro99]. 

The MPI protocol, as an implementation of the message-passing model provides a list of 

functions, for the point-to-point communication between processes, collective communication, as 

well as a number of utility functions for the organization of the processes and the exchanged data. 

A sample program structure using this protocol is presented in Figure 4.4. While for acceleration 

reasons it is always preferable for the biggest part (or actually the most calculations-heavy part) 

of the code to be implemented in parallel, initialization of the MPI environment, and hence the 

parallel program, is not necessary to happen at the start of the code, nor finish at the end of it. 

Parts of serial coding may be inserted before the MPI initialization or after its finalization. The 

parallel part of the code is separated in sections where the processes work separately with data 

from their address space, while it is possible for data exchange between them in any configuration 

(either point-to-point, or collectively). 

 

Figure 4.4 – Sample MPI program structure. 
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Each implementation of MPI either vendor or public domain, provides the means for execution of 

the parallel code from an operating system either through command line, or with a GUI. With this 

procedure the appropriate number of processes is generated and run in the operating system. In 

this work each sub-domain is assigned to a single process, which is assigned essentially on a 

single processor core. Since the message-passing procedure happens between processes and not 

between processor cores, it would be possible to generate more parallel processes than the 

available cores; however that would be unwise, since more than one process would take turns to 

be executed on a single core and the parallel program’s efficiency would be degraded. 

Each generated process runs the same parallel code, categorizing this parallel program as SPMD 

(Single Program Multiple Data) on Flynn’s taxonomy classification [Flynn72] [Dar88]. For the 

identification of the processes and the context in which the exchange of data between processes 

will take place, the MPI execution environment must be initialized. This is performed with 

MPI_INIT(), which is a function that must be executed in an MPI program only once before any 

other MPI routine is called. With the execution of this function the MPI_COMM_WORLD 

communicator is defined.  

A communicator is and opaque object with a number of attributes as well as simple rules that 

define its creation, use, and destruction, while it is responsible to determine the scope and 

communication universe in which a point-to-point or collective exchange may take place [Gro96]. 

It contains a group of valid participant processes, which is an ordered set of processes, each with 

a unique rank within the same communicator. The rank of a process within a certain 

communicator object is an integer number with value ranging from zero to N-1, where N is the 

number of processes in the communicator. The MPI_COMM_WORLD communicator contains 

all available processes of the parallel program. 

The rank of a process within the MPI_COMM_WORLD communicator is retrieved with a call 

of the function MPI_COMM_RANK(comm, rank) by all available processes, where the comm 

argument defines the communicator object in which the rank is queried (hence in this case equal 

to MPI_COMM_WORLD). The size of the MPI universe (the number of processes – partitions 

in which the initial flow domain was divided) may be recovered by calling the function 

MPI_COMM_SIZE(comm), where the argument comm must be equal to 

MPI_COMM_WORLD. A call of the same function with a different communicator object as an 

argument would provide the number of processes in that communicator. 

As each process runs the same code, but eventually receives a unique rank within the 

MPI_COMM_SIZE universe – communicator, it is easy to assign different tasks to each process 

with simple if-blocks, as is demonstrated below: 

call MPI_INIT() 

call MPI_COMM_SIZE(MPI_COMM_WORLD, size) 

call MPI_COMM_RANK(MPI_COMM_WORLD, rank) 

 

if(rank = = 0) 

    do some preliminary work 

    call MPI_COMM_BARRIER(MPI_COMM_WORLD) 

    do some more work 
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else 

    call MPI_COMM_BARRIER(MPI_COMM_WORLD) 

    do some other work 

end if 

 

all processes do some work 
 

In the above sample code, the function MPI_COMM_BARRIER(comm) helps for the 

synchronization of all processes, as it serves as a “waypoint” on which a process pauses execution 

until all other processes in the communicator comm execute the same function. Additionally, 

with an if-block the process with rank equal to zero is separated from the other processes and 

performs different tasks. In the Galatea-I program, process zero is assumed as a master process 

and it is charged with additional work regarding calculation of the PDEs residuals and presenting 

them on the computer screen, several other visual outputs, as well as the complete initial 

construction of the overlapping layer between partitions, the communications data structures and 

the distribution of all initial data to all the other processes. Distribution of data is then easy to 

perform within the MPI environment. 

When process with rank zero finishes all the initial work of gathering the partition data and 

constructing the overlapping layer, it is charged with distributing all the required partition data to 

all the other processes. This includes the nodes’ (core and ghost) coordinates, the element 

connectivities, boundary conditions, and the flow domain initial data, such as attack angles, the 

reference length, the real time step in case of an unsteady simulation, and the value of the 

artificial compressibility β. When distribution of data is complete, all the processes proceed with 

the initialization of their own sub-domains; calculation of appropriate control volumes, initial 

normalization of the variables and the computational domain, initialization of flow variables and 

imposition of boundary conditions on solid wall boundaries. Finally, flux calculation for the 

relaxation of the governing equations may be performed iteratively by each process on the core 

nodes of its domain. At the first pseudo-time iteration (t=0) the variable values on all nodes of the 

computational grid are equal to their initial values, therefore there is no need for exchange of data 

between core and ghost nodes, since their variable values are known. However, in case of a 

higher order scheme, the core nodes’ gradients have to be calculated and their values passed to 

the respective ghost nodes of adjacent sub-domains, prior to the iterative procedure, to account 

for the existence of solid wall boundaries. At the end of each pseudo-time step, appropriate data 

exchange is performed between core and ghost nodes of adjacent sub-domains. The exchanged 

data consists of the flow variable vector    , the velocity derivatives in case of viscous flow and 

the Green-Gauss gradients in case of a higher spatial order scheme. The complete parallel 

program (the same instance run by each process) is described in pseudo-code form below: 

Program Start 

 

Initialization of the MPI environment 

Obtain rank in MPI_COMM_WORLD for each process 

Obtain the number of parallel processes 

 

if(rank = = 0) then 

    Read initial grid data 
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    Read METIS partition data 

    Recreate all sub-domains 

    Construct the overlapping layer for each partition 

    Construct the communications data structures 

    Send partition and initial flow data to the other processes 

    call MPI_BARRIER(MPI_COMM_WORLD) 

else 

    Receive partition and initial flow data from process 0 

    call MPI_BARRIER(MPI_COMM_WORLD) 

endif 

 

//Iterative procedure 

Do i = 1 to Number of iterations 

    Do j = 1 to iterative method steps 

        Perform relaxation of governing equations 

        call MPI_BARRIER(MPI_COMM_WORLD) 

        Exchange appropriate data 

    End Do 

End Do 

 

End Program 
 

Data exchange with the MPI may be performed in two ways; either with point-to-point 

communication, where a process sends data to another single process, or with collective 

communication, where a process may send the same set of data or distribute pieces of a set of 

data to all the other processes sharing the same communicator object. Whichever type of 

communication is used, the equivalent send or receive functions must be executed by all the 

participating processes [Gro96].  

With point-to-point communication, messages are passed between two processes, where one of 

them serves as the sender and the other as the receiver. While there are different types of send 

and receive routines used for different purposes, such as synchronous send, blocking or non-

blocking send/receive, buffered send and combined send/receive, in this work only blocking 

send/receive routines are used, for means of security and synchronization. With this type of point-

to-point communication a send routine always waits for the corresponding receive one to reply 

that the message has passed. The syntax of blocking send and receive routines is presented below: 

 MPI_SEND(buf, count, datatype, dest, tag, comm) 

 MPI_RECV(buf, count, datatype, source, tag, comm, status) 

The message data passed with the MPI_SEND routine consists of count successive entries of the 

type indicated by datatype derived from the sender address space, starting with the entry at 

address buf. The message is accompanied with information that can be used to distinguish 

messages and selectively receive them, called the message envelope. This includes the source of 

the message, its destination dest, the tag argument which is an integer used to distinguish 

different types of messages and is user defined, and the communicator comm within which the 

sender (source) and receiver (dest) ranks may be found. Respectively, the message that will be 

received by the MPI_RECV routine will consist of count elements of datatype type that will be 
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stored in the memory addresses starting at buf (defined in the MPI_RECV routine). The receive 

process will “identify” the correct message by the message envelope, which was sent by the 

correct source within the same communicator comm, and carry the correct tag. Finally, 

additional information about the message may be derived by the status object, such as the 

message length, the tag, source, and error code of the received message. As the blocking point-to-

point communication method involves only two processes (sender and receiver), and the sender 

must wait for the receiver’s handshake, a routine where exchange of data between all the 

neighboring partitions would take place, must at a time select a sender from the list of processes 

(ranks) that will send its data to all the eligible receivers. Such a routine is presented below in 

pseudo-code format. 

Do i=0 to Number of processes – 1 

    if (rank= =i) then 

        Do j=1 to nneighbours 

            Send data of isendnodes(j,k) to ineighbours(j) 

            //k represents all the sending nodes 

        End Do 

    Else 

        if(i exists in ineighbours())then 

            Receive data from i and store it to ireceivenodes(j,m) 

            //m represents all the receiving nodes 

        End if 

    End if 

End Do 
 

While the above routine provides accurate means of transferring data between partitions, it leaves 

most of the processes idle most of the time, especially when large amounts of data is transferred 

(in cases of large partitions), as exchange takes place between a sender and a receiver. For that 

reason in this work transfer of data was performed with collective communication methods. 

These methods involve all the processes in the scope of a communicator, therefore a collective 

transfer routine must be executed by all the processes in a communicator. MPI provides a number 

of different routines that cover different types of collective operations such as synchronization 

(MPI_BARRIER), data movement, and collective computation. In the Galatea-I program, apart 

from the already discussed MPI_BARRIER routine that provides synchronization, collective 

communication routines were used only for data transfer. Of the available routines the ones used 

were MPI_BCAST and MPI_SCATTERV [Gro96]. Their syntaxes along with the syntax 

MPI_SCATTER that will help for the better understanding of MPI_SCATTERV are presented 

below: 

 MPI_BCAST(buffer, count, datatype, root, comm) 

 MPI_SCATTER(sendbuf, sendcount, sendtype, recvbuf, recvcount, recvtype, root, 

comm) 

 MPI_SCATTERV(sendbuf, sendcounts, displs, sendtype, recvbuf, recvcount, 

recvtype, root, comm) 

Routine MPI_BCAST must be executed by all processes consisted in the communicator comm. 

Data is broadcast from process with rank equal to root and received by all other processes. The 
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data sent are count number of entries of datatype type beginning at the entry with address 

buffer. Data is received by all the processes inside comm that their rank is not equal to root. The 

message consists of the same number of entries of datatype type and is stored at the memory 

address that starts with the entry buffer. Since the exact same command is executed by all 

processes, measures have to be taken in advance, so that the arrays or matrices in which the data 

will be stored will be adequately allocated, so that the receive operation will not “starve”. The 

procedure of the broadcast operation is more easily described in Figure 4.5. 

 

Figure 4.5 – Schematic representation of the Broadcast procedure. 

 

With routine MPI_SCATTER data is distributed from process with rank equal to root to all the 

processes of the communicator comm, including root. The data are stored in the address space of 

root and amount to sendcount×comm_size number of elements of type sendtype, starting from 

the address sendbuf, where comm_size is the number of processes in the communicator comm. 

The message sent to each process, including root consists of sendcount number of elements of 

type sendtype and will be retrieved from root’s address space sequentially, according to the rank 

of each receiver. The received message will be stored to the address space of each process at 

memory space that begins at recvbuf, has a length of recvcount, and is of type recvtype. The 

whole procedure can be schematically described in Fugure 4.6. 

 

Figure 4.6 – Schematic representation of the Scatter procedure. 
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Routine MPI_SCATTERV works in the same way as MPI_SCATTER; data from the address 

space of root starting at sendbuf are distributed to all the processes within the communicator 

comm, including root. However, in this case, the count of data may vary, and also the location 

from where the data is taken from may vary, depending on the process it is sent to. This is 

accomplished by the arguments sendcounts and displs, respectively, which are arrays of size 

equal to the number of processes in the communicator comm. Therefore, data sent to process i, 

where i is the rank of the process within communicator comm, has size equal to sendcounts(i) 

and can be retrieved from the address space of root from a position starting at sendbuf+displs(i). 

In this way, different amounts of data can be sent to different processes, thus making this function 

more attractive to the needs of the proposed algorithm. The received data have the same 

properties as with MPI_SCATTER, only this time it may have different size. 

In the program Galatea-I exchange of data is mainly performed using the MPI_SCATTERV 

routine. For the implementation of this routine, and considering that it is always preferable to 

send large amounts of data at once, as it improves the algorithms efficiency, prior to the exchange 

a special array is constructed by each process. The array, named scatterarray contains all the 

data that should be sent to all adjacent partitions. The size of scatterarray depends on the type of 

the data sent (variable values, Green-Gauss gradients, velocity gradients), and the sum of core 

nodes sending data to all partitions, which is equal to the numbers in nsendnodes(). Therefore, 

the size of this array would be equal to the size of data that each core node would send (number 

of variables), multiplied by the sum of nodes sending data to each adjacent partition. 

                                                     

           

   

 

For example, if the data sent is the flow variables vector of each core node, the size of data would 

be equal to 5, while if the velocity gradients were sent, the size of data would be equal to 3×3=9, 

as there are three velocity components and three derivatives for each component. The order of 

data in scatterarray should be ordered according to the ranks of all processes, so that the displs 

array would be simply defined by the nsendnodes and ineighbours arrays. Specifically, arrays 

displs and sendcounts would be constructed as follows: 

Do i=1 to Number of processes 

    exists =0 

    Do j=1 to nneighbours 

        if(i= =ineighbours(j)) then 

            sendcounts(i-1) = (size of data sent)·nsendnodes(i) 

            exists = 1 

        End If 

    End Do 

    If(exists = = 0) then 

        sendcounts(i-1) = 0 

    End If 

End Do 

 

displs(0) = 0 



4-12 

 

Do i=2 to nneighbours 

    displs(i-1) = idispls(i-1) + sendcounts(i-2) 

End Do 
 

In the above algorithm, adjustments to the arrays’ indexes are made since due to the MPI 

implementation they have to be zero-based. The same applies for array scatterarray that should 

then have the structure presented in Figure 4.7: 

 

Figure 4.7 – Schematic representation of the scatterarray. 

Finally, a routine for distributing information among all the adjacent sub-domains should only 

contain a loop over the processes, as each one would take the role of root and distribute the 

appropriate data to all the processes (including it). Such a routine is presented in pseudo-code 

form below: 

All processes construct displs 

All processes construct sendcounts 

All processes construct scatterarray 

 

Do i=1 to Number of processes 

    i becomes root and distributes scatterarray to all the processes 

Enddo 

All processes use recvbuf to fill their needs 
 

 

4.2 Agglomeration multigrid method 
With the agglomeration multigrid method, a number of successively coarser meshes are generated 

from the initial mesh and relaxation of the partial differential equations is performed on all 

generated meshes in a specific pattern [Mav99] [Car00] [Lyg14b] [Lyg14c] [Lyg14d] [Lyg14e]. 

Its main idea derives from the fact that convergence of most iterative methods is slower on finer 

resolutions, as information is transferred only in one way, and this transfer must be repeated 

numerous times in an iterative solution for it to converge [Fer02] [Lyg14e]. In this way high and 

low frequency errors are generated, of which the solver is capable of eliminating the former, 

while it is inefficient against the latter. With the relaxation of the equations on successively 

coarser resolutions, these low frequency errors are transformed into high frequency ones, which 

the iterative method is capable to encounter [Fer02, Dar06, Lyg14c]. The obtained solution from 

the coarser grids is then merged with that from the finer ones to produce a more detailed 

resolution. In this way the convergence of the iterative algorithm is sufficiently improved. 
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4.2.1 Agglomeration methodology 

The first concern for the implementation of the multigrid method is the generation of the 

successively coarser meshes [Mav97] [Mav98] [Car00] [Bla01] [Nis10] [Nis11] [Nis13] 

[Lyg14b] [Lyg14c] [Lyg14e] [Lyg15]. In this study the agglomeration procedure is used for that 

step, in which each coarser mesh is generated automatically inside the Galatea-I program, by 

merging neighboring nodes’ control volumes and generating larger super-nodes. The procedure is 

performed right after the implementation of the domain decomposition methodology, so each 

sub-domain is considered an initial fine grid and successively coarser meshes are generated based 

on it. Control volume fusion is performed in a topology-preserving framework that resembles the 

advancing front technique, providing the means to be applied on purely tetrahedral or hybrid 

meshes, using isotropic or directional agglomeration, respectively. 

The agglomeration procedure is guided through a set of general rules that are pre-defined in order 

to preserve the consistency of the solution between coarser and finer grids at external and internal 

boundaries [Lyg15]. These are summarized below: 

 Each non-boundary node’s control volume can only be fused with other adjacent non-

boundary control volumes [Nis10] [Nis11] [Lyg15]. 

 Each boundary control volume can only be fused with its adjacent boundary nodes of the 

same type (e.g. solid wall, inlet, outlet, etc.) [Lyg15]. 

 A node that is located at the intersection of two or more surfaces with different boundary 

type is not agglomerated and remains a singleton throughout all the coarser meshes. An 

exception to the rule arises when in a two-boundary node one of the two boundaries is a 

symmetry one. In that case that control volume can be fused with other control volumes 

that share the same boundary types [Nis11] [Lyg15]. 

 Agglomeration is not performed on nodes that belong on two or more boundary surfaces 

that form slope discontinuities; agglomeration is permitted on a node that belongs on two 

surfaces that form a sharp edge with angle lower than 30
o
. 

 In order to ensure the validity of the data transfer between adjacent sub-domains, ghost 

nodes of each domain are not merged during the agglomeration procedure; they are fused 

subsequently, according to the merging of their corresponding core nodes at the adjacent 

mesh [Ven95] [Lyg15]. 

 For the simulation of turbulent flows, the maximum fusion of nodes to a super-node is 

limited to a number of eight, in order to preserve the topology of the initial mesh [Nis11] 

[Lyg15]. 

Based on these general rules, the isotropic and directional agglomeration can be defined. 

With the isotropic agglomeration strategy [Lyg15] the nodes’ control volumes are merged with 

no regard as to the type of elements to which the nodes belong. Agglomeration is initiated from 

the nodes of the solid wall boundaries (except those that were prohibited to merge in the 

aforementioned rules). The nodes of the solid wall boundaries that are eligible for agglomeration 

are marked as seeds; in case of internal boundaries due to domain decomposition, only the core 

nodes are marked as seeds. 
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Agglomeration is performed by looping over the seed nodes, by examining their eligibility for 

fusion with their adjacent ones. In case no limitation arises, the nodes’ adjacent node control 

volumes merge with its own, and form a super-node. In case no adjacent node can be merged 

with the current node in loop, its adjacent super-nodes are examined, in order to include it. The 

loop is complete when all nodes of the seed list are either agglomerated or have remained 

singletons. A new list of seeds is then constructed from the nodes that the agglomeration front has 

touched and a new loop begins [Han02] [Lyg15]. The procedure ends when all nodes of the sub-

domain (except ghost nodes) have been agglomerated or assigned as singletons. A schematic 

representation of the isotropic agglomeration procedure is presented in Figure 4.8 [Lyg15]. 

 

 

Figure 4.8 – Schematic representation of the isotropic agglomeration procedure. 

 

When the basic agglomeration procedure has ended, ghost nodes are agglomerated or become 

singletons, depended on the behavior of their corresponding core nodes. With this procedure 

ghost super-nodes are generated, although their number of nesting control volumes may differ 

from that of their corresponding core nodes. However, that only happens so that there will be a 

one-to-one communication connection between core super-nodes and ghost ones; the correct 

amount of data will be transferred to each ghost node [Lyg15]. 

From the generated super-nodes the new super-edges are constructed, by deleting the internal 

edges in a super control volume and utilizing the external ones to calculate the normal vectors 

      at the interfaces between super-node control volumes. Each resulting normal vector is the 

sum of the vectors of the corresponding surfaces that belong to two neighboring super-nodes 

[Sor03] [Lyg15]. The same agglomeration procedure is repeated for the generation of the coarser 

grid, based on the newly generated one. 
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When the agglomeration procedure is completed, geometric data, such as the normal vectors at 

the boundary faces and super node control volumes have to be evaluated at each agglomeration 

level. These computations are performed with respect to the corresponding values at the merged 

nodes and edges. Additionally, communication data have to be established between the new core 

and ghost super-nodes at the neighboring agglomerated partitions [Lyg15]. 

In case of a hybrid mesh, for the simulation of viscous flow with boundary layers, the isotropic 

agglomeration scheme would not be preferable for the merging of node control volumes in the 

prismatic inflation area; full-coarsening directional agglomeration would be used instead [Car00] 

[Nis11] [Nis13] [Lyg15]. With this kind of agglomeration the nodes of each layer of the inflation 

region are characterized by an index number that groups nodes of different layers that are on the 

same column; these groups are also called implicit lines [Nis11] [Lyg15]. As with the isotropic 

agglomeration, a list of seed nodes is constructed, beginning with those that belong to the 

boundary region. The seed nodes are merged with eligible ones that reside on the same layer and 

do not share the same index, forming super-nodes.  

Another list of seed nodes is constructed then, included nodes that were touched by the 

agglomeration front, and therefore belong to the next prismatic layer. These seed nodes are then 

allowed to merge with eligible nodes that reside on the same implicit lines, and therefore share 

the same indexes. This procedure is repeated until all the prismatic layer nodes have been merged 

and formed new super-nodes, or have remained singletons. The isotropic agglomeration 

procedure is then implemented to complete the process for the rest of the mesh. A schematic 

representation of the directional agglomeration method is presented in Figure 4.9 [Lyg15]. 

 

Figure 4.9 – Schematic representation of the full-coarsening directional agglomeration procedure. 
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4.2.2. Flux computation and numerical solution 

The use of the agglomerated grids for the multigrid scheme is realized with the partial differential 

equations, with the implementation of the Full Approximation Scheme (FAS), according to which 

the PDEs are solved only at the finest grid, while an approximate version of those equations is 

relaxed at coarser levels [Fer02] [Sor03] [Lam04] [Nis10] [Nis11] [Nis13] [Lyg14b] [Lyg15]. So, 

in this case Equation 3.81, or Equation 3.84 (for unsteady flow simulations) is solved only at the 

finest grid, while an approximate version of those two is solved at the coarser grids. Flow 

variables are transferred between different agglomeration levels by restricting their values from 

finer to coarser grids and prolonging them from coarser to finer resolutions. This procedure is 

implemented in a form that resembles a V structure; PDEs are evaluated at the finer grid and their 

values are restricted towards the coarsest grid, then this procedure is repeated in reverse with the 

prolongation of the flow variables. A V cycle is defined as V(v1, v2), where v1 represents the 

number of relaxations before proceeding to a coarser mesh, while v2 denotes the number of 

relaxations after retrieving a solution from a coarser mesh [Lyg15]. 

Each V cycle begins with the approximation of the governing equations at the finest grid that 

provides updated values of the flow variables for each node P. These values are restricted to the 

next coarser grid by a smoothing equation, as follows [Mav97] [Car00] [Sor03] [Ni11] [Lyg14c] 

[Lyg15] 

                    
 

 
     

        

  
 (4.1) 

                     
            (4.2) 

  

where H denotes the finer mesh, while h represents the coarser one, and     
 

 
 and      

  are 

restriction operators. After the restriction the relaxation of the PDE at the coarser mesh is 

performed by substituting the right hand side term of the equation with the following one 

[Mav97] [Car00] [Bla01] [Nis11] [Lyg14b] [Lyg15] 

                                                            (4.3) 
  

where            is the flux balance of node P in the coarse grid. When restricting to an even 

coarser mesh, the same equations are used. 

After half part of the V cycle is completed and the solution of the equations at the coarsest grid is 

obtained, the flow variables are transferred via prolongation to the finer grids. In case of inviscid 

flow a simple point injection scheme is used as follows [ Car00] [Lyg15] 

          
 

 
                                 (4.4) 

  

where     
 

 
  is a prolongation operator. In case of laminar or turbulent flows a distance-based 

procedure is used that considers the nodes of the same type (internal or boundary), as follows 

[Kat09] [Lyg15] 
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 (4.5) 

  

where      is the vector that connects super-node p with the super-node Q, while       and       

represent the corrections of flow variables on these nodes. The updated flow variables of the 

nodes of the finer mesh are simply calculated as follows: 

    
      

        (4.6) 
  

In this study the FAS methodology is integrated with the Full Multigrid (FMG) scheme [Fer02] 

[Lyg14b] [Lyg15], in order to gain from the advantages that the two have and increase the 

obtained acceleration. With the FMG scheme, the relaxation of PDEs begins at the coarsest mesh, 

without completing the V cycle to the finest grid. Instead, the magnitude of the cycle increases 

progressively, until the finest mesh is included in the procedure [Lyg15]. In this way an initial 

guess of the equations’ solution is achieved rather early, which is then fed to the finer grid and the 

FAS V cycle is continued for the rest of the simulation. 
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CHAPTER 5 

NUMERICAL RESULTS 
 

 

5.1 Steady-state numerical solutions 

5.1.1 Inviscid flow over a rectangular wing with a NACA0012 airfoil 

The first test case considers the inviscid flow over a rectangular wing with a NACA0012 airfoil 

[Lyg14b] [Nee97], with zero angle of attack, while the free-stream velocity is equal to unity, in 

order to be correctly utilized by the dimensionless equations in the developed solver. The 

computational mesh consisted of 625,250 nodes and 3,500,243 tetrahedrons, while the simulation 

was performed on a DELL T7500 workstation with two Intel(R) Xeon(R)-X5660 six-core 

processors at 2.80 GHz. The computational grid around the rectangular wing with NACA0012 

airfoil is presented in Figures 5.1 and 5.2. The evaluation of the incompressible field was 

performed with an artificial compressibility parameter value equal to 10.0, while the steady-state 

solution was achieved with the explicit four-stage Runge-Kutta scheme, using a Courant–

Friedrichs–Lewy (CFL) number equal to 0.5. A summary of the simulation parameters is 

presented in Table 5.1. 

Table 5.1 – Simulation parameters for the inviscid flow over a rectangular wing with a NACA0012 airfoil case. 

Parameters 

Type of flow Inviscid 

Reynolds number - 

Angle of attack    

Grid density 
625,250 nodes 

3,500,243 tetrahedrons 

Artificial compressibility 

parameter β. 
10.0 

Number of partitions 4 

Number of agglomerations 3 

CFL 0.5 

Computer system 
DELL T7500 workstation with two Intel(R) Xeon(R)-

X5660 six-core processors at 2.80 GHz 
  

For the qualitative evaluation of this case, the dimensionless pressure contours at the mid-span of 

the wing are presented in Figure 5.3, while Figure 5.4 illustrates the extracted chordwise pressure 

coefficient distribution, compared to corresponding numerical results found in the literature 

[Nee97], demonstrating good agreement between the two. 
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Figure 5.1 – Far View of the computational domain 

around the rectangular wing with NACA0012 airfoil 

Figure 5.2 – Close view of the computational domain 

around the rectangular wing with NACA0012 airfoil. 

 

 
Figure 5.3 – Dimensionless pressure contours at mid-span of the rectangular wing with NACA0012 airfoil. 
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Figure 5.4 – Pressure coefficient distribution along the mid-span of the wing. 
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5.1.2 Three-dimensional lid-driven cavity flow 

The second test case studied in this work concerns the three-dimensional lid-driven laminar 

viscous flow inside a cubic cavity. The geometry, as illustrated in Figure 5.5 consists of a cube 

with edge size equal to unity. All of the cube walls, except one, are considered as solid walls 

where no-slip conditions are imposed, while the last wall, which is arbitrarily selected as the 

upper surface of the cube, is considered as “inflow” where fluid moves with a velocity equal to 

unity;                         . 

 
Figure 5.5 – Geometry and utilized grid for the lid-driven cavity flow case. 

The lid-driven cavity flow problem is considered a classic recirculation problem, and may 

idealize many environmental, geophysical and industrial flows, while extensive work on this 

specific case can be found in [Kos84] [Jia94] [Yan98] [Mon01] [Sheu02] [Tai05] [Vra12]. The 

computational grid used in this work consists of 768,628 nodes, 1,280,935 tetrahedrons, while 10 

layers of 1,050,140 prisms in total have been applied at the five walls of the cube where the no-

slip conditions were imposed. Simulation was performed on a DELL T7500 workstation with two 

Intel
®
 Xeon

®
-X5650 four-core processors at 2.67 GHz, while for acceleration of the procedure by 

parallel processing, the initial grid was divided into four sub-domains, with the METIS algorithm. 

Many researchers have found that flows of this kind with Reynolds numbers ranging lower than 

2000 (Re<2000) can result to steady-state solutions and no Taylor-Görtler-like (TGL) vortices 

[Tai05] appear. In this work, two simulations were performed with aim to reach at a steady-state 

solution; one with a Reynolds number equal to 400 (Re=400) and one at Re=1000, calculated 

with respect to the cube’s edge length. The artificial compressibility parameter β was selected 

equal to 10.0, while the steady-state solution of both described flows was achieved with the 

explicit four-stage Runge-Kutta scheme using a CFL number equal to 0.5. The no-slip boundary 
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conditions in this case are imposed as it is described in Chapter 3, however due to the need to 

maintain constant speed of unity at the inlet, Dirichlet boundary conditions were enforced at the 

upper surface of the cubical cavity. A summary of the solution parameters is presented in Table 

5.2. 

Table 5.2 – Simulation parameters for the lid-driven laminar viscous flow inside a cubical cavity case. 

Parameters 

Type of flow Viscous – Laminar 

Reynolds number 400, 1000 

Angle of attack   

Grid density 

768,628 nodes 

1,280,935 tetrahedrons 

1,050,140 prisms 

Artificial compressibility 

parameter β. 
10.0 

Number of partitions 4 

Number of agglomerations 3 

CFL 0.5 

Computer system 
DELL T7500 workstation with two Intel

(R)
 Xeon

(R)
-

X5650 four-core processors at 2.67 GHz 
  

Figure 5.6 illustrates the velocity profiles of component u on the vertical centerline of the x-z 

plane at y=0.5, along with the profiles of the v component of velocity on the horizontal centerline 

of the same plane at Re=400. The respective results for the case of Re=1000 are presented in 

Figure 5.7. Both results are compared to corresponding numerical solutions by Tai and Zhao 

[Tai05]; sufficient agreement can be reported, demonstrating that the proposed code is capable of 

simulating accurately such complex flows. 

In figure 5.8 the velocity streamlines on the x-y plane at x=0.5, along with the contours of the 

dimensionless u velocity component at Re=400 (left) as well as Re=1000 (right) is presented. The 

lower and two side edges of the plane are considered solid walls, where velocity has a value equal 

to zero, while at the upper edge fluid moves with a velocity equal to unity towards the positive 

direction of the x-axis. The flow at this plane is characterized by a primary vortex near the 

middle, and two smaller ones being created at the bottom of the cavity. It can be observed that the 

primary vortex moves towards the center of the cavity as the Reynolds number increases and two 

smaller vortices appear in the two lower corners, with the leftmost one being more intense in the 

case of Re=1000. In Figure 5.9 similar velocity streamlines along with the u velocity component 

contours are presented at y=0.5 of the x-z plane. In both cases two symmetrical contra-rotating 

vortices can be observed towards the negative direction of the x axis. In the case of Re=1000 a 

singularity point can be observed on the x-z plane near the center of the cubical cavity. This point 

is a discontinuity where the flow is moving vertically to the x-z plane and is also visible in the 

case of Re=1000. Finally, in Figure 5.10, similar streamlines and contours are sketched at x=0.5 

of the y-z plane. Here, two pairs of mirroring vortices appear near the four corners of the cube. 

Each pair consists of a primary and a secondary vortex. The phenomenon intensifies with the 

increase of the Reynolds number and the vortices become more distinct. 
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Figure 5.6 – Distributions of u and v velocity components along the x and y centerlines respectively, of the x-z 

plane at z=0.5 (Re=400). 

 

 
Figure 5.7 – Distributions of u and v velocity components along the x and y centerlines respectively, of the x-z 

plane at z=0.5 (Re=1000). 
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Figure 5.8 – Velocity traces and u velocity contours on x-y plane at z=0.5 with Re=400 (left) and Re=1000 (right). 

 

  
Figure 5.9 – Velocity traces and u velocity contours on x-z plane at y=0.5 with Re=400 (left) and Re=1000 (right). 

 

  
Figure 5.10 – Velocity traces and u velocity contours on y-z plane at x=0.5 with Re=400 (left) and Re=1000 

(right). 
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5.1.3 Steady viscous flow around a circular cylinder 

The quasi-3D laminar flows over a circular cylindrical surface are popular test cases for 

incompressible flow solvers [Cou77] [Fra90] [Tai03] [Vra12], as they tend to produce unsteady 

results in most cases. Steady-state can be achieved only at very low Reynolds numbers, around 

the value of 40, calculated with respect to the cylinder’s diameter. The computational grid, 

presented in Figure 5.11, consists of 474,540 nodes, 1,222,663 tetrahedrons and 494,130 prisms, 

while parallel computation was performed by dividing it into eight partitions. Simulation was 

performed on a workstation with an AMD FX™ 8150 eight-core processor at 3.62 GHz. Further 

acceleration was achieved with the multigrid scheme, for which three coarser grids were 

generated with the directional agglomeration scheme. 

 
Figure 5.11 – Utilized grid density for the steady viscous flow over a circular cylinder. 

As it was mentioned before, steady state solution in this case can be achieved at a very low 

Reynolds number, therefore simulation was performed at Re=40. The artificial compressibility 

parameter was set equal to 10.0, while time integration was performed with the explicit Runge-

Kutta scheme with a CFL number of 0.5. A summary of the simulation parameters is presented in 

Table 5.3.  

In Figure 5.12 the velocity streamlines at the mid-span of the cylinder is presented, along with the 

non-dimensional pressure contours. The two fully developed symmetrical vortices at the wake of 

the cylinder can be observed, while the contours of the u velocity component are presented in 

Figure 5.13. Assessment of this case can be performed by evaluating certain geometric 

parameters of those two vortices [Cou77], which can be easily measured. Figure 5.14 illustrates 

the basic geometric characteristics of the “twin vortices”; namely, Ls is the length of the “standing 

eddies”, measured from the rear end of the cylindrical surface up to the end of the observed 

recirculation, α represents the horizontal length measured from the rear end of the cylinder up to 
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the vortices’ center, b denotes the distance between the two vortices centers and θs is the 

separation angle.  

Table 5.3 – Simulation parameters for the steady viscous flow around a circular cylinder. 

Parameters 

Type of flow Steady viscous 

Reynolds number 40 

Angle of attack   

Grid density 

474,540 nodes 

1,222,663 tetrahedrons 

494,130 prisms 

Artificial compressibility 

parameter β. 
10.0 

Number of partitions 8 

Number of agglomerations 3 

CFL 0.5 

Computer system 
workstation with an AMD FX™ 8150 eight-core 

processor at 3.62 GHz 
  

 

 
Figure 5.12 – Velocity streamlines at the cylinder’s mid-span, and dimensionless pressure contours. 
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Figure 5.13 – Contours of the u velocity component at the mid-span of the cylindrical surface. 

 
Figure 5.14 – Geometric characteristics of the “mirror vortices” appearing at the wake of the cylindrical 

surface. 

In table 5.4 the geometric parameters of the symmetrical vortices at the wake of the cylindrical 

surface, obtained with Galatea-I, are presented in comparison with experimental and numerical 

ones found in the literature. The results for the separation length Ls are closer to the experimental 

ones by Coutanceuau et al. [Cou77], while good agreement with all reference results can be 

reported for the separation angle θs. Sufficient agreement can also be reported for the parameter b, 

while a discrepancy is observed for the length a. This can be attributed to the mesh density at the 

wake of the cylinder. It is believed that finer mesh can provide better results. 
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Table 5.4 – Simulation parameters for the steady viscous flow around a circular cylinder. 

 Separation 

length Ls 

Separation 

angle θs 

a b 

Present solver 2.16D 53.2
 o
 0.51 0.56 

Coutanceau et al. 

[Cou77] (experimental) 
2.13D 53.0

o 
0.76 0.59 

Franke et al. [Fra90] 

(numerical) 
2.36D 53.8

o 
- - 

Vrahliotis et al. [Vra12] 

(numerical) 
2.24D 53.0

o
 0.71 0.59 

     

Finally, the convergence history of the four dimensionless parameters is presented in Figure 5.15. 

The equations were converged up to a residual of 1.0E-9, requiring a little over than 30,000 

iterations. 

 
Figure 5.15 – Convergence history of the four flow parameters for the steady flow around a circular cylinder. 

 

5.1.4 Steady viscous laminar flow around a sphere. 

Viscous flow around a sphere at low Reynolds numbers is a simple test case with a theoretical 

solution concerning the drag force, as it was presented by Stokes in 1851 [Sto51]. However, 

significant interest is found in the simulation of the wake behind a sphere. Flow separation at the 

rear of a sphere begins at a Reynolds number equal to 24 [Tan56] [Joh99], resulting in an 

axisymmetric vortex ring. The flow is steady up to a Reynolds number in the region 

210<Re<270, where the vortex is transformed into a double-threaded wake [Mag61] [Joh99], 

steady in geometry, vortex shedding in nature. 

In this test case the Reynolds number is equal to 100, computed with respect to the sphere’s 

diameter. The computational mesh consists of 265,492 nodes, 236,362 tetrahedrons and 444,288 

prisms, as 32 layers of prisms were generated over the sphere surface, with the first layer distance 
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from the surface mesh equal to 0.025D, where D is the sphere’s diameter. The flow direction is 

along the y axis, with the artificial compressibility parameter being equal to 10.0 and the CFL 

number equal to 0.5. The computational mesh is illustrated in Figure 5.16, while a summary of 

the test case configuration is presented in Table 5.5. 

 

Figure 5.16 – Utilized mesh for the viscous laminar flow around a sphere. 

Table 5.5 – Simulation parameters for the steady viscous flow around a sphere. 

Parameters 

Type of flow Steady viscous 

Reynolds number 100 

Angle of attack   

Grid density 

265,492 nodes 

236,362 tetrahedrons 

444,288 prisms (32 layers) 

Artificial compressibility 

parameter β. 
10.0 

Number of partitions 4 

Number of agglomerations 2 

CFL 0.5 

Computer system 
workstation with an AMD FX™ 8150 eight-core 

processor at 3.62 GHz 
  

In Figure 5.17 the pressure contours around the sphere along with the velocity streamlines is 

presented. The flow separation is obvious, while a pair of symmetrical vortices can be seen at the 

wake of the sphere. Actually, what seems as a pair of vortices is in fact a single axisymmetric 

vortex ring, a slice of which is visible in the figure. This is more obvious in Figure 5.18 where the 

velocity streamlines have been sketched in a three-dimensional form and the axisymmetric vortex 

is clearly defined. The geometric characteristics of the wake region of the sphere have been 

documented by various researchers. The corresponding results of the present solver, compared to 

those reported by various researchers, are presented in Table 5.6. 
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Figure 5.17 – Pressure contours along with velocity streamlines around a sphere at Re=100. 

 

Figure 5.18 – Velocity streamlines at the wake of a sphere. 
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Table 5.6 – Characteristics of viscous laminar flow around a sphere. 

 Separation 

length Ls 

Drag coefficient 

Cd 

Present solver 1.34D 1.098 

Taneda [Tan56] 

(experiment) 
1.39D - 

Lee [Lee00] (numerical) 1.34D 1.087
 

Le Clair [LeC70] 

(numerical) 
- 1.096 

Wang et al.[Wan08] 

(numerical) 
1.36D 1.108 

   

It is clear from the results on Table 5.5 that the present solver is capable of simulating accurately 

such flows as the one presented in this case. The length of the vortex at the wake of the sphere is 

clearly well predicted, as well as the drag coefficient on the sphere. In Figure 5.19 the pressure 

coefficient on the surface of the sphere is presented. The results show very good agreement to the 

numerical results by Lee [Lee00] and Le Clair [LeC70]. Additionally, the pressure coefficient at 

the centerline of the wake region is presented in Figure 5.20 and is compared to the results from 

Lee [Lee00]. Aside from minor discrepancies at approximately x/D=3, a sufficient accuracy is 

observed for the results of the present solver. 

 

Figure 5.19 – Pressure distribution on the surface of the sphere at Re=100. 
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Figure 5.20 – Pressure distribution along the centerline of the wake behind the sphere, at Re=100. 

 

5.1.5 Turbulent flow over a rectangular wing with a NACA0012 airfoil. 

The first test case to introduce the turbulence equations is the quasi-3D problem of turbulent 

viscous flow over a rectangular wing with a NACA0012 airfoil. This specific case proved to be a 

challenge, due to the dense mesh that was required to be generated in order to simulate with 

accuracy the thin boundary layer. The computational mesh that was finally generated, consisted 

of 4,823,633 nodes, 5,182,381 tetrahedrons and 7,687,320 prisms, while it was divided in sixteen 

partitions for parallelized computation on a Dell™ R815 Poweredge server with four AMD 

Opteron™ 6380 sixteen-core processors at 2.50GHz. The computational mesh is presented in 

Figure 5.21. The solution was accelerated employing four coarser meshes for the agglomeration 

multigrid method. The Reynolds number was set equal to 3.0E+6, the artificial compressibility 

parameter was set equal to 10.0 and the CFL number to 0.5. A summary of the simulation 

parameters is presented in Table 5.6. 

  

Figure 5.21 – Utilized mesh for the viscous turbulent flow around a rectangular wing with NACA0012 airfoil. 
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Table 5.7 – Simulation parameters for the steady viscous turbulent flow around a NACA0012 rectangular wing. 

Parameters 

Type of flow Steady viscous turbulent 

Reynolds number 3.0E+6 

Angle of attack   

Grid density 

4,823,633 nodes 

5,182,381  tetrahedrons 

7,687,320 prisms 

Artificial compressibility 

parameter β. 
10.0 

Number of partitions 16 

Number of agglomerations 4 

CFL 0.5 

Computer system 
Dell™ R815 Poweredge server with four AMD 

Opteron™ 6380 sixteen-core processors at 2.50GHz 
  

The simulation in this case was evaluated against the experimental data by Gregory and O’Reilly 

[Greg70]. In Figure 5.22 the pressure coefficient distribution along the mid-span of the 

NACA0012 rectangular wing is presented. It is clear that the results from the proposed solver 

agree very well with the reference experimental data. In Figures 5.23 and 5.24 the contours of 

pressure, streamwise velocity and turbulent kinematic viscosity, respectively, are illustrated. 

 

Figure 5.22 – Pressure distribution along the mid-plane of the NACA0012 rectangular wing. 
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Figure 5.23 – Pressure contours (left) and velocity contours (right) at the mid-span of the NACA0012 

rectangular wing. 

 

Figure 5.24 – Turbulent kinematic viscosity contours at the mid-span of the NACA0012 rectangular wing. 
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5.1.6 Steady turbulent flow around an axisymmetric submarine hull at 0o, 18o and 30o 

angle of attack 

The following benchmark test case is the first part of a family of test cases concerning the 

(pseudo-) steady turbulent flow around the surfaces of a submarine model. The model, named 

SUBOFF, was designed by the David Taylor Research Center (DTRC) [Gro89] [Hua89] [Gor90] 

[Liu98] on behalf of the Defense Advanced Research Projects Agency (DARPA). It was designed 

as an axisymmetric hull with appendable parts, such as a fairwater configuration, stern 

appendages and two different stern ring wings. Experiments in a wing tunnel as well as a towing 

tank were performed at the DTRC on different configurations of the SUBOFF model and on 

different attack angles [Hua89], and the obtained experimental flow results were cross-validated 

with corresponding numerical ones [Gor90]. 

In this study the flow around the axisymmetric hull of the submarine model has been simulated in 

different Reynolds numbers and angles of attack, while the flow around the submarine hull with a 

fairwater configuration has also been simulated at 0
o
 angle of attack and 0

o 
angle of yaw. For the 

generation of the geometric entities of the SUBOFF model, appropriate Fortran codes have been 

developed, based on existing ones published openly by the DTRC [Gro89]. 

 

Figure 5.25 – The geometry of the SUBOFF axisymmetric hull. 

In this case the axisymmetric hull of the SUBOFF model is initially simulated at 0
o
 angle of 

attack with the free-stream Reynolds number equal to 12.0E+6. The flow around the same 

geometry is then simulated at a Reynolds number equal to 14.0E+6 at angles of attack equal to 

0
o
, 18

o
 and 30

o
. All Reynolds numbers are calculated with respect to the length of the model. The 

geometry of the hull is presented in Figure 5.25. The original length of the model is equal to 

14.291667 ft (4.356 m) with a maximum diameter equal to 1.66666667 ft (0.508 m). The utilized 

mesh for this case is presented in Figures 5.26 and 5.27. The three-dimensional hybrid grid 

consisted of 2,132,623 nodes, 4,479,251 tetrahedrons and 2,713,100 prisms. Attention was 

directed to the stern area of the model, where flow separation phenomena were expected to occur; 

thickening of the surface mesh was applied in those regions. The same computational mesh has 

been utilized for all simulated flows. 
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Figure 5.26 –Utilized mesh for the SUBOFF hull case. 

 

 

Figure 5.27 – Detail of SUBOFF hull mesh at the stern area. 

Simulation was performed on a DELL T7500 workstation with two Intel(R) Xeon(R)-X5650 

four-core processors at 2.67 GHz. The CFL number was set equal to 0.5 and the artificial 

compressibility parameter β was set equal to 10.0 for all cases. The original computational 

domain was divided into eight sub-domains for parallel processing. The differentiation in the 

angle of attack was imposed on each case through the boundary conditions and the initial 

conditions. The simulation parameters for this test case are summarized in Table 5.8. 
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Table 5.8 – Simulation parameters for the steady viscous turbulent flow around the SUBOFF bare hull. 

Parameters 

Type of flow Steady viscous turbulent 

Reynolds number 12.0E+6, 14.0E+6 

Angle of attack 0
o
, 18

o
, 30

o
 

Grid density 

2,132,623 nodes 

 4,479,251 tetrahedrons 

 2,713,100 prisms 

Artificial compressibility 

parameter β. 
10.0 

Number of partitions 8 

Number of agglomerations 4 

CFL 0.5 

Computer system 
DELL T7500 workstation with two Intel(R) Xeon(R)-

X5650 four-core processors at 2.67 GHz 
  

Figure 5.28 illustrates the pressure coefficient distribution along the middle of the hull geometry 

at 0
o
 angle of attack for a Reynolds number equal to 12.0E+6, along with reference numerical 

results. Very good agreement is observed between the results obtained by the current solver and 

those found in the literature. The pressure coefficient distribution at the same region for the 

simulation with Reynolds number equal to 14.E+6 is presented in Figure 5.29, while Figure 5.30 

contains the velocity profiles at x\L=0.904. The results for this case are compared to experimental 

ones [Tox08], as well as numerical ones [Gro11]. As it can be observed, there is a good 

agreement with the numerical results, but small discrepancies are observed when compared to the 

experimental ones. Concerning the discrepancies found at the pressure coefficient distribution, 

these are considered negligible as the general form of the pressure distribution is well predicted. 

The poor agreement with the experimental results at the velocity profile data was also observed 

by Gross et al. [Gro11].  

 

Figure 5.28 – Pressure coefficient distribution along the middle of the hull geometry at 0o angle of attack 

(Re=12.0E+6). 
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Figure 5.29 – Pressure coefficient distribution along the middle of the hull geometry at 0o angle of attack 

(Re=14.0E+6). 

 

Figure 5.30 – Velocity profiles at x\L=0.904 of the bare hull model geometry at 0o angle of attack (Re=14.0E+6).  
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Figure 5.31 – Pressure contours at the mid-plane of the hull geometry at 0o angle of attack (Re=12.0E+6). 

Figure 5.31 contains the pressure contours around the hull model at 0
o
 angle of attack, for a 

Reynolds number equal to 12.0E+6. The turbulent kinematic viscosity contours for the same test 

case are presented in Figure 5.32. Finally, in Figure 5.33 the streamwise velocity contours at the 

stern region of the bare hull model, along with the velocity streamlines are illustrated.  

 

Figure 5.32 – Turbulent kinematic viscosity contours along the middle of the hull geometry at 0o angle of attack 

(Re=12.0E+6). 
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Figure 5.33 – Streamwise velocity contours along with velocity streamlines at the stern region of the SUBOFF 

bare hull geometry, at 0o angle of attack (Re=12.0E+6). 

While there are no significant changes in the flow when the Reynolds number increases to 

14.0E+6, there are major differences when the flow angle changes radically, to 18
o
 and then to 

30
o
. The differences in the streamwise velocity contours, as well as the turbulent kinematic 

viscosity contours, between the simulations with the three flow angles, with Reynolds number 

equal to 14.0E+6, are presented in Figure 5.34. As it was expected, at 0
o
 angle of attack the 

turbulent kinematic viscosity increases at the stern area of the hull in a symmetric fashion, leading 

to a thicker turbulent layer. This increase in μτ is due to the minor flow separation phenomena that 

occur in that region, as the thickness of the hull decreases. As the angle of attack increases the 

boundary layer at the windward side becomes thinner, while it thickens at the leeward side. This 

observation can hint at the existence of three-dimensional flow separation phenomena at the 

leeward side of the hull with increasing the angle of attack. These phenomena can be easily 

identified by sketching the skin friction lines on the surface of the model. In Figure 5.35 the skin 

friction lines on the windward and leeward side of the SUBOFF hull are presented for the three 

different attack angles. At higher angles of attack the points where the skin friction lines converge 

indicate flow separation regions. 
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Figure 5.34 – Streamwise velocity contours (left) and turbulent kinematic viscosity contours (right) for the 

turbulent flow around a bare submarine hull at angles of attack equal to a) 0o, b) 18o and c) 30o. 

 

c) Angle of attack = 0o 

b) Angle of attack = 18o 

a) Angle of attack = 30o 



5-25 

 

 

Figure 5.35 – Skin friction lines on the surface of the hull geometry at three angles of attack. Lines are sketched 

on the windward (upper) and leeward (lower) sides. 

 
For the numerical evaluation of the cases with angles of attack equal to 18

o
 and 30

o
 the pressure 

coefficient distributions have been evaluated on the windward and leeward side of the hull, as 

well as the intermediate side. In figure 5.36 the pressure coefficient distribution along the 

midplane of the bare hull geometry at the leeward and windward side is presented. The results 

from the Galatea-I code are compared to numerical ones [Tox08] [Gro11]. A good agreement can 

be found with the corresponding results by Toxopeus with minor discrepancies at the stern of the 

hull, especially at the leeward side, where strong separation phenomena occur. Similar results are 

presented in Figure 5.37 for the case of 30
o
 angle of attack. The results are compared with 

numerical ones by Gross et al. [Gro11] that were produced with their home code, as well as with 

those that they produced with ANSYS
TM

 CFX
TM

. Sufficient agreement can be found with the 

0
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results from both codes at the windward side of the hull, while at the leeward side a slight 

disagreement with the results from their homemade code can be observed; results that were 

produced with CFX
TM

 are very close to the ones produced with Galatea-I. 

 

 

Figure 5.36 – Pressure coefficient distribution along the midplane of the SUBOFF hull at the leeward side 

(upper) and the windward side (lower) at 18o angle of attack. 
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Figure 5.37 – Pressure coefficient distribution along the midplane of the SUBOFF hull at the leeward side 

(upper) and the windward side (lower) at 30o angle of attack. 

 

-1.2 

-1 

-0.8 

-0.6 

-0.4 

-0.2 

0 

0.2 

0.4 

0.6 

0 0.2 0.4 0.6 0.8 1 

C
p

 

x\L 

Pressure coefficient at the leeward side at 30o 
angle of attack 

Gross et al. (CFX) 

Gross et al.( house code) 

Current 

-0.4 

-0.2 

0.0 

0.2 

0.4 

0.6 

0.8 

1.0 

1.2 

0.0 0.2 0.4 0.6 0.8 1.0 

C
p

 

x\L 

Pressure coefficient at the windward side at 30o 
angle of attack 

Gross et al. 

Current 



5-28 

 

5.1.7 Turbulent flow around a submarine hull with bridge fairwater configuration. 

The next case comes from the SUBOFF family and concerns the turbulent flow around the bare 

hull geometry that was described in the previous section, attached with a bridge fairwater 

configuration. Similarly to the previous case, the fairwater sail geometry was produced using the 

appropriate Fortran codes. The fairwater sail is attached on the hull geometry at x\L=0.207 and is 

modeled as forebody, a parallel middle body and an afterbody region; a sail cap attaches to the 

top of the geometry. Figure 5.38 illustrates the fairwater geometry, while the complete model is 

presented in Figure 5.39. 

 

Figure 5.38 – Fairwater sail geometry attached on the SUBOFF hull geometry. 

 

Figure 5.39 – Complete model of the SUBOFF hull with attached fairwater sail configuration. 
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In order to reduce the computational cost, as well as the memory consummation, the symmetry of 

the flow was exploited and half of the geometry was meshed. The utilized mesh consisted of 

1,873,583 nodes, 5,830, 454 tetrahedrons, 1,689,493 prisms and 532 pyramids. The inflation 

mesh that consisted of prisms contained 15 layers, while the first layer’s distance from the solid 

wall was equal to 5∙10
-5

L. Attention was focused on the fairwater area, as the most complex 

phenomena encountered in this case would appear near that region; thickening of the mesh was 

applied in certain regions of the sail geometry, especially the leading and trailing edges, as well as 

its base. As with the bare hull geometry, increase of the mesh density was applied at the stern area 

of the model. In Figure 5.40 the utilized mesh is presented as a whole, along with details of the 

mesh thickening that was applied in certain areas of the model. In Figure 5.41 detailed view of 

the mesh at the fairwater area is presented. 

  

Figure 5.40 – Utilized computational mesh for the SUBOFF hull with fairwater configuration test case. 

 

Figure 5.41 – Detailed view of the mesh at the fairwater sail area. 
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The Reynolds number for this case was set equal to 12.0E+6, calculated with respect to the hull’s 

length. The artificial compressibility parameter was set equal to 10.0 and the explicit Runge-

Kutta temporal discretization scheme was realized with a CFL number equal to 0.5. Simulation 

was performed on a Dell T7500 workstation with two Intel® Xeon® X5660 four-core processors 

at 2.80 Ghz. For parallel processing the utilized mesh was partitioned into eight sub-domains. A 

summary of the simulation parameters can be found in Table 5.9. 

Table 5.9 – Simulation parameters for the steady viscous turbulent flow around the SUBOFF hull with fairwater 

sail configuration. 

Parameters 

Type of flow Steady viscous turbulent 

Reynolds number 12.0E+6 

Angle of attack 0
o
 

Grid density 

1,873,583 nodes 

5,830,454 tetrahedrons 

1,689,493 prisms 

532 pyramids 

Artificial compressibility 

parameter β. 
10.0 

Number of partitions 8 

Number of agglomerations 4 

CFL 0.5 

Computer system 
Dell T7500 workstation with two Intel® Xeon® X5660 

four-core processors at 2.80 Ghz. 
  

 

 

Figure 5.42 – Pressure contours on the surface and around the SUBOFF hull and fairwater sail model. 
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Figure 5.43 – Streamwise velocity contours on the surface and around the SUBOFF hull and fairwater sail 

model. 
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Figure 5.44 – Turbulent kinematic viscosity contours on the surface and around the SUBOFF hull and fairwater 

sail model. 

As it was expected, due to the fairwater configuration, a thick turbulent boundary layer can be 

observed at the upper region of the hull, due to the wake of the sail. As it is visible in Figures 5.42 

and 5.43, a stagnation point exists at the forebody region of the sail, that leads to high pressure 

values (Figure 5.42) and low streamwise velocity values (Figure 5.43). The generated turbulent 

boundary layer at the wake of the sail is visible in Figure 5.44, where the turbulent kinematic 

viscosity is plotted.  



5-33 

 

  

Figure 5.45 – Pressure contours and velocity streamlines around the fairwater sail (left). Detail of the horseshoe 

vortex developing before the stagnation point at the base of the sail (right). 

 

Figure 5.46 – Pressure contours and velocity streamlines on the Y-Z plane at the trailing edge of the fairwater 

sail. 

At the base of the fairwater configuration a horseshoe vortex is developing as the flow at the 

stagnation point is swept downwards and interferes with the boundary layer at the hull. The 

vortex is presented in Figure 5.45, where on the left the pressure contours, along with the velocity 

streamlines are sketched around the fairwater sail, while on the right a detail at the base upwind 

the sail is shown, with a more obvious illustration of the horseshoe vortex. On the same figures 

there can be seen that there is considerable turning of the flow over the top of the sail. In Figure 

5.46 the area at the trailing edge of the sail is illustrated, with the pressure contours and crossflow 

velocity streamlines at that area. The trailing vortex at the base of the sail, part of the horseshoe 
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vortex that is presented in Figure 5.47 is also evident. The flow in this figure is pictured as if the 

viewer would look forward, towards the bow of the submarine. Moreover, on the same figure, a 

secondary vortex can be observed, developing at the tip of the sail. The tip vortex is of minor 

intensity and dissipates towards the stern of the hull, either due to viscosity or numerical factors. 

In Figures 5.47, 5.48 and 5.49, the pressure coefficient on various points on the fairwater sail and 

on various heights was calculated and compared to numerical results by Gorski et al. [Gor90]. 

Although a discrepancy is observed between the current and reference results near the leading 

edge of the sail, the pressure coefficient at the rest of the geometry seems to agree very well with 

the numerical results. As the point near the leading edge (0.207L) is near the symmetry plane of 

the model, the observed discrepancy can be attributed to numerical diffusion due to the symmetry 

boundary conditions in that area. In Figure 5.50 the velocity streamlines around the SUBOFF hull 

with fairwater sail configuration are presented in a three-dimensional perspective. The forming 

horseshoe vortex is visible at the base in front of the fairwater sail, while the flow envelopes the 

whole geometry with adequate turning over the presented obstacles. 

 

Figure 5.47 – Pressure coefficient on the sail at height z=0.0629L. 

-1 

-0.8 

-0.6 

-0.4 

-0.2 

0 

0.2 

0.4 

0.6 

0.8 

1 

1.2 

0.2 0.22 0.24 0.26 0.28 0.3 

C
p

 

x/L 

z=0.0629L 

Current 

Gorski et al. (numerical) 



5-35 

 

 

Figure 5.48 – Pressure coefficient on the sail at height z=0.0818L. 

 

 

Figure 5.49 – Pressure coefficient on the sail at height z=1.007L. 
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Figure 5.50 – Velocity streamlines around the SUBOFF hull with the fairwater sail configuration. 
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5.2 Unsteady numerical solutions 

5.2.1 Unsteady laminar flow around a circular cylinder 

The first test case that involves unsteady flow conditions is the popular among researchers 

[Rog90] [Bel95] [LiuC98] [Cha99] [Tai03] [Vra12] laminar viscous flow around a circular 

cylinder test case. This kind of flow produces unsteadiness at very low Reynolds numbers (just 

over 100) and as such has been very well documented in the open literature. While as 

demonstrated in Chapter 5.1.3 with steady laminar flow around a circular cylinder a pair of 

symmetrical vortices appear at the wake of the cylindrical surface, when the Reynolds number 

increases beyond 100 these vortices begin to oscillate. In each real time step there is a large and a 

smaller vortex following oscillatory motion and shedding vortices at the wake of the cylinder, 

thus forming the so called von Karman street [VKa63]. 

 

Figure 5.51 – Geometry of the computational field for unsteady flow around a circular cylinder. 

  

Figure 5.52 – Computational mesh for the simulation of unsteady laminar flow around a circular cylinder. 

The utilized geometry for this model consisting of a circular cylinder of diameter D=1m, and 

length L=2m is presented in Figure 5.51. In order to fully capture the Von Karman street 

phenomenon the field at the wake of the cylinder was extended to 30D, while at the upstream 

region, as well as over and under the cylinder the length of the computational field was equal to 

10D. The generated computational mesh consisted of 1,361,895 nodes, 6,975,754 tetrahedrons 

and 274,770 prisms; the latter enveloped the cylindrical surface in 15 layers. The first layer height 

was equal to 1.0E-3, while at the area of the wake sufficient thickening of the mesh was applied 
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to accurately calculate all the flow phenomena in that region. The computational mesh is 

presented in Figure 5.52. 

Simulation for this case was performed on a workstation with an AMD FX™ 8150 eight-core 

processor at 3.62 GHz. The computational mesh was divided into eight sub-domains for parallel 

processing, while three coarser meshes were generated with the agglomeration method for 

employing the directional agglomeration multigrid methodology in order to further accelerate the 

simulation procedure. The Reynolds number was set equal to 200, calculated with respect to the 

cylinder’s diameter, while the artificial compressibility parameter was set equal to 10.0 and the 

CFL number was equal to 0.5; the dimensionless real time step was equal to 0.05. A summary of 

the simulation parameters can be found in Table 5.10. 

Table 5.10 – Simulation parameters for the unsteady laminar flow around a circular cylinder. 

Parameters 

Type of flow Unsteady Laminar 

Reynolds number 200 

Angle of attack   

Grid density 
1,361,895 nodes 

6,975,754 tetrahedrons 

 274,770 prisms 

Artificial compressibility 

parameter β. 
10.0 

Number of partitions 8 

Number of agglomerations 3 

CFL 0.5 

Dimensionless real time step 0.05 

Computer system 
Workstation with AMD FX™ 8150 eight-core processor at 

3.62 GHz. 
  

In Figure 5.53 the evolution of lift and pressure coefficients on the cylinder surface through real 

time is presented. It can be observed that unsteadiness is achieved from the first real time 

moments, where the oscillatory movement of the flow is at a minimum. The phenomenon 

increases in amplitude and achieves periodicity at approximately dimensionless real time equal to 

45. The frequency of the periodic oscillatory motion can provide the Strouhal number, which is a 

dimensionless number that describes the vortex shedding phenomenon and is calculated as: 

   
   

  
 (5.1) 

  

where f is the vortex shedding frequency, L∞ is the characteristic length and U∞ is the far field 

velocity. In Table 5.11 the Strouhal number, the mean lift and drag coefficients, as well as their 

deviations are compared to reference results found in [Rog90] [Bel95] [LiuC98] [Cha99] [Tai03] 

[Vra12]. It is obvious that there is sufficient agreement between the results from Galatea-I and 

the reference ones. 
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Table 5.11 – Comparison of flow numerical properties between current and reference solvers. 

 

St CL CD 

Current 0.196 0.0±0.63 1.34±0.047 

Rogers and Kwak [Rog90] 0.185 0.0±0.65 1.23±0.05 

Belov et. al. [Bel95] 0.193 0.0±0.64 1.19±0.042 

Liu et. al. [LiuC98] 0.192 0.0±0.69 1.31±0.049 

Chan and Anastasiou [Cha99] 0.183 0.0±0.63 1.48±0.05 

Tai et al. [Tai03] 0.195 0.0±0.64 1.31±0.041 

Vrahliotis et al. [Vra12] 0.198 0.0±0.69 1.36±0.046 

 

 

Figure 5.53 – Time history of lift and drag coefficients on the circular cylinder. 

 

In Figures 5.54 through 5.57 the pressure contours and velocity streamlines around the circular 

cylinder are illustrated for four different moments in a period of the oscillatory phenomenon 

(T=0, T=0.25, T=0.5 and T=0.75). The vortex shedding phenomenon is very clear in these 

illustrations, as there can be observed a periodic movement of two vortices (a major and a minor 

one) at the wake of the cylinder. The iconic Von Karman Street can also be observed as it 

propagates towards the rear boundary of the computational domain. The vortex shedding 

phenomenon is more clearly illustrated in Figure 5.58, where the evolution of the vorticity 

contours at the wake of a cylinder in a period of the phenomenon is presented. 
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Figure 5.54 – Pressure contours and velocity streamlines around a cylinder at T=0. 

  

Figure 5.55 – Pressure contours and velocity streamlines around a cylinder at T=0.25. 

  

Figure 5.56 – Pressure contours and velocity streamlines around a cylinder at T=0.5. 
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Figure 5.57 – Pressure contours and velocity streamlines around a cylinder at T=0.75. 

 

Figure 5.58 – Evolution of vorticity contours in a period of the vortex shedding phenomenon. 
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5.2.2 Unsteady turbulent flow around a circular cylinder. 

Utilizing the same geometry as with the previous chapter, the turbulent viscous flow around a 

circular cylinder was simulated. In order to reduce the computation time, as expected by the 

turbulence modeling and the unsteady computation, a coarser mesh than the one utilized in the 

laminar viscous case was generated. The new mesh consisted of 654,103 nodes, 1,305,744 

tetrahedrons and 810,650 prisms, with the height of the first prism being equal to 5∙10-4D, where 

D is the cylinder’s diameter. The Reynolds number of the free-stream flow was set equal to 

1.0E+6, calculated with respect to D. The artificial compressibility parameter was set equal to 

10.0. Integration in pseudo-time was performed with a CFL number equal to 0.5, while the 

simulation was advanced in time with a dimensionless real time step equal to 0.05. The 

simulation was accelerated via parallel processing by dividing the initial mesh into eight sub-

domains, while the agglomeration multigrid technique was employed, by generating two coarser 

meshes for each sub-domain, employing the full-coarsening directional agglomeration technique. 

A summary of the simulation parameters can be found in Table 5.12. 

Table 5.12 – Simulation parameters for the unsteady turbulent flow around a circular cylinder. 

Parameters 

Type of flow Viscous Turbulent, Unsteady 

Reynolds number 1.0E+6 

Angle of attack   

Grid density 
654,103 nodes 

 1,305,744 tetrahedrons 

810,650 prisms 

Artificial compressibility 

parameter β. 
10.0 

Number of partitions 8 

Number of agglomerations 3 

CFL 0.5 

Dimensionless real time step 0.05 

Computer system 
Workstation with AMD FX™ 8150 eight-core processor at 

3.62 GHz. 
  

As with the laminar viscous flow case, the resulting flow is oscillatory in nature, shedding 

vortices periodically and generating the iconic Von-Karman Street. The evolution in time of the 

flow around the cylindrical surface can be observed in Figure 5.59, where the lift and drag 

coefficients around the object are plotted as a function of time. Contrary to the results from the 

laminar viscous flow case, the oscillatory character of the turbulent flow is simulated from the 

very first real time moment, with the magnitude of the lift and drag coefficient intensifying in 

time and finally achieving periodicity.  
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Figure 5.59 – Time history of lift and drag coefficient on circular cylinder under turbulent viscous flow. 

The periodic nature of the flow can be also observed in Figures 5.60 to 5.63, where the pressure 

coefficient with the velocity contours is presented on the left side, while on the right side the 

turbulent kinematic viscosity is illustrated. The Von Karman Street phenomenon is obvious in 

these figures, especially in the illustrations of the turbulent kinematic viscosity; as the flow 

develops towards the rear side of the computational domain the phenomenon dissipates due to the 

magnitude of the turbulent kinematic viscosity. In Figure 5.64 the evolution of the vorticity 

contours at the wake of the cylinder are presented as they evolve in a period of the phenomenon. 

   

  

Figure 5.60 – Pressure contours with velocity streamlines (left) and turbulent kinematic viscosity contours 

(right) around the cylinder at T=0. 
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Figure 5.61 – Pressure contours with velocity streamlines (left) and turbulent kinematic viscosity contours 

(right) around the cylinder at T=0.25. 

  

Figure 5.62 – Pressure contours with velocity streamlines (left) and turbulent kinematic viscosity contours 

(right) around the cylinder at T=0.5. 
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Figure 5.63 – Pressure contours with velocity streamlines (left) and turbulent kinematic viscosity contours 

(right) around the cylinder at T=0.75. 

The qualitative evaluation of the results obtained with the current code can be found in Table 

5.13, where the Strouhal number for the vortex shedding phenomenon, as well as the drag 

coefficient around the cylindrical surface are compared to corresponding results found in [Shi93] 

[Cat03]. While the result for the Strouhal number is in the same range with the reference ones, a 

large differentiation can be observed in the drag coefficient result. 

Table 5.13 – Comparison of results for unsteady turbulent flow around circular cylinder at Re=1.0E+6. 

 

St CD 

RANS (Current) 0.222 1.18 

Shih et. al. [Shi93] (experimental) 0.203 0.24 

Catalano [Cat03] (URANS) 0.31 0.40 

Catalano [Cat03] (LES) 0.35 0.31 
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Figure 5.64 – Evolution of vorticity contours in a period of the vortex shedding phenomenon for turbulent flow 

around a circular cylinder. 

 

5.2.3 Unsteady turbulent flow around a tall building. 

The air flow around the Commonwealth Advisory Aeronautical Research Council (CAARC) 

standard tall building consists a popular test case among researchers [Pat86] [Che04] [Hua07] 

[Bra09] [Dag09] [Dag10] [Dan13] [Zha15], especially in cooperation with structural analysis 

codes and the simulation of the building deformation due to strong wind effects. Initially, the 

building model was proposed for the comparison of various wind tunnel techniques used for the 

simulation of natural wind characteristics [Mel80] [Syk83] [Bla85] [Tan86] [Oba92] [Xu92]. The 

original geometry of the building consisted of a simple rectangular prism with length (L) equal to 

30.8m (100ft), width (W) equal to 45.72m (150ft) and height (H) equal to 183.88m (600ft). 

Additional specifications for the building’s geometric characteristics suggested that it had to have 

a flat top, without parapets, and the exterior walls had to be flat without mullions or other 

geometric disturbances [Mel80]. In Figure 5.65 a sketch of the geometric model that was 

prepared for this case is presented. The boundary walls of the computational domain were 
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modeled at a sufficient distance from the building, as proposed by Huang et al. [Hua07], in order 

to eliminate the flow obstacle effect that is caused with the interaction of the inflow velocity with 

the building geometry [Mur98]. 

 
 

Figure 5.65 – Geometry of the CAARC standard tall building test case. Top View (up) and Side View (down). 

In figures 5.66 and 5.67 the computational mesh generated for this case is presented. As the flow 

is three-dimensional with unsteady nature, no symmetry boundary condition could be applied and 

the complete geometry had to be included in the mesh. In order to keep computation time to a 

minimum and considering the amount of real time iterations that the simulation would have to 

complete, a rather coarse mesh was generated, consisting of 434,082 nodes, 623,801 tetrahedra 

and 640,685 prisms. As the base surface of the model constitutes the ground around the building, 

solid wall boundary conditions had to be applied there as well. Therefore, in order to accurately 

calculate the boundary layer effect at the ground around the building, as well as on the building 

surfaces, the inflation layer of prisms constituted of 20 layers, with the first layer height equal to 

W/2500 and a growth factor of 1.2. Details of the mesh inflation layer can be seen in Figure 5.67. 
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Figure 5.66 – Far view of the computational mesh for the flow around the CAARC standard tall building test 

case. 

  
Figure 5.67 – Computational mesh around the CAARC tall building geometry (left) and detail of inflation layers 

at the base of the building (right). 

In order to simulate wind behavior at such a low height (183m), the wind at the inlet had to be 

specially defined. As it is proposed by Huang et. al [Hua07] there are two kinds of expressions to 

define the velocity profile at the atmospheric boundary layer; one using a power law and another 

utilizing a logarithmic law. In this case the first was implemented, where the inlet velocity at each 

height was calculated using the following formula. 
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 (5.2) 

  

where                is the value of air velocity at a height equal to the building height,    is 

the building height and α is a coefficient that in this case is equal to 0.3. The inlet velocity is 

calculated on each node of the computational domain and is implicitly imposed as boundary 

condition through the characteristics based boundary conditions scheme. Another important 

aspect of the wind inflow is the turbulence intensity profile and its significance for the accuracy 

of the simulation is often mentioned in the open literature [Hua07] [Bra09] [Dag09]. Turbulence 

intensity can be described as the level of turbulence and is defined as: 

  
    

 
 (5.3) 

  

where      is the root mean square of the turbulent velocity fluctuations and U is the mean 

velocity. The turbulent kinetic energy can be calculated from the turbulence intensity as [Hua07]: 

  
 

 
       (5.4) 

  

while the dissipation rate ω can be calculated as a function of k as [FLU6.3]: 

  
  

     
 (5.5) 

  

where Cμ is an empirical constant specified in the turbulence model, approximately equal to 0.09 

and l is the turbulence integral length scale, which in this case is equal to 0.58m as it was 

measured at the model height H in the wind tunnel tests performed by Huang et al. [Hua07]. 

While for the velocity profile equation 5.2 was implemented in the code, the velocity intensity 

profile values at the inlet were interpolated from the wind tunnel test data reported by the same 

team [Hua07]. In Figure 5.68 the velocity profile at the inlet, as well as the turbulence intensity 

profile are presented. At the top, left and right side of the model free-slip boundary conditions 

were imposed. 

The Reynolds number for this case was equal to 380,000 and was measured based on the building 

height (H) and the velocity at the same position (UH). The non-dimensional variables used in this 

code were defined with the use of these values. The artificial compressibility parameter was set 

equal to 10.0, while the CFL number was equal to 0.5. Computation was performed on a 

workstation with an AMD FX™ 8150 Eight-Core processor at 3.62 GHz, with a partitioning of 

the original domain into six smaller sub-domains for parallel processing. Due to the small size of 

the computational mesh it was deemed unnecessary to use the multigrid method as well. The 

unsteady simulation was performed for 1300 real time iterations in order to obtain the time 

averaged results. The real time step was equal to Δt=0.05 and in each time step 50 pseudo-time 

iterations were performed, except for the initial real time iteration, where totally 3000 pseudo-

time iterations were needed for the simulation to achieve a good initial condition. A summary of 

the simulation parameters is presented in Table 5.14. 
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Figure 5.68 – Velocity profile (left) and turbulence intensity profile (right) at the inlet of the CAARC tall 

building model. 

 

Table 5.14 – Simulation parameters for the unsteady turbulent flow around the CAARC tall building. 

Parameters 

Type of flow Viscous Turbulent, Unsteady 

Reynolds number 380,000 

Angle of attack    

Grid density 

434,082 nodes 

623,801 tetrahedrons 

640,685 prisms 

Artificial compressibility 

parameter β. 
10.0 

Number of partitions 6 

CFL 0.5 

Real time step 0.05 

Computer system 
Workstation with AMD FX™ 8150 Eight-Core processor at 

3.62 Ghz 
  

The mean pressure coefficient on the building wall at the height of z=2/3H is presented in Figure 

5.69 and is compared to corresponding results found in [Hua07] [Dag09]. The pressure 

coefficient diagram can be separated into three regions. Values at x\L = [0, 1.5] represent the 

windward side of the building, values at x\L = [1.5, 2.5] represent the parallel to the flow side of 

the building and values at x\L = [2.5, 4] represent the leeward side of the building. As it is 

obvious, the pressure distribution at the front wall of the building agrees very well with the 

experimental results, as well as the numerical ones. At the side walls there is good agreement 

with the numerical results by Huang et al. [Hua07] while it differs from the numerical results by 

Dagnew et al. [Dag09] mainly in magnitude. However there is a significant discrepancy 

compared to the experimental results by both researchers. These discrepancies are observed in 
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their reports as well and are attributed to the selection of the turbulence model and on differences 

at the turbulence conditions set at the inflow in each case. At the leeward side of the building the 

pressure distribution falls at the same range as the reference results. Slight discrepancies can be 

observed in the magnitude of the pressure distribution; however results from the wind tunnel 

experiments performed by Huang et al. are in very good agreement with the results of the current 

code. 

 

Figure 5.69 – Mean pressure coefficient distribution at z=2/3H of the CAARC standard tall building. 

 

In figures 5.70 and 5.71 the pressure coefficient contours on the windward and leeward wall of 

the CAARC building are presented, respectively. On the windward side it is obvious that 

maximum pressure effect is achieved near the top of the building, where the velocity profile 

reaches a maximum, while at the base of the building an increase in the pressure coefficient along 

with its decrease at the sides of the building due to flow separation designates the development of 

a horseshoe vortex as is typical with similar flows around blunt bodies with sharp edges [Hus96] 

[Iac03]. At the sides of the building separation of the flow leads to low values of the pressure 

coefficient, while at the leeward side of the building similar values designate the area where the 

major vortices appear. 

-2.5 

-2 

-1.5 

-1 

-0.5 

0 

0.5 

1 

1.5 

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 

C
p

 

x\L 

Mean pressure coefficient at z=2/3H 

 Current 

Huang et al. - experimental 

Huang et al. - k-ε 

Dagnew et al. - Wind tunnel test data 

Dagnew et al. k-ε 

1.5 

4 

2.5 

Wind 

x\L 
0 



5-52 

 

 

Figure 5.70 – Mean pressure coefficient contours on the windward side of the building. 

 

Figure 5.71 – Mean pressure coefficient contours on the leeward side of the building. 

In figure 5.72 the pressure and velocity contours at the mid-plane of the CAARC standard tall 

building are presented. As it was expected, high pressure appears at the windward side near the 

top of the building, where wind velocity reaches its maximum value, while there is underpressure 

due to the building geometry at its leeward side. Furthermore, the velocity contours clearly reveal 

the variations induced by the velocity profile at the inlet, while at the leeward side of the building 

the streamwise velocity has negative values, due to the recirculation phenomena developed at that 
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area. It can be observed that no flow obstacle effect is developed at the outlet, justifying the 

chosen length of the computational domain.  

 

Figure 5.72 – Pressure contours (up) and streamwise velocity contours (down) at the mid-plane of the CAARC 

tall building case. 

In figure 5.73 the pressure contours along with the velocity streamlines around the CAARC 

building are presented, where several features of the flow can be observed. At the base of the 

building at the windward side the horseshoe vortex that was described above is obvious. This 

vortex “hugs” the building and eventually dissipates at the leeward side due to viscosity. At the 

Y-Z plane a major vortex is developed near the top of the building with a secondary one at the 

base of it. These vortices are developed at the Y-X plane as a pair of twin symmetrical vortices at 

the leeward side of the building. Finally, at the walls of the building that are parallel to the flow, 

smaller vortices develop due to separation of the flow that is caused by the model’s geometry. 
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Figure 5.73 – Pressure contours and velocity streamlines at the mid-plane (left) and at height z=2/3H of the 

CAARC standard tall building. 

 

5.2.4 Turbulent flow around the DLR-F11 model at 7o angle of attack. 

The final test case that was considered with the Galatea-I code concerns the flow around an 

aircraft geometry with a high lift configuration, as it would have been during landing. While the 

air is a compressible fluid, flows in such conditions are of low-Mach numbers (below 0.3) and 

thus the flow is considered incompressible. This specific test case was designed by NASA for the 

purposes of the 2
nd

 High Lift Prediction Workshop (HiLiftPW-2) that was held in June 2013 in 

San Diego, California [Cav14] [Chi14] [Del14] [Eli14] [Hof14] [Han14] [Lee15] [Mav15] 

[Mur15] [Rud14] [Rum14]. The geometry consists of the DLR-F11 model; a generic semi-span 

wing consisted of three elements (leading edge slat, wing, and trailing edge Fowler flap) with a 

body pod [Rum14]. The aircraft geometry is presented in Figure 5.74, while in Figure 5.75 the 

different elements of the aircraft model are described. The untwisted swept wing of the model had 

a semi-span equal to 1.4m and an aspect ratio of 9.353, while the aerodynamic chord was equal to 

0.34709m. The wing components were set in one particular landing configuration; the slat set at 

26.5
o
 and the flap at 32

o
, while both slat and flap were mounted on the wing with the appropriate 

slat tracks and flap tracks, respectively, collectively referred at as “support brackets” or 

“brackets”. The model was tested both at low and high Reynolds numbers test wind tunnels, 

providing results on the forces, moments, and surface pressures for various angles of attack 

[Rud12].  

The high Reynolds number flow conditions were Re=15.1E+6, Mach=0.175, Tref =114.0 K, pref = 

295 kPa, while the low Reynolds number flow conditions were Re=1.35E+6, Mach=0.175, Tref 

=298.6 K, pref = 100.7 kPa. The Reynolds numbers were calculated with respect to the 

aerodynamic chord length. For the HiLiftPW-2 the geometry of three configurations of the DLR-

F11 model were provided; Config 2 consisted of the wing-body-high lift system plus a side-of-

body flap seal, Config 4 consisted of Config 2 along with the slat and flap support brackets, and 

Config 5 consisted of Config 4 as well as some slat pressure tube bundles. For each configuration 
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a set of coarse, medium, and fine grids were provided by NASA, while the participants were 

allowed to generate their own meshes. 

 

Figure 5.74 – Geometry of the DLR-F11 aircraft model. 

 

Due to the size of the provided meshes and restrictions in computational resources, simulation 

was carried out on the more simple geometry; Config 2 was selected, where the wing consisted of 

the three components, without the support brackets, or the pressure tube bundles. Although as it 

was demonstrated by Chitale et al. [Chi14], these brackets alter the flow behavior, especially 

under the wing, simulation of the flow around the simpler configuration provided adequate 

results, capable of demonstrating the current code’s capabilities. The simulation was performed 

for angles of attack equal to 7
o
 and 12

o
. In this section the results for the 7

o
 angle of attack are 

presented. The utilized computational mesh was characterized as “medium” in density and 

consisted of 30,767,679 nodes, 58,300,006 tetrahedrons, 40,864,715 prisms and 275,227 

pyramids. In Figure 5.76 the utilized computational grid is presented in whole, as well as a detail 

of the surface mesh at the aircraft region. Simulation was carried out on a Dell™ R815 

Poweredge server with four AMD Opteron™ 6380 sixteen-core processors at 2.50GHz. The 

initial domain was divided into 32 sub-domains for parallel processing. Integration in pseudo-

time was achieved with a CFL number equal to 0.25, while the artificial compressibility 
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parameter was equal to 10.0. Due to unsteadiness that occurred during the initial run of this test 

case, the flow was subsequently treated as unsteady in nature; the dimensionless real time step 

was set equal to 0.5 and the simulation was carried out for 43 real time iterations. A summary of 

the case parameters can be found in Table 5.15. 

 

Figure 5.75 – Detailed view of the elements consisting the DLR F-11 aircraft model. 

 

Figure 5.76 – Computational mesh for the simulation of the turbulent flow around the DLR-F11 model. 
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Table 5.15 – Simulation parameters for the turbulent flow around the DLR-F11 model (7o angle of attack). 

Parameters 

Type of flow Viscous Turbulent, Unsteady 

Reynolds number 15.1E+6 

Angle of attack 7
o
 

Grid density 

30,767,679 nodes 

58,300,006 tetrahedrons 

40,864,715 prisms 

275,227 pyramids 

Artificial compressibility 

parameter β. 
10.0 

Number of partitions 32 

CFL 0.25 

Real time step 0.5 

Computer system 
Dell™ R815 Poweredge server with four AMD Opteron™ 

6380 sixteen-core processors at 2.50GHz 
  

Quantitative evaluation of the test case results was performed by comparing with the 

experimental data of the pressure coefficient along several cross-sections of the wing, which were 

provided by the workshop organizers [Rud12]. Corresponding results from the current solver 

were extracted as the time-average results from the 43 real time iterations that have been 

performed. Figures 5.77 to 5.86 illustrate such comparisons. The pressure coefficient distribution 

on each figure is divided into three parts; the leftmost area represents the leading edge slat, the 

middle part is the wing area and the rightmost part is the pressure distribution around the trailing 

edge flap. Good agreement is found between current numerical and experimental data on most 

cross-sections. Some discrepancies can be observed at 89.1% and 96.5% of the wing span, which 

are located near the tip of the wing. These disagreements are especially located at the flap area, 

where flow separation phenomena are expected to occur, on a very small area. Refinement of the 

mesh in that specific area could produce better results, however the current discrepancies are 

considered of minor impact. 

   

Figure 5.77 – Pressure coefficient distribution around the DLR-F11 wing at 15% wing span (7o attack angle). 
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Figure 5.78 – Pressure coefficient distribution around the DLR-F11 wing at 28.8% wing span (7o attack angle). 

 

Figure 5.79 – Pressure coefficient distribution around the DLR-F11 wing at 44.9% wing span (7o attack angle). 

 

Figure 5.80 – Pressure coefficient distribution around the DLR-F11 wing at 54.3% wing span (7o attack angle). 
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Figure 5.81 – Pressure coefficient distribution around the DLR-F11 wing at 68.1% wing span (7o attack angle). 

 

Figure 5.82 – Pressure coefficient distribution around the DLR-F11 wing at 71.5% wing span (7o attack angle). 

 

Figure 5.83 – Pressure coefficient distribution around the DLR-F11 wing at 75.1% wing span (7o attack angle). 
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Figure 5.84 – Pressure coefficient distribution around the DLR-F11 wing at 81.8% wing span (7o attack angle). 

 

Figure 5.85 – Pressure coefficient distribution around the DLR-F11 wing at 89.1% wing span (7o attack angle). 

 

Figure 5.86 – Pressure coefficient distribution around the DLR-F11 wing at 96.4% wing span (7o attack angle). 
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In Figures 5.87 to 5.89 the pressure contours along with the streamlines around the DLR-F11 

wing at various wing spans are illustrated. Various flow phenomena can be observed in those 

Figures. The flow comes at the wing at an attack angle of 7
o
. The stagnation point at the leading 

edge slat is obvious in all three figures. Due to the geometry of the slat, the flow separates at its 

lower point and forms a vortex between the slat and the wing. The vortex is more visible near the 

aircraft body (15% wing span) and is carried along the pocket that is formed between the slat and 

the wing as it is obvious in all the figures. A similar vortex is formed at the rear of the wing, at 

the area between the wing and the trailing edge flap. Both vortices are the reason for the 

unsteadiness that was observed during the simulation. The streamlines envelop all three 

components of the wing and a thick boundary layer is formed at the leeward side of the wing, as it 

can be observed in Figure 5.90, where the turbulent kinematic viscosity contours at 15% wing 

span are presented. Finally, there can be observed a streamline curvature at the leeward side of 

the flap area, due to the structure of the geometry. However, this curvature is not visible at 96.4% 

wing span, where the flow is separated at the flap region, due to proximity to the wing tip. An 

overall picture of the pressure contours on the DLR-F11 model surfaces is presented in Figure 

5.91. 

 

Figure 5.87 –Pressure contours (left) and velocity streamlines (right) around DLR-F11 wing at 15% wing span. 
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Figure 5.88 –Pressure contours (left) and velocity streamlines (right) around DLR-F11 wing at 54.3% wing span. 

 

 

Figure 5.89 –Pressure contours (left) and velocity streamlines (right) around DLR-F11 wing at 96.4% wing span. 
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Figure 5.90 –Turbulent kinematic viscosity contours around DLR-F11 wing at 15% wing span (7o attack angle). 
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Figure 5.91 – Pressure contours on the DLR-F11 aircraft surfaces (7o angle of attack). 
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In Figure 5.92 the vorticity contours at the wake of the DLR-F11 wing were sketched on 

successive X-Y parallel planes, in order to picture the wingtip vortex that is generated in that 

area. The computed results are compared qualitatively to those from Chitale et al. [Chi14], who 

published similar illustrations of the vorticity contours at the same region. As it can be observed, 

the vorticity contours predicted with the Galatea-I software are of slightly better quality than the 

ones produced with the Medium mesh (approx. 17.34 million nodes) of Chitale et al., while they 

are worse than the ones produced with their Fine mesh (approx. 112.96 million nodes). A view of 

the same vorticity contours observed from top-rear side of the aircraft is illustrated in Figure 5.93. 

  

Figure 5.92 – Vorticity contours on Y-Z planes at the wake of the DLR-F11 wing (left) and qualitative 

comparison with reference numerical data (right) [Chi4]. 

 

 

Figure 5.93 – Vorticity contours on Y-Z planes at the wake of the DLR-F11 wing observed from the top-rear 

side of the aircraft. 
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5.2.5 Turbulent flow around the DLR-F11 model at 12o angle of attack. 

With the results from the previous section as initial state of the flow the mesh for the DLR-F11 

model was used for the simulation of turbulent flow around it with a 12
o
 angle of attack. The flow 

conditions were the same as with the case with 7
o
 angle of attack, as well as the simulation 

parameters. The case was run on a Dell™ R815 Poweredge server with four AMD Opteron™ 

6380 sixteen-core processors at 2.50GHz. The comparable results were computed as the time-

average of 43 real time iterations. The simulation parameters for this case are presented in Table 

5.16.  

Table 5.16 – Simulation parameters for the unsteady flow around the DLR-F11 model (12o angle of attack). 

Parameters 

Type of flow Viscous Turbulent, Unsteady 

Reynolds number 15.1E+6 

Angle of attack 12
o
 

Grid density 
30,767,679 nodes 

58,300,006 tetrahedrons 
40,864,715 prisms 
275,227 pyramids 

Artificial compressibility 

parameter β. 
10.0 

Number of partitions 32 

CFL 0.25 

Real time step 0.5 

Computer system 
Dell™ R815 Poweredge server with four AMD Opteron™ 

6380 sixteen-core processors at 2.50GHz 
  

For the quantitative evaluation of the simulation the pressure coefficient around the wing of the 

DLR-F11 model was calculated at various wing spans. The results are compared to the 

experimental ones provided for the HiLiftPW-2 [Rud12] and presented in Figures 5.94 to 5.103. 

As it can be observed, the overall quality of the results is very good, as there is a satisfactory 

agreement with the experimental data at all the wing locations. Some discrepancies can be found 

in Figures 5.102 and 5.103, which are located near the wing tip. These disagreements were also 

observed in the case with 7
o
 angle of attack and can be attributed to the flow separation 

phenomena occurring in that region, especially at the area of the flap.  

 

Figure 5.94 – Pressure coefficient distribution around the DLR-F11 wing at 15% wing span (12o attack angle). 
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Figure 5.95 – Pressure coefficient distribution around the DLR-F11 wing at 28.8% wing span (12o attack angle). 

 

Figure 5.96 – Pressure coefficient distribution around the DLR-F11 wing at 44.9% wing span (12o attack angle). 

 

Figure 5.97 – Pressure coefficient distribution around the DLR-F11 wing at 54.3% wing span (12o attack angle). 
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Figure 5.98 – Pressure coefficient distribution around the DLR-F11 wing at 68.1% wing span (12o attack angle). 

 

Figure 5.99 – Pressure coefficient distribution around the DLR-F11 wing at 71.5% wing span (12o attack angle). 

 

Figure 5.100 – Pressure coefficient distribution around the DLR-F11 wing at 75.1% span (12o attack angle). 
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Figure 5.101 – Pressure coefficient distribution around the DLR-F11 wing at 81.8% span (12o attack angle). 

 

Figure 5.102 – Pressure coefficient distribution around the DLR-F11 wing at 89.1% span (12o attack angle). 

 

Figure 5.103 – Pressure coefficient distribution around the DLR-F11 wing at 96.4% span (12o attack angle). 
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In Figures 5.104, 5.105 and 5.106 the pressure contours around the wing at three wing spans are 

presented, along with the flow streamlines. Several flow phenomena can be observed in those 

Figures, especially from the behavior of the streamlines. The flow at the rear of the slat area, as 

well as at the area between the main wing and the flap, presents some recirculation, which seems 

to be transferred towards the tip of the wing and slowly dissipates. The stagnation point at the 

three components of the wing is obvious, with high pressure values and the colliding of the 

streamlines with the wing geometry. Due to the curvature of the wing, set up for landing, the 

streamlines are curved over the flap area. This phenomenon is carried out at the greater 

percentage of the wing, while at the tip separation of the flow occurs, as it is obvious in Figure 

5.106. This can also justify the poor agreement with the experimental results near the tip of the 

wing at the flap area. In Figure 5.107 pressure contours on the surface of the DLR-F11 mode are 

presented. 

 

Figure 5.104 –Pressure contours (left) and velocity streamlines (right) around DLR-F11 wing at 15% wing span 

(12o angle of attack). 

 

Figure 5.105 –Pressure contours (left) and velocity streamlines (right) around DLR-F11 wing at 54.3% wing 

span (12o angle of attack). 
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Figure 5.106 –Pressure contours (left) and velocity streamlines (right) around DLR-F11 wing at 96.4% wing 

span (12o angle of attack). 

 

In Figure 5.108 a comparison between the surface streamlines at the upper wing area for the cases 

with 7
o
 and 12

o
 angles of attack is illustrated. In both cases the effect of the aircraft body to the 

flow at the base of the wing is obvious, as there is significant curvature of the flow, especially on 

the main wing area. Due to the change in the angle of attack there is a bending of the streamlines 

around the aircraft body, especially in the lower figure, near the trailing edge of the wing. At the 

flap region there is significant flow separation in both cases, especially towards the wing tip, 

although the phenomenon is more intense for the case with the higher angle of attack. The flow 

separation regions can be easily identified as the regions where the streamlines coincide and form 

a single line. The vorticity contours at the wake of the wing of the DLR-F11 model are illustrated 

in Figure 5.109. As it was expected, the tip vortex phenomenon occurs in this case as well, with 

significant intensity, while vortices seem to occur near the lower part of the aircraft body. These 

vortices represented actually the bending of the streamlines around the aircraft body that was 

observed in Figure 5.108. 
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Figure 5.107 – Pressure contours on the DLR-F11 aircraft surfaces (12o angle of attack). 
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Figure 5.108 – Surface streamlines on the upper wing area with flow at 7o angle of attack (top) and 12o angle of 

attack (bottom). 
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Figure 5.109 – Vorticity contours at the wake of the wing of the DLR-F11 model (12o angle of attack) 
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5.3 Evaluation of the multigrid scheme 
For the assessment of the multigrid scheme, several simulations of some of the aforementioned 

test cases were performed, using different multigrid techniques and compared to non-multigrid 

test runs, providing insight on the achieved acceleration of the iterative procedure. 

5.3.1 Inviscid flow over a rectangular wing with a NACA0012 airfoil 

For this test case three coarser meshes were generated with the isotropic agglomeration method. 

Figure 5.110 illustrates a far view of the initial fine grid and the three coarser generated ones, 

while in Figure 5.111 a closer view of the area around the rectangular wing is presented. For the 

purposes of comparison only FAS was implemented in this case. The derived history of residual 

convergence per number of iterations and (wall-clock) time are presented in Figure 5.112, 

respectively. The speed-up of convergence of the multigrid run compared to a non-multigrid one 

was equal to approximately 18.9 regarding the number of iterations, and equal to approximately 

15.6 regarding the elapsed time.  

 

 

  
a) b) 

  
c) d) 

Figure 5.110 – Initial and three coarser grids generated via isotropic agglomeration for use with the multigrid 

scheme of the complete domain of the rectangular wing with NACA0012 airfoil flow field. 
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a) b) 

  
c) d) 

Figure 5.111 – Initial and three coarser grids generated via isotropic agglomeration for use with the multigrid 

scheme; close view around the NACA0012 airfoil. 

 

 

Figure 5.112 – Convergence history for the case of inviscid flow around NACA0012 rectangular wing, per 

iterations (left) and per elapsed time (right). 
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5.3.2 Three dimensional cavity flow (Re=400) 

For this test case two coarser multigrid meshes were generated with two methodologies; one with 

the isotropic agglomeration method and one with the full-coarsening directional agglomeration 

method. For the former, the number of control volumes was reduced approximately eight times, 

while for the latter the generated control volume number was five times smaller than with the 

initial fine grid. In Figure 5.113 the initial control volume arrangement, along with the two 

coarser generated ones with the directional agglomeration method are presented.  

  
a) b) 

 
c)  

Figure 5.113– Initial control volume mesh and two coarser generated mesh via directional agglomeration 

scheme for the lid-driven cavity flow test case. 

The convergence history per iterations and per elapsed time of both types of agglomeration 

schemes, along with a run with no multigrid implementation are presented in Figure 5.114. For 

the multigrid runs the combined FMG-FAS process was implemented. As it was expected, better 

acceleration was achieved, both in terms of number of iterations and elapsed time, with the full 

coarsening directional agglomeration method; a speed-up of approximately 6.3 was achieved per 

iterations and approximately 5.1 per elapsed time. With the isotropic agglomeration the respective 

speed-up factors were ~5.0 and ~3.6. All simulations were allowed to converge up to a final 



5-78 

 

residual of 1.0E-9. The advantage of the directional agglomeration strategy resides in its 

capability to preserve the initial topology of the hybrid mesh.  

 

 

Figure 5.114 – Convergence history of pressure per number of iterations/cycles (top) and time (bottom) for the 

3D lid-driven cavity flow case at Re=400. 
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5.3.3 Steady turbulent flow around an axisymmetric submarine hull at 0o angle of 

attack (Re=12.0E+6). 

For the case of the turbulent flow around the DARPA SUBOFF hull geometry at 0
o
 angle of 

attack three coarser grids were generated with a full-coarsening directional strategy. The initial 

grid along with the generated coarser ones is presented in Figure 5.115. The number of control 

volumes was reduced approximately five times on each agglomeration level. In Figures 5.116 and 

5.117 detailed views of the fused control volumes that make up the three coarser meshes at the 

bow and stern area of the submarine, respectively, are presented.  

 

  

  
Figure 5.115 – Initial fine grid and three coarser grids generated with the full-coarsening directional 

agglomeration methodology. 

 

Both FMG-FAS and only-FAS multigrid strategies were implemented for this case in order to 

examine the improvement to convergence that they can provide, compared to the convergence of 

a non-multigrid simulation run. In Figures 5.118 and 5.119 the convergence history per iterations 

and per time of pressure and of the turbulent kinetic energy, respectively, are presented for all 

multigrid and non-multigrid simulations. The FMG-FAS scheme achieved a speed-up of 

approximately 5.0 in terms of elapsed time, compared to the single grid (~3.0E-4 residual of 

pressure). The corresponding speed-up factor for the FAS scheme was approximately 3.0. The 

superiority of the FMG-FAS scheme is obvious in this case, as despite the oscillatory nature of 
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the convergence it managed to achieve at the same iterations\elapsed time as with simple FAS a 

residual of more than an order of magnitude lower. The superiority of the multigrid methods 

against that of the non-multigrid runs is more obvious in Figure 5.119, where the irregular bumps 

that can be seen at the convergence of turbulent kinetic energy for the non-multigrid run, are not 

visible at the convergence history of the multigrid ones. 

  

  

Figure 5.116 – Close-up view of the fused control volumes at the bow area of the submarine hull. 

 

  

  
Figure 5.117 – Close-up view of the fused control volumes at the stern area of the submarine hull. 
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Figure 5.118 – Convergence history of pressure for multigrid and single grid runs of the turbulent flow around 

the SUBOFF hull geometry. 
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Figure 5.119 – Convergence history of turbulent kinetic energy for multigrid and single grid runs of the 

turbulent flow around the SUBOFF hull geometry. 
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CHAPTER 6 

CONCLUSIONS 

6.1 Summary 
In this thesis the development of a code that enables the simulation of incompressible fluid flows, 

by solving the Reynolds Averaged Navier-Stokes (RANS) equations, enhanced with the artificial 

compressibility method, was reported. As the Reynolds averaging scheme, along with the 

Boussinesq assumption [Bla01] was used in this work, evaluation of the kinetic energy was 

succeeded with the SST model. The governing equations are discretized in space over hybrid 

unstructured three-dimensional computational grids, composed by tetrahedrons, prisms and 

pyramids, with a node-centered finite-volume scheme [Lyg14a] [Sar14] [Lyg16]. Temporal 

discretization was performed with an explicit four-stage Runge-Kutta scheme (RK(4)), while for 

the simulation of time accurate flows, a dual time stepping approach was adopted. At the 

boundaries of the computational domain the typical no-slip or free-slip conditions were applied 

on wall boundaries for viscous or inviscid flows, respectively, while at the inlet and outlet regions 

of the mesh a locally one-dimensional characteristic type of boundary condition was formulated 

[Sar14]. Acceleration of the aforementioned techniques was performed in two ways; via an 

agglomeration multigrid scheme [Mav99] [Car00] [Nish13] [Lyg14a] [Lyg14b] [Lyg14c], and a 

domain decomposition parallelization approach [Ven95] [Lan96] [Sar15]. With the former 

approach, several successively coarser grids are generated and relaxation of the PDEs is 

performed on the coarser ones and prolonged to the finer meshes, thus eliminating low frequency 

errors. With the latter method, the initial grid is divided into smaller ones, and the governing 

equations are solved simultaneously on all sub-domains, utilizing the architecture of multi-core 

processors. 

The described methodologies were validated against standard benchmark test cases, as well as 

more complex ones. The obtained results were in satisfactory agreement with the experimental 

data and with numerical results from reference solvers, thus demonstrating the performance of the 

proposed methodology for such simulations. More specifically, in the case of steady-state 

solutions, the current code’s capability to predict laminar viscous flows was assessed with 

standard test cases, such as the flow inside a closed cavity [Tai05] [Vra12], the flow around a 

circular cylinder at low Reynolds number [Cou77] [Vra12], or the flow around a sphere [Tan56] 

[LeC70] [Lee00] [Wan08]. In the first case the velocity profiles at the mid-plane of the cavity 

was compared to corresponding numerical results found in open literature, and were found in 

good agreement. In the second and third case the geometric characteristics of the vortices 

generated at the wake of the simulated geometries agreed well with the corresponding data from 

reference solvers. In all three cases recirculation phenomena were adequately predicted, thus 

verifying the proposed methodologies’ capabilities to predict such phenomena. Of great interest 

was the adoption of the DARPA SUBOFF test cases [Gro89] [Hua89] [Gor90] [Liu98] for the 

evaluation of the current code’s capabilities to predict turbulent phenomena in (pseudo-) steady 

state. The selected test cases of the SUBOFF family concerned the flow around an axisymmetric 
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submarine hull at three different angles of attack, namely at 0
o
, 18

o
 and 30

o
, and different 

Reynolds numbers, while additionally the flow around the same axisymmetric hull, with a 

fairwater configuration attached to it was simulated at a zero angle of attack and yaw. In the 

former set of test cases the results comprised the pressure coefficient distribution over the hull 

geometry, as well as the velocity profiles near the stern. The simulation results were compared to 

corresponding numerical results from reference solvers, as well as experimental data [Tox08] 

[Gro11] and exhibited satisfactory agreement. For the latter case of the SUBOFF group the 

pressure coefficient distributions at several points of the fairwater surface was computed and 

compared to reference data [Gor90]. With the DARPA SUBOFF test case, the demonstration of 

the Galatea-I solver’s capabilities to predict complex flow phenomena, such as flow separation, 

recirculation vortices and tip vortex phenomena, was made possible.  

Unsteady flows were simulated with the Galatea-I solver, with the use of the dual time stepping 

scheme. For the evaluation of this methodology the laminar and turbulent viscous flow around a 

circular cylinder was initially simulated. The code was able in both cases to produce the so called 

Von Karman vortex street. The characteristics of the flow, namely the Strouhal number for the 

vortex shedding phenomenon and the lift and drag coefficient variation on the cylinder were in 

good agreement with reference results [Rog90] [Bel95] [LiuC98] [Cha99] [Tai03] [Vra12], 

especially in the case of laminar flow. Discrepancies in the drag coefficient variation for the 

turbulent flow case were found; however, this was attributed to the rather coarse mesh that was 

used in this case. The turbulent flow around the CAARC Standard Tall Building test case [Mel80] 

[Syk83] [Hua07] [Bra09] [Dag09] [Zha15] was realized with the unsteady flow solver. This case, 

initially established as a standard for the simulation of natural wind characteristics, was used for 

the demonstration of the Galatea-I capabilities to produce turbulent flow results of unsteady 

nature. Finally, the flow around the DLR-F11 aircraft model in high lift configuration [Cav14] 

[Chi14] [Del14] [Eli14] [Hof14] [Han14] [Lee15] [Mav15] [Mur15] [Rud14] [Rum14] was 

successfully simulated with the use of the proposed methodology. The flow around an aircraft, 

although compressible in most cases, is of incompressible nature during the phases of take-off, or 

landing; the Mach in these cases is sufficiently low for the flow to be characterized as 

incompressible. The configuration was simulated in two angles of attack and the solver was able 

to successfully produce very satisfactory results in the form of the pressure coefficient 

distribution around the wing elements at various wing spans; the current numerical results were in 

very good agreement with experimental ones, although minor discrepancies were found at the tip 

of the wing due to insufficient density of the computational mesh in this region. This kind of flow 

is generally of unsteady nature; the simulated tip vortices and the flow separation across the wing 

flap area attest to this statement. The comparable results were obtained as the mean state of the 

unsteady flow. 

Significant contribution to the efficiency of the described simulations was obtained through the 

acceleration techniques that were incorporated to the Galatea-I solver. In all test cases presented 

in this study the multi-core capabilities of the available computing systems were exploited via the 

parallel processing methodology. A comparison between the various agglomeration strategies 

was implemented on three test cases; the inviscid flow around a NACA0012 rectangular wing, 

the laminar viscous flow inside a closed cavity and the turbulent viscous flow around the DARPA 

SUBOFF axisymmetric hull model at zero degrees angle of attack. For the inviscid flow test case 
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three coarser meshes were generated via the isotropic agglomeration methodology. Compared to 

the single grid simulation a maximum speed-up coefficient of approximately 15.6 regarding the 

elapsed time was observed. For the cavity flow test case, besides the comparison between 

multigrid and non-multigrid simulations, the directional and isotropic methodologies of 

agglomeration were also tested; two coarser meshes were generated with each agglomeration 

method. The multigrid simulations provided a speed-up coefficient over the single grid solution 

of approximately 3.6 and 5.1 for the isotropic and directional agglomeration strategies, 

respectively, with the latter being clearly superior, as it was expected. For the turbulent flow test 

case no isotropic agglomeration grids were generated; three coarser grids were generated with the 

directional agglomeration scheme. In this case comparison between the simple Full Coarsening 

FAS multigrid scheme and the Full Coarsening FMG-FAS scheme was realized, with the latter 

proving superior to the former; a speedup factor of approximately 5.0 was observed, compared to 

the 3.0 speedup coefficient that was achieved with the simple FAS methodology. The superior 

acceleration results of the FMG-FAS methodology is clearly attributed to its nature; just by 

solving the governing equations on the coarser grids a crude approximation of the flow field can 

be achieved, which the finer grids can quickly enhance. 

6.2 Contributions 
The main contributions of this work are listed below: 

1. A computational methodology and the corresponding software tool was developed 

(Galatea-I) for the simulation of the 3D, steady and unsteady, inviscid, laminar, and 

turbulent flows, based on the artificial compressibility concept. The methodology uses 

unstructured hybrid grids, is parallelized using the domain decomposition concept, while 

a considerable acceleration is achieved through the use of the multi-grid technique. This 

development is not a trivial task, as the materialization and the successful combination of 

such complex computational procedures is a challenge. 

2. The adoption of the artificial compressibility concept for the solution of the 

incompressible flow equations, and the combination of this concept with the multigrid 

technique and with parallel processing, which render the artificial compressibility 

concept very attractive and competitive  to pressure-correction techniques. 

3. The development of boundary conditions for 3D flow fields, based on characteristics, 

which proved to be effective and accurate. 

4. The development of the parallelization strategy, based on the domain decomposition 

concept and MPI protocol. Moreover, for the implementation of this strategy, several 

supporting methodologies (and the corresponding software) have been developed as well, 

such as: a) the algorithm for the correct renumbering of the sub-domains of a partitioned 

initial grid, b) the algorithm for the generation of the overlapping region between 

adjacent partitions, c) the algorithm for the correct transfer of data between domains, 

incorporating collective communication MPI functions. This last algorithm ensured the 

correct communication of adjacent partitions and the balanced synchronous execution of 

all parallel instances of the same code. 

5. The incorporation and adaption of a (previously developed) multigrid methodology in the 

Galatea-I code. The extensive evaluation of this methodology to various test cases 

demonstrated its ability to considerably accelerate the convergence rate. 
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6. The use of a very wide suite of different test cases (steady and unsteady) for the extensive 

validation of the proposed methodology and the developed software. This extensive 

evaluation demonstrated the potential of the proposed methodologies in simulating 

complicated flow fields with very satisfactory accuracy and with comparable or better 

results from those of alternative methodologies. Moreover, proved the equipotential of 

the artificial compressibility concept for accurately simulating such complicated flow 

phenomena. 

6.3 Ongoing – future work 
The Galatea-I code has been already incorporated in a computational methodology for Fluid-

Structure Interaction (FSI), serving as the fluid flow simulator. With this methodology the 

computed forces on solid structures that interact with the fluid flow are transferred via a 

partitioned FSI coupling procedure to an open-source Computational Structural Mechanics 

(CSM) code [Calculix] that computes the resulting deformations, and rates of deformation. The 

spatial coupling of the structural and flow meshes, is realized with an interpolation scheme, based 

on Radial Basis Functions (RBFs),  which employs the Partition of Unity approach [Ren09]. 

Mesh deformation is applied with an RBF interpolation methodology that is accelerated with a 

surface point reduction technique, based on the agglomeration of adjacent boundary nodes 

[Str15]. The static form of the methodology has been already tested with the CAARC Standard 

Tall Building model test case and has provided very satisfactory results. For the realization of a 

dynamic FSI methodology an Arbitrary Lagrangian-Eulerian (ALE) algorithm is under 

development, to allow for the simulation of flows with moving meshes and boundaries. 

Additionally to the RANS based SST turbulence model, several models that incorporate the Large 

Eddy Simulation approach (LES) have been already applied to the Galatea-I solver; the 

Smagorinsky model [Sma63], the WALE (Wall Adapted Local Eddy-viscosity) model [Nic99], 

the dynamic Germano-Lilly model [Ger91] [Lil92] and the dynamic Kinetic Energy model 

[Dav97]. All four methodologies provide the required by the Boussinesq assumption turbulent 

kinematic viscosity and thus can be used by the same flow equations as the ones used in the 

Galatea-I code. 

Future extensions to the current presented work include the following: 

 Incorporation of the energy equation in order to simulate heat transfer problems. The 

incompressible solver could then be coupled with the already developed radiative heat 

transfer algorithm developed by Lygidakis et al. [Lyg12]. 

 Development of a procedure for the simulation of free-surface boundaries, such as the 

Volume of Fluid (VOF) or Moment of Fluid (MOF) methods. With this addition the 

incompressible flow solver could be used for the simulation of multi-fluid flows with a 

free surface. 

 Further examination of the MPI libraries. A non-geometric grouping of the adjacent 

partitions could provide further acceleration, as data transfer would only occur inside 

carefully designed groups. 

 Modularization of the Galatea-I solver to include other numerical methods. A modular 

program, developed with Object Oriented programming, could perform geometric based 
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schemes, such as the domain decomposition approach or the agglomeration method 

separately from any numerical method. Subsequently, any numerical method would be 

applied to the core code as a module and the coupling of different methods would be 

more reasonable. 
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