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Abstract

Thiswork presents a 3D interactive gaming paradigalled Cyberball3D;or the
secluded space of an fMRI scanner. The Cyberball3D+ game is a virttasathme
where the participant is either excluded or not from ball tossing played by three virtual
playes and the subject in the scanner. It has been used in simple sketch mode by
neuroscientists for research on ostracism, social exclusion or rejection as well as

discrimination and prejudice.

The game proposed was designed to render an interactive Virmatddment (VE)
on an fMRI display, enabling the conduct of formal neuroscientific experiments and
investigating the effects of social exclusion, empathy and different dewf
anthropomorphism on human brain activity. Although this work focused on the technical
implementation of the system, the goal was to use this system to explore whether the pain
felt by someone when socially excluded is the same when observing othedepgep
socially excluded. Moreover, for the first time, we proposed a validated neuroscientific

measure of character believability and emotional engagement.

The system was developed in close collaboration between the Technical University
of Crete where te technical implementation took place and the Brighton and Sussex
Medical Schoglwhere the initial fMRI experiments were conducted using the system

proposed.

Tenhealthy adult volunteers (8 female, 2 male) underwent fMRI at Brighton and
Sussex Medical cBool. In a block design they participated in several rounds of the
Cyberball3D+task, which included from combinations of low and high anthropomorphism,
inclusion of all avatars or exclusion of self and exclusion of other, simulating social exclusion
or empathy for social exclusion. aéh round was 75 seconds long. Tiugtons from a 4
button interface were used to throw the ball left or right. User interactions were
synchronized to the fMRI scanner by using trigger information. A frequency modulated
audio signal was generated at prescribed times within the experimental phase. The audio
signal was fed into a biometric recorder, which also recordeshrtbeat scanning
synchronization etc. A log was generated marking the exact time the sync pulses were sent
to the biometric recorder as well apgs for user interactions. éNiroscientists used a
dedicated user interface to select the level of anthropomorphism of all avatars, the gender

of each avatar and the fairnesseaxdich round



The esults demonstrated thatparticipating in a high anthropomorphism
environment rather than a low anthropomorphism environment activated both frontal
cortex and superior temporal gyrus. This suggests that compared to more human like
avatars, playing the neanthropomorphic avatarsis less subjectively rewarding and
potentially anxiogenic.In addition, the results indicated that Men studying complex
emotional responses, a high level of anthropomorphism of synthetic characters engages

neuroscientifigpatterns of brain activation sidar to realworld circumstances.

A broader aim of this worlasto assess whether such powerful sogialchological
studies could be usefully carried out within VEs advancing cognitive neuroscience and

computer graphics as well as serious gaming research.
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1 Chapter 1¢ Introduction

Immersive Virtual Environments are virtual environments that present rich layers of
synthesized sensory cues to the user so that the user feels enveloped by the mediated
environment and is willing to believe that the environment is i@slitmer and Singe 998)
Theimmersive virtual environments (IVEsgre first introducedas aresearch tool in the late
1980s by psychologistonducting studies on perception and spatial cognitiBarticularly,
social psychologistexplored the incorporation of virtual lmans within IVEs to examine the
possibility of using virtual reality technology as a research tool to answer social scientific
guestions(Loomis, Blascovicland Beall 1999)Immersive Virtual Environments allow the
researcher to create experimental siti@aty’ & 2 F WYdzy RFySQ NBIfAAY

controlled laboratory settings, eliciting genuine participant reactions to the stimuli.

3D characters are used IMEsbut it is still undetermined how design, stylization and
behavioral factors interweave to make a character believable. When using synthetic
characters in neuroscientific experiments, the aim is that people emotionally respond to
them in a similar mannerot humans. Although research has shown that users show
empathy for 3D characters, it is challenging to identify at which level of anthropomorphism
such emotional experiences occuAlso, ithas been shown that people tend to respond
realistically to everd within synthetic environments and even to virtual humans in spite of
their relatively bw fidelity compared to realityMania et al.2010) For example, VEs have
been used in studies of social anxiety and behavioural problems and individuals with

paranod tendencies have been shown to experience paranoid thoughts in the company of

02VYlL

virtual characterg§Freemanet al. 2009 ¢ KS&4S LINRPGARS aLIS@tad A O SEI YL

tendency of participants to respond to virtual events and situations as if theg ves.

One recent study suggests that people interact with virtual characters in atiealis
and emotionally engaged waiSlater et al. 2008 This study reported a scenanwhere
experimental participants took part in a virtual version of the Milgram experiment, in which
people were asked to administer increasingly severe punishments to virtual characters
performing a memory taskMilgram 1963) Participants showed autonomic resgses which
were consistent with states of intense emotional arousal, as would be expected if the
experiment had used real participants. Thus, it is evident that people are able to
emotionally engage with synthetic spaces and virtual characters as if wezg real.
Previous research evaluating whether virtual characters fulfill their role employs ratings of

pleasantness through seléport after the viewing experience has occurr@dcDonnell,

15



NBARG | yR ). ItNoulK Waluabie tovunderstand géhcognitive processes
involved while interacting with 3D characters in a gaming scenario. 3D characters could be
employed to simulate experimental scenarios as part of neuroscientific protocols in the
fMRI.

'y S02y2YAO 3FYS 02Yo A y&perimgrtali Kenaaid Had NI Y Q &

been implemented which, could be interactively played in an fMRI scafiRieera et al.
2010. Alighting system has been designed to render an interactive VE on an fMRI display,
enabling the conduct of formal neuroscientific experiments and investigating the effects of
visual fidelity as well as varied lighting configurations of an indoors/outdgpexe on
FSStAy3da 2F LINB a S y(C8siododldtetaf2a18d).8AGBDvirtyaRsysterd Y F 2 NJi
for fMRI has been designed investigating the influence ofgvaoninent VR parameters, e.g.
3D-motion and interactivity, while brain activity is measuréat a mentalrotation task
{ 21 t A S )STihesubjectsHpariorm a variation of the mental rotation task in a simple
VE andthe brain activity was recorded during three conditions of varidain3otion and
interactivity. Also, an interactive digital game based on théviRsion video game has been
designed for cancer patients in the fMRI in order to determine whether mesolimbic neural
circuits associated with incentive motivation are activatedd @ so, whether such effects
stem from the participatory aspects of interactive gameplay, or from the complex
sensory/perceptual engagement generated by its dynamic esteam (Cole, Yoo and

Knutson 2012

However, acquiring user input and the reacgnto it in realtime while the user
immersed in the constrained environment of an fMRI scanner is challenging, even more if 3D
characters are included as part of the neuroscientific protofidiRl experiments usually
employ simple display material, for arple using photographs, video clips or simple
computerized stimuli(S. Lee, G.J. Kim and J. Lee 2008)is argued that the precise
presentation and control of dynamic perceptual stimuli (visual, auditory, olfactory,
gustatory, ambulatory, and haptic coitidns) in the VE allows neuropsychologists the
opportunity to develop statistically and clinically significant tasks within a virtual world
(Parsons 2011)Using VEs and 3D characters in fMRI has the advantage that it is possible to
involve participantsn interactive animated environments which more realistically reflect

social and emotional situations.

This work presents an interactive 3D gaming framework for fMRI experiments
exploring whether artificial characters of varied anthropomorphism recruitrbeaitivation

associated with empathy ansocial pain(Meyer et al. 2012). Suchinput is non-obtrusive
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derived at the sametime as the experience occurs. The 3D interactive gaming paradigm
presented here, named Cyberball3D+, is based on the original Cyberball game, however, it is
implemented for the secluded space of an fMRI scanner. The Cyberball game is a virtual ball
toss gamewhere participant is either excluded or not from ball tossing played by three
virtual players and the subject. It has been used in simple sketch mode by neuroscientists for

research on ostracism, social exclusion or rejection as well as discriminatiomegundiqe.

The empathy feeling is a crucial component of human emotional experience and
social interaction. The ability to share the affective states of our closest ones and complete
strangers allows us to predict and understand their feelings, motivatiansg, actions.
9YLI GKe Fft2¢a KdzYkya G2 dzyRSNRUOlIYR |yR &KI NB
it is important for successful social interactidigssenberg and Miller 1997 Empathy refers
G2 SELISNASYOAY3d |y | FFSOGAGS NBaLRyasS (KFG Aa
GKIFIy 2ySQa 24y aAilddzr A2y 6KAOK &adzZasSada GKI G
(Hoffman 200).
During the first Cyberball experiments,rfeipants were recruited to log on to an
online experimenwherethey played a virtual batbssing game with two other participants
who had logged on from somewhere else in therld (Williams, Cheungand Choi 200p
Before the experiment, the participés were informed that Cyberball was a means to an
end, and was, by itself, unimportant for the experiment. It was portrayed as merely a task
that helped participants exercise their mental visualization skills, which they would
purportedly use in the subsegnt experimental task. After reading the instructions, they
would view a gamavhere the players were represented on the screen by animated icons.
They would then play the Cyberball for about 5 min. The results showed that if participants
were overincluded (getting the ball for half the throws) or included (getting the ball for one
third of the throws), they felt better than if they received the ball for only one sixth of the
throws. Still, getting the ball for a sixth of the time was significantly bekten not getting it
at all. Fully ostracized participants answered a fmgierimental questionnaire indicating
lower levels of belonging, sedsteem, control, and meaningful existen¢@/illiams and
Jarvis 2006)

Brain imaging studies demonstrate that physical pain sensations are processed
I ONRP&a + ySGe2N] 2F O2yySOGSR OoN}AY NBIAZYyAas
YIGNAEQO® azald 2F GKS LI AY YIGNRE Aaélselinf a2 I O
physical pain(Eisenberger 200 Ly G SNBadGAy3Ite&sx SELISNASYyOAy3d (K

also engages these same regions during brain imaging studies of the original Cyberball task,
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consistent with the notion of social pain. There is early warggesting that a similar brain
activation pattern is present when one sees and empathizes with someone else being
ostracized(Eisenberger 2012 The motivation behind our novel experiment was to assess
how rendering this game in a computer generated Vgpldyed in fMRI would alter the
experience of the game. Furthermore, the game was designed with both low and high
anthropomorphism avatars in order to investigate the relationship between avatar fidelity

and character believability.

1.1 Contributions

The gerral aim of this work was to create a 3D interactive gaming paradigm for the
secluded space of an fMRI scanner. The goal was to experimentally explore changes in
regional brain activity associated with the pain of social exclusion as well as with feelings
such as the empathy felt when people observe other people get socially excluded and
whether there are differences in relation to empathy for friends and strangers. The term
social exclusion involves the lack of resources, rights, goods and servicese amakility to
participate in the normal relationships and activities, available to the majority of people in a
society. Many people face social exclusion in their daily life as well as other people

empathizing with excluded peop(eevitas et al 200)

In addition, this research investigatevhether the level of anthropomorphism of
the avatars may affect game playing as well as fMRI data acquired at the same time the
game playing occurs. The goal was to discover the neural circuitry that supports such
feelings as well as, for the first time, devised behavioral fidelity metrics of character

believability and emotional engagement based on neural activity.

The CyberbaD+ game presented here involvéour players represented by 3D
characters of different levels of anthropomorphism. The main playerepllye game while
immersed in the fMRI scanner interacting with three @ual characters for which their
player behaviomwasprogrammed. The scenasavaluatedvere either fair or unfair to the
players simulating social exclusion. The system magitarK S Y I Ay LJX I @ SN &
occluded players, e.g. players not receiving the ball in the game, by potentially throwing
more balls to them becausaf empathy for social exclusion. The neuroscientists defined the
fMRI gaming scenarios using a dedicated user interface in order to select the level of
anthropomorphism applied to all characters, the gender of each character and the fairness

of the game.
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The contributions of this thesiare:

1. For the first time, the Cyberball game was implemented in three
dimensiaal form as well as ihcludedthree levet of anthropomorphism.

2. The neuroscientists werableto simulateany situationof the fairness of the
game they wanted by fillingn the percentages of the tosses that each
player would throw to each one of the other players.

3. The innovative application designed to render an interactive Virtual
Environment (VE) on an fMRI display, enabling the conduct of formal
neuroscientific experiments and investigating the effects of social exclusion,
empathy and different level of anthropoonphism on human brain activity.

4. For the first timg we got a validated neuroscientific measure of character
believability and emotional engagement at the same time the experience

was taking place.

Moreover, it is not straightforward to provide interactive synthetic stimuli to be
displayed in fMRI displays due to the infrastructural and technical demands. fMRI
experiments of this typeusually employ simple display material, for example using
photogrgohs, video clips or simple computerized stimuli which are-si@neoscopic. Using
VEs in fMRI has the advantage that it is possible to involve participants in interactive
animated environments which more realistically reflect social and emotional sitigtitnis
seamless naturalism and interactivity is impossible to achieve with video clips. In addition,

some experiments could be only conducted using synthetic stimuli for ethical reasons.

A broader aim of this work is to assess whether such powerful soeyahological
studies could be usefully carried out within VEs advancing both cognitive neuroscience and

computer graphics research.
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1.2 Thesis Outline

This thesis is divided into a number of chapters, which will be outlined below.

Chapter 2 ¢ Technical Background:This chapter analyzes the levels of
anthropomorphism in computer graphics, the effect of the Uncanny Valley and the
responses of participants that were elicited from the body motions ahd facial
expressions of the avatars. In addition, describes methods that were used by researchers in
order to model and animate a 3d avatar as well as success real and fast rendering of the 3d

avatar.

Furthermore, this chapter provides background inforroatiregarding the virtual
games were used inside the fMRI scanner by neuroscientists in order to investigate social

phenomena such as social exclusion and empathy.

Chapter 3¢ Software Architecture and Development Framewdrk this chapter,
the technical requirements of the interactive 3D gaming system are introduced as well as
the architecture of the application developed for the experiments is presented, along with

the inherent architecture of the Unreal Development Kit (UDK) used to deitelop

Chapter 4¢ Implementation Chapter 4 describes in detail the implementation of
the interactive 3d ganing framework. Secifically, examples and source code samples
demonstrated, in relation t@nalyzehow the application met the requirements imped by
the expert psychiatrists in order to incorporate a formal neuroscientific prottmrdhe fMRI

scanner.

Chapter 5¢ Ul Implementation In this chapter, the implementation of the User
Interfaces that wergresented to the users in the fMBtanner is described. The steps taken
to create the individual Uls as Flash applications and embed them in the complete systems
are presented as well. The challenges concerning the creation of interactive synthetic worlds
and associated Uls as displayidthe fMRI scanner are presented and the solutions to

overcome them are also explained.

Chapter 6¢ ExperimentsThis chapter is concerned with the experimental methods
employed when the actual experiments were conducted in the fMRI scanner. The

experimental procedurgare presented as well as the results of the experiments.

Chapter 7¢ Conclusionsin the final chapter, the conclusions of this thesis are

presented as well as hints about future work.
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2 Chapter 2¢ Technical Background

A Virtual Emironment (VE) is a computer simulated scene which can be interactively
manipulated by usera@s shown in Figure. 1Typical scenes used in such environments
generally comprise of geometric and animating 3D models, shades, images and lights which
are convered into final images through the rendering process. The rendering process must
be completed in real time in order to provide scenes which are updated reacting to user
interaction. An Immersive Virtual Environment (IVE) perpetually surrounds the user within
the VE. IVEs are virtual environments that present rich layers of synthesized sensory cues to
the user so that the user feels enveloped by the mediated environment and is willing to

believe that the environment is realjitmer and Singer 1998

Theimmersive virtual environments (IVEs) were first introduced essaarch tool in
the late 1980s by psychologist®nducting studies on perception and spatial cognition.
Social psychologists explored the incorporation of virtual humans within IVEs torextrai
possibility of using virtual reality technology as a research tool to answer social scientific
guestions(Loomis, Blascovich and Beall 199%he Immersive Virtual Environmemnermit
the researcher tadesignexperimental situations with morerdinary realism compared to

the rigidly controlled laboratory settingprovokingmore genuine participant reactions to

the stimuli(Sun, Fox, and Bailens@012)

Figure 1:immersive virtual environment technologgs a tool for scial psychology The
sourceof the image is from the Hank Virtual Environments Lab.

The first section of this chapter analyzes the humarsidtarsin VEs. The second

section presents the technology of the 3d avatars, while the third section proceeds by
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describing previousresearches that they used 3d games to explore neuroscientific
phenomena. Finally, the fourth section presents experiments that were conducted for the

investigation of the social exclusion and empathy.

2.1 HumanoidAvatarsin VES

Ahumanoidobject is somethingthat has a human appearanc®articularly this
term can refer to anything with uniquely human characteristics and/or adaptations, such as
binocular vision(having two eyes),
possessingpposableappendaggthumbs),or biomechanidipedalism(the abilityto walk in
an upright position).

On the other side & avatar can be considered any form of representation that
YIN] & | dzZeoBaxdmple &ndrtiel divdick, a photograpla top capthat isutilized
as a part ofh game, all theseanbe serval as a user's avatar despite the fact that they may
not look or act like the usefBailensonet al. 2008). Diverse qualitiesuch aghe level of
anthropomorphism(i.e., how the symbol looks like a humasel) and behavioratealism
(i.e., how the symbol as like a humaruser) impacts how someone else sees and reacts to

an avatar(Blascovich et al 2002).

Over time, avatars have become more complex creations, rendered in three
dimensional forms with avast range of animated movements thabelp in the
SELINB&aaArzy 2F GKS | g1 Gl NDRa LISNERZ2YI|f Xhée | yR
options for individual customization of avatars have increased significantly as well, allowing
users tochangea number of physical features includiface shapehair dyle, eye color
height, body
shape, clothing, and even facial expressions. Using these diverse featuresanestreeto
design not just a graphical marker of themselves, buirtual humanswith unique

appearancegiistinctive personalitieand individwalized behavioral patterns.

3D human avatars(characters)are used in the film and game industry but it still
remains undetermined how design, stylization and behavioral factors interweave to make a
character believable. When using synthetic charactergxperiments simulating realistic
scenarios, the aim is that people emotionally respond to them in a similar manner to
humans. It has been shown that there is no significant difference in relation to skin
conductance response (SCR) scores when comparicygegical activity for certain events

between scenarios involving either real actors or animated charagtekanayake et al.
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2013. Although research has shown that users show empathy for 3D characters, it is
challenging to identify at which level of anthropomorphism such emotional experiences

occur.

2.1.1 Scale of Anthropomorphisnand Uncanny Valley

Anthropomorphism can be characterized far as either behavior or appearante.
behavioral terms, anthropomorphismsuggestghe task of human qualitiessuch as mental
capacitiesand behaviotto objects that are not humafDiSalvo & Gemperl@003) while n
appearance terms, anthropomorphisiiefines an object that has humaappearanceor
visual characteristics(DiSalvo & Gemperle2003; Nowak2003; Nowak & Rauh2005
Shapiro1997)

More generally, athropomorphism refers to the attribution of a human form and
behavior to norRhuman entities such as robots, animals, etc. However, uncanny valley
effects¢ ie dips in user impressionscan arise: behavioural fidelity expectations increase
alongside incrases in visual fidelity and vice versa. Moreover, the influence of
anthropomorphism and perceived agency on presence, copresence, and social presence in a
Virtual Environment (VENowak and Biocca 2003)as been investigated. During the
experimental preedure they used three levels of anthropomorphism: high
anthropomorphism, low anthropomorphism and no image. The results have depicted that
the participants interacting with the lesanthropomorphic characters reported a higher
level of presence and sociptesence than those interacting with either no image at all or
with a highly anthropomorphic image. This indicates that high level anthropomorphic images
set up higher expectations that lead to reduced presence when these expectations were not

met.

The androids that were created by Hiroshi Ishiguro, for a short periodere
indistinguishable from human beingsshiguro H.2005) These highly anthropomorphic
androids struggle with s©@ f f SR Wdzy OF yyeé @l ftfSeQs | (KS2NE
made mae human like in its appearance and movements, the emotional responses from a
human being to the robot becomes increasingly positive and empathic, until a point is
reached beyond which the response quickly becomes that of intense repulsion. However, as
the appearance and movements continue to become less distinguishable from those of a
human beingthe emotional responses beconpesitive once more and approaches hunan

to - human empathy levels.
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An interesting behavioral measurement for anthropomorphism has been presented
by (Minato et al. 2005)analyzing the differences between the reactions of the participants
to a human and an android. Also, another experiment condudtgdGong 2007)where
participants manipulated 12 computer agents that are represented by four levels of
anthropomorphism: low, medium, high and real human images. The results have shown that
as the agent became more anthropomorphic, it received more social responses from the

useirs.

The Uncanny Valley (UV) theory as described above indicates that near
photorealistic virtual humans often appear unintentionally eerie or creepy. This UV theory
was first hypothesized b robotics professor irthe 1970s He observed that as a robots
come to look more human like, they seem more familiar, until a point is reached at which
subtle deviations from human norms cause them to look cre@dfyri 1970) Particularly, he
hypothesizedthat the familiarity increases witthuman likeness until anncanny valley is
reached causedly sensitivity to perceived imperfections in ndarmanlikeforms as shown
in Fgure 2 A study by(MacDorman 2006)ndicated that the perceived human likeness of a
robot is not the only factor determining the perceived fdiarity, strangeness, or eeriness of
the robot. In a study ofSeyama and Nagayama 200Fe uncanny valley was investigated
0@ YSIFada2NRy3d 20aSNBSNEQ AYLINBaarzya 2F FI OAl
manipulated by morphing between artificial andatehuman faces. The results suggested
that to have an almost perfectly realistic human appearance is a necessary but not a
sufficient condition for the uncanny valley. Additionally, their findings showed that the
uncanny valley emerges only when there isadbonormal feature. A series of psychophysical
experiments were performed bya O52yy St f = . NBARU) aimgdRo . Nf 1 K2 F
investigate if using realistic rendering does in fact produce a more negative response than
using lower quality or stylized rendegn Particularly, in the experiments a range of 11
different render styles are applied to identical geometry and motion pairs. The outcomes
demonstrated that negative reactions occurred mainly for characters that used human
texture maps, but that were notendered with realistic eye and skin shaders. Cartoon
characters were considered highly appealing, and were rated as more pleasant than
characters with human appearance, when large motion artifacts were presented. They also
were rated as friendlier than rdiatic styles and in this manner they might were more

suitable for certain virtual interactions.
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Figure 2 The relation between humardikeness and perceived familiarity based on the
hypothesis of Mori (Mori 1970).

In addition, McDonnell and Breidt2010) carried out more experiments about
rendering styles in order to investigate if changing the rendering style of a virtual human
alone can change how trustworthy they are perceived to be. The resulteaxperiments
indicated that participantgudged HQ (high quality style) to be lying more often than NPR
(non ¢ photorealistic rendering style) during the task. However, all styles were judged as

equally trustworthy in the qualitative rating, which imply that a subconscious feeling-of un

trustworthiness was felt by participant towards HQ.

In this work, we examined the neural responses of the social exclusion based on the
different levels of anthropomorphisni.hree levels of anthropomorphism (low, medium and
high) were employed and in each round @fir experimental game the appropriate 3D
characters of the scene werisplayed.Our results showed thatompared to more human
like avatars, playing the nesnthropomorphic avatars is less subjectively rewarding.
Therefore, when studying complex emotiomakponses, a high level of anthropomorphism

of synthetic characters is not only required but also able to engage common neuroscientific

patterns of brain activation as in reaforld circumstances.
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Figure 3 Sreenshots from three differentevels of anthropomorphism.The source of the
first image is from a virtuaktorytelling experiment.

2.1.2 Animations and Facial Expressions

Humans express their emotions in many ways, in particular through face, eye and
body motion. Therefore, the creatorsf virtual humans strive to convincingly depict
emotional movements using a variety of methods. The human face is capable of producing a
large variety of facial expressions that supply important informatiortiercommunication.
Realistic computer animat faceswere used by(Griesseret al. 2007)to investigate the
spatiotemporal coactions of facial movements. Single regions (mouth, eyes, and eyebrows)
of a computer animated face performing seven basic facial expressions were selected as well
as combinatins of these regions, were animated for each of the seven chosen facial
expressions. In their experiments the participants were asked to recognize these animated
expressions. The results showed that the animation system is good enough to support
recognio/y 2F &a2YS 2F (GKS O2YLIziSNI FyAYFGSR @ G ND

A study of(Curio et al. 2008 presented the first study on high level ¢ after ¢
effects in the recognition of dynamic facial expressi¢figure 4) In order to be analyd
the emotional content of motions portrayed by different charactg¢McDonnell et al.2008
created real and virtual replicas of an actor exhibiting six basic emotions: sadness,
happiness, surprise, fear, anger and disgust. During the experiments participants were asked
to rate the actions based on a list of 41 more complex emotions. The results shioat¢te
perception of emotional actions was highly robust and to the most part independent of the
OKI NI OG SNRa 0 2 Re&@®cDbnyielldt §1.2009 Beaxd faund dhgteoth2f@m
and motion influence sex perception of virtual characters: for ndussathetic motions,
form determines perceived sex, whereas natural motion affects the perceived sex of both

androgynous and realistic forms. A second investigation into the influence of body shape
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and motion on realistic male and female models showed #thting stereotypical indicators
of sex to body shapes influenced sex perception. Exaggerated female body shapes influences

sexjudgmentsmore than exaggerated male shapes.

Figure 4: Examples of facial expressions retargeted from Motion Capture onto a
morphable 3D face model (Curio et al. 2008).

2.1.3 Method for RenderingReal - Time Alimated Qowds inVEs

It is challenging for the developers to simulate heterogeneous crowds. The assets
required to vary humans, such as textures and accessoriesheaxpensive to purchase,
time-consuming to create and require extensive memory and computing resources. In the
study of(McDonnell, I NJ A Yy = | S NY t &GRSsllivan20a9iiey addrabsed these
issues by developing a selective variation method fiotual humans. They investigated
which body parts of virtual characters were most looked at in scenes containing duplicate
characters or clones. Using an ayé&racking device, they recorded fixations on body parts
while participants were asked to indicathether clones were present or not. The outcomes
indicated that the head and upper torso attract the majority of first fixations in a scene and
were attended to most. This is true regardless of the orientation, presence or absence of
motion, sex, age, %z and clothing style of the character. They also, developed a selective
variation method to exploit this knowledge and perceptually validated their method. The
results showed that selective color variation is as effective at generating the illusion of
variety as full color variation as well as the head accessories, top texture and face texture
variation are all equally effective at creating variety, whereas facial geometry alterations are

less so.
2.2 Modeling and Animating 3D Avatars for VE andr@es
Virtual characters in animated movies and games can be very expressive and have

the ability to convey complex emotions. However, it has been suggested that the more

anthropomorphic a humanoid robot or virtual character becomes the more eerie it is
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perceived to bgMori 1970) From a neuroscientific point of view some studies suggest that
different neural networks are activated when viewing real or virtual stirffeéirani et al.
2001) It was founded byMcDonnell et al. 2008)hat when realistic human body motion is
used, it is the motion and not the body representation that dominates our perception of
portrayed emotion. Also, she found that there is no difference between the emotion ratings
for high and low resolution virtuahodels as well as between the emotion ratings for the

zombie and the real human or the other characters.

An approach for the learning of structured dynamical models based on hierarchical
Gaussian procedatent variable modelsvas presented byTaubert & al. 2012). The latent
spaces of this model encoded postural manifolds and the dependency between the postures
of the interacting characters. Their findings showed that the higldyfistic interactive
movements were almost indistinguishable from natusaks. They also, supported that the
synthesis of stylized interactive movements with high levels of realism is a difficult problem
in computer graphics, especially for the developers that they have to convincingly depict
emotional movements to virtual hurms. The principles of the human motion connect many
areas of the research such as the biomechanic, optimal control, machine learning, robotics,
motor neuroscience and psychology. Each of these areas can give a different perspective on

motion, helping the dvelopers to understand how the human moves.

2.2.1 Methods for Modeling a 3D Avatar

The 3D modeling of the human body has many applications ranging from fashion to
the production of movies and video gamethe designing ofthe human body shape is very
challengingcompared to other 3D objects in thevorld (Aggeliki Tsoli 2014 Although the
human body consists of many parts that move in a rigid way, there are also many ways in
which the human shape deforms noigidly; e.g. diffeent muscles are flexed when a person
is standing compared to when trgame peson is sitting, deformations due to breathing
lead to a constantly changing body shape even when peeson remains seated
Additionally, she found that the distinction of manyhuman attributes ranging from age,

gender to the emotional state of a person depemasthe human body shape

Several graphics approaches for modeling and generating human characters have
taken an insideout approach and relied on complex anatomicallypinsd, physically based
models of thehuman body(Gluecket al. 2012; MagnenaiThalmann, Zhang and Feng
2009. One of the first endeavors to model fldbdy skin deformations utilizing surface data

was employed byPark andHodgins 2006Jusing a markebased capture system with a
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large number of markers distributed over the body of the subjd@dte outcomes were
encouraging, yet the methodology experienced drawn out instrumentation of the subject
and couldn't capture deformations of the twle surface of the human body.Many
alternative approaches such aghresolution 3D scanners, imagpased 3D reconstruction
systems,and lowresoluion 3D capture systems offer to developédlsge ability to capture

the whole surface of the body, poteatly across time, and generalize easily to capturing

different human shapes.

A way to present an articulated 3D deformable object by using a 3D triangular mesh
was described byAggeliki Tsoli 2014)The object that she used was determined mainly by
three factors: pose, intrinsic shape, resolution. Particularly, résolutionreferred to the
number of vertices in the 3D mesh representing an articulated 3D object, whilpdbe
referred to the relative joint rotations in the underlying skeleton or the rotation and
translation of groups of triangles and finally thetrinsic shapeypically referred to the pose

independent shape, such as shape related to height and weight.

It isworth noting thata polygon is a 3D structure consisting of three or more points
called vertices that are connected in 3D space with lines called edges. The smallest
polygon is simply a triangle serving as the basic unit of measurement for a 3D model.
Seveal polygons together complete a mesh object that can be deformed and animated. A

target polygon count refers to the target face count of a model.

Another approach for the creation of a 3d human avatar by using Kinect was
followed by(Aitpayev and Gaber 2IR). Particularly, their results suggest that it is very easy
using Kinecti 2 ONB I GS 2ySQa 246y FOFdFN a ¢Sttt |a GK

daly

doing the following steps. At the beginning a camera scans the whole body; afterwards it
scans the fae and makes snapshots of the
head to reconstruct the hairstyle. At the last the user chooses clothes and other accessories
which will be applied to the final model. However, they reported that the hardest task of
avatar creation is the reconstruction ofcial geometry. In addition, researcheirom the
Computer Graphics Group in Erlangdrave presented a system for generating 3D face
avatars using the Kinect. A generic face model is fitted to the depth map obtained by the
Kinect. The resulting 3D face madds finally textured using the captured RGB image. The
proposed algorithm combines the advantages of robust no rigid registration and fitting of a
morphable face model. Their results showed that it is possible to obtain a high quality
reconstruction of tke facial geometry and texture along with ct®one correspondences

with generic face model as illustrated.
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An interesting finding was presented lg¢hanget al. 2013)that it suggeststhat
there are mostly two categories, theketchbasedand the Gesturebased, that are used by
novices to create 3d models. Tigketchbasedis a common approach to interactively
AYUSNLINBG (KS dzaSNRa H5 Hishigbasedsa matyod Bat 05 & K| LI
allowsthe user toconstruct and manipulate 3D spas using hand gestures performed in 3D
space, often based on a virtual sculpting metapHearticularly, two paradigmehere the
Sketchbasedmethod was used are the SKETGEeleznik Herndon & Hughes 1998hat
supported constructing 3D scenes by sketching geometric primitives and the {Tgddyshi
et al. 1999 that let the user to create rotund 3D objects by drawing their 2D silhouettes, as

well as supporting operations like extrusion, cutting, and begdsshown inigure 5

a) after creation b) after extrusion c) after cutting

Figure5: The use of the creation, extrusion and cutting operations for tmedelingof a 3D
object (lgarashi et al. 1999).

Contrary, two researches where ti@&esturebased nethod was used are the project
of (Nishino, Utsumiya& Korida1998)in which he used twdhanded spatial and pictographic
gestures andthe project of (Schkolnef NHzS G (i 3 20pWtkatls RafiedSurface

Drawingin which he used repeated marking of the hand to construct 3D shapes.

In this work, we usedhe Sketchbasedmethod because we found that it is the
simplest and easiest method to create and model a 3D avatar. Particularly, foratieling
of the lowest fidelity 3d avatamwo sketchesvere usedthat were depicted the front and the
right view of a human silhouette, respectively. These sketches were imported and
positioned on the scene dhe 3ds Studio Max so as to form a vertical angle. Using the
Editable Poly Modifietool of the 3ds Studio Mawe started to create small polygons and
connect them to each other based on these two sketches until a human silhobette

modeled.
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2.2.2 Methods for Aimating a3D Avatar

Human realistic facial and body animation remains a challenging goal in computer
graphics and animation researchlowever, he succes®f human dynamic realism doest
exclusively depend froncomputer graphics and animatioresearch, but theres also a
strong dependency on what we can learn from psychophysical and perceptual
experimentation with faces and bodieBor example, unobtrusive varieties in articulation
timing (Krumhuber et al. 2007)and even a slight dampening of element movement
(Theobald etal. 2009) have been demonstrated to firmly impact how declarations and
people are seen. Examination utilizing dynamic facial expressions as a part of software
engineering and brain research is generally centered facial models with control
parameters inview of the Facial Action Coding System (FAEBpan et al. 2002)FACS
gives definite depictions of 44 facial activitetermed Action Units (AUs)which endeavor
to incorporate the fundamental set of unique facial developments proficient by a féie. T
gives to the scientists a standard for coding, evaluating and imparting results. Given such a
model, experimenters may control these parameters to gauge the perceptual impact of AU
varieties in a controlled way. FACS is additionally utilized widely memise for activity
frameworks in feature recreations and filfSagar 2006; Duncan 200®Henceforth, it has a

noteworthy part to play in both facial movement and perception research.

The first Facial Action Coding System (FACS) was introdu¢€dssr, Krumhuber &
Hilton 2010 andis a substantial model to be based on dynamic 3D scans of human faces for
use in graphics and mental exploration. The model comprised of FACS Action Unit (AU)
based parameters and has been freely accepted by FACS specldiikzing this model,
they investigated the perceptual contrasts between linear facial motprepresented by a
linear blend shape approaahand real facial motions that have been synthesized through
the 3D facial model. Itheir experiments, they ko investigated the perceptual profits of
nonlinear movement for different AUs. Their outcomes are insightful for designers of
animation systems both in the entertainment industry and in the scientific research. They
uncovered a critical general advantage utilize captured nonlinear geometric vertex
movement over linear mix shape motion. However, their findings sugdestat not all

motions need to be animated nonlinearly.

The first parameterized face model was designed(Pgrke and Waters 199Gh
1974, with the objective of creating facial movements rapidly. Utilizing photogrammetric
strategies, they gathered 3D information from real faces and created animations by

interpolating between the facial expressions. A mudmsed activity frameworkwas
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showed by (Sifakis et al. 2005where he used motion capture data in a natrect
improvement procedure to gauge facial muscle actuation parameters. A different approach
was conducted byBlanz and Vetter 1999)uildingup an algorithm that fied a blend shape

model onto a single picture, bringing about an estimation of the geometry and surface of the
individual's faceln 20, Joshi proposed a programmed physically roused division that took

in the controls and parameters straightforwardly from tha sé blendshapegJoshi et al.

2005. Recent movement frameworks determined facial movements in taiegensional

space by following markers appended to a person's face. A model in 2003 was displayed by
(Breidt et al. 2003xonsolidating 3D scans and maticapture data for highly realistic facial
animation. Another model for multimodal complex feelings including motion expressivity

and blended facial expressions was exhibitedMsrtin et al. 2006)

An interesting system for realistic facial animationsmaresented byCurio et al
2006) where he decomposd facial motion capture data into semantically meaningful
motion channels based on the Facial Action Coding System. They retargeted a captured
performance onto a morphable 3D face model based on a semarirespondence
between motion capture and 3D scan data. The resulting facial animation urcbadrigh
level of realism by combining the high spatial resolution of a 3D scanner with the high
temporal exactness of motion capture data that accounts for subtle facial movements with

inadequate estimations.

In technical term3Motion capture (Mocap) issampling and recording motion of
humans, animals, and inanimate objects as 3D data", but in simple terms the Motion
/[ 1 LJidzNE A& RSTFAYSR da awSO2NRAYy3I 2F Y2UA2y Ly
animation". Particularly, during the first phase dig¢ Mocapthe movements of the objects
are captured in the real world and thein the second phaséhe data of the captured

movement are inserted o a 3D model of the world in a virtual environment.

Motion capture is used as an analysis tool in biomedsanesearch, as well as in
education, training and sports and recently in both cinema and video games. Motion capture
Aad ONBIRt& dziAtAlT SR LINRPOSRdAzNB Fa F LI NI 27F (K
utilized as a part of movies to record the acte@nsd proprietary software to animate the
creatures and fight scenes. These animations made through software were constantly

subjeced to synchronization with the MOl LJ | Od2NRa Y2@SYSyda |yR |

digital creatures, in order to create a believalattle or dialog scen@Hgure 6)
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Figure6: The use of the Fastmocap technology with markerless 3D motion capture wi
Microsoft kinect sensor for the creation of the animations of a 3D avatar.

In this work, motion capture data were not utilizethowever, we tried the
movement to be as natural as possible. Particularly, we used the Physique Muatilief
the 3ds Studio Max for the modeling of the animations of the charaasrwell as for the
association of the charactety S& K ¢ A (1 K skeltdl pastd. ThgaR<aé&complished
through a process called skinnirrstly, we appliedhe Physique Modifier to the character
and secondlywe created the movements of the avastausing the Auto-Key and the
Animation Timelingools of the 3ds StudidMax. Using theAuto Keytool, whena changeof
2 0 2 S Oifich,Qotatidd, nd scale happeribe 3ds MaxStudiocreates a key storing the
new value for the changed parameter at the current time. The 3ds Madioautomatically

fills in the frames between the different keys.

The process that was followed for the animation of the 3d avatsudescribed,

analytically in the fourth chapter of this thesis.
2.3 Using VEs and#nes forNeuroscientificResearch

A broader aim of many works was to assess whether such powerful social

psychological studies could be usefully carried out within VEs advancing cognitive

neuroscience and computer graphics as well as serious gaming reséanvbuld be
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valuable to understand the gmitive processes involved while interacting with 3D characters

in a gaming scenario. 3D characters could be employed to simulate experimental scenarios
F&d LIFNIG 2F ySdINPAOASYUGATAO LINRPG202fa Ay (KS
original eyperimental scenario has been implemented which, in the future, could be

interactively played in an fMRI scanr(®ivera et al. 200Q).

A lighting system has been designed to render an interactive VE on an fMRI display,
enabling the conduct of formal neuroscientific experiments and investigating the effects of
visual fidelity as well as varied lighting configurations of an indoors/outdgpexe on
FSStAy3a 2F LINBaS yOigodowdidiet d. RALRE Mother BdRvirtdaR Y T 2 NI
system for fMRI has been designed investigating the influence of two prominent VR
parameters, e.g. 3dhotion and interactivity, while brain activity is msured for a mental
rotation task({ 2 | et &l H10Q. The subjects perfored a variation of the mental rotation
task in a simple VE and brain activity was recorded during three conditions of varied 3d
motion and interactivity. Also, an interactive didilgame based on the Rdission video
game has been designed for cancer patients in the fMRI in order to determine whether
mesolimbic neural circuits associated with incentive motivation are activated, and if so,
whether such effects stem from the particijpay aspects of interactive gameplay, or from
the complex sensory/perceptual engagement generated by its dynamic -steram (Cole,

Yoo and Knutson 2032

The Smart Ageing that was implemented(bpstet al 2014)is a serious game in a
3D virtual environment aimed at the early detection of Mild Cognitive Impairments in
persons ageing between 50 and 60, and at assessing cognitive impairments in persons
already diagnosed or having neurodegenerative dementia. Smartng\gei a telematic
systemwhere the users realize a set of screening tests structured in five-tii@lyasks in a
familiar environment addressing various cognitive skills: memory, executive functions,
divided attention, shorterm and longterm memory andspatial orientation and attention.
The Trauma Treatment Gantieat wasdesigned byMayr, Horleinsberger& Petta 2014)is
another serious gamespecifically designed to providendividualized interventions to
children suffering from complex trauma and comorbid disorders such as anxiety and

depression to have undergone rigorous clinical evaluation.

In the experiments ofBhatt & Camerer2005 16 sibjects brain activity were
scanned using fMRis they made choices expressed beliefs and expressed iter&tedd2r
beliefs (what theythought others believe they would do) in eight game<Cingulate cortex

and prefrontal areaswere differentially activated in making choices versus expressing
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beliefs. Forming seleferential 2°-order beliefs about what otherthought you would do

seened to be a mixture of processes used to make choices and form beletgnilar work

was presented byYoshidaet al. 2010 RS @St 2 LAYy 3 | d&wheérdh@makK dzy G ¢ 3

subjects interacted with a computerized agent using different degrees of sophistication

(recursive inferences) and applied an ecologically valid computational model of dynamic

belief inference. They showed that rostral medial prefrontal (paracingllabrtex, a brain

region consistently identified in psychologitasks requiring mentalizing, hadspecific role

Ay SyO2RAYy3 (GKS dzy OSNIIFAydGe 2F AYyFSNBYyOS I 062 dzi
An interesting research was conducted @athiak & Weber2006). Particularly,

they recorded 13experienced gamers (£26 year$ while playing a violent firgberson

shooter game (a violent computer game played in-pelfspective) by means of distortion

and dephasing reduced fMRThey foundthat the occurrence of vi@nt scenes revealed

significant neuronal correlates in an evaelated designThey also, proposed that virtual

environments can be used to study neuronal processes involved in-redomialistic

behavior as determined by content analysis.

On the contrary (Wang Sourinaand Nguyen2011) claimed that the EEGased
G§SOKy2t238 KIFIa 06S02YS Y2NB LRLWzAZA N Ay &a&SNR 2 dz
new wireless headsets that meet consumer demand for wearability, price, portability and
easeof-use are comingo the market. Originally, EEéased technologies were used in
neurofeedback games and brasomputer interfaces. They conducted experiments
efficiency of fractal dimension value and the results showed that the brain staées
recognizable with the difi@nce in fractal dimension value. Two EEG 4 SR 3 YS& a. NI ;
/| KA¢ YR a5FyOAy3 w2o02i(¢é BKSNBE RSAAIYSR FyR AY
more information, ElectroencephalogranEEG is a noninvasive technique that allows
recording the electriclapotentials over the scalp which are produced by activities of brain
cortex and reflect the state of the braifNunez & Srinivasar2006). Neurofeedback is a
technique that presents the redime feedback to the user in the form of video display
and/or sound based on the processing results of EEG signals taken from the scalp of the user

(Hammond 2007)

It is claimed that using VEs and 3D characters in fMRI has the advantage that it is
possible to involve participants in interactive animated environmemiBich more
realistically reflect social and emotional situations. In this work we present an interactive 3D
gaming framework for fMRI experiments exploring whether artificial characters of varied

anthropomorphism recruit brain activation associated withpathy and social pai(Meyer
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et al. 2013. In addition, the goal of this work was to investigate whether the level of
anthropomorphism of the avatamgight affect game playing as well as fMRI data acquired at
the same time the game playingccurred For the first time, using this study devised
behavioral fidelity metrics of character believability and emotional engagement based on

neural activity.

2.4 TheExamination of Social Exclusion and Empathy

¢KS GSNY Wwaz2O0Altf SEOfdAA2YQ FANRG 2NAIAYI b8
INBFGSNI SYLKEIFaAa 2y aLl dAalf SEOfdAA2Yyd ¢KSNB A
FNBFAQX ¢gKSNB LI22NJ K2dzAAy I A yobide aiddackics &2 OA | f
decent work all combine to create an experience of marginalization. However, there are
various definitions of social exclusidiwalker and Walker 1997mentioned thatthe social
exclusion ighe dynamic process of being shut out from arfythe social, economic, political
and cultural systems which determine the social integration of a person in society.
(Burchardt et al, 2002)eferred that an individual is socially excluded if (a) he or she is
geographically resident in a society but {b) reasons beyond his or her control, he or she
cannot participate in the normal activities of citizens in that society, and (c) hesowshld
like to so participateln addition,(Levitas et al. 200)claimed that the social exclusion is a
complex andnulti-dimensional process. Particularly, it involves the lack of resources, rights,
goods and services, and the inability to participate in the normal relationships and activities,
available to the majority of people in a society, whether in economiciakocultural or
political arenas. It affects both the quality of life of individuals and the equity and cohesion

of society as a whole.

Many people face social exclusion in their daily life as well as other people
empathizing with excluded people. Empailsya complex form of psychological inference in
which observation, memory, knowledge, and reasoning are combined to yield insights into
the thoughts and feelings of othetgckes1997). Behavioral research has suggested that
empathy includes two primaryocnponents(Davis1983: (1) an affective component that
involves sharing the emotional experiences of others, and (2) a cognitive component that

involves thinking about, understanding and predictingseing S St aSQa YSy G+t adl i

The neuroscientists have shown strong interesting for these social phenomena and
their effects on human's life as well as for the brain activation that occurs when people get

social exclusion or empathize with someone else that gets exclusion. In theutesdctions

36



we describe some researches that investigated the social exclusion and empathy feeling

using fMRI scannetn addition, in this study we used reinforcement learning method to
SEFYAYS (GKS LINIGAOALI yiQ& o6SKI OrthdNbaeK Sy (G KS
Particularly, we wanted to investigate the differences in the behavior of the participants to

the other players when they have the ability to get points in the case of the use of the
reinforcement learning method in the game and when they have anty benefit to play

with specific way in the case of the use of the standard scenes of the game. Therefore, the

goal of this study was to explore if the participants included the excluded player in the game

because they were feeling empathy or they watht® win the gameThe definition of the

reinforcement learning method as well as some reinforcement learning algorithms are

described analytically in a next subsection as well.

2.4.1 Thelnvestigation of the $cial Exclusion on #iman'sLife

In the experiments b(Moor et al. 2012 participantsthat were from 3 age groups
(10c12, 1416 and 1921 year olds) participated in two tasksst, they played the Cyberball
game in order to induce feelings of social inclusion and exclusion, followed by a Dictator
game where they were asked to divide coins between themselves and the players who
previously included or excluded them. Results revealed that although social exclusion
generated strong distress for all age groups¢l® year olds showed increased activity in
the subgenual ACC in the exclusion game, which has been associated in previous studies
with negative affective processing. Results of the Dictator game revealed that all age groups
selectively punished the excluders by making lower offers. These offersassoeiated with
activation in the temporoparietal junction (TPJ), superior temporal sulcus (STS) and the
lateral PFC. Age comparisons revealed that adults showed additional activity in the insula

and dorsal ACC when making offers to the excluders.

A simila research was conducted IfiMasten et al. 2009)nvestigating the neural
correlates of social exclusion during adolescents. Their findings showed that the adolescents
with higher rejection sensitivity and interpersonal competence scores displayed greater
neural evidence of emotional distress, and adolescents with higher interpersonal
competence scores also displayed greater neural evidence of regulation, perhaps suggesting
that adolescents who are vigilant regarding peer acceptance may be most sensitive to
rejection experiences. Furthermore, the same auth@kéasten et al 201} conducted
another block of experiments exploring the neural responses to peer exclusion among
adolescents with ASD compared to typically developing adolescents. The results of their

experiments showed that compared to typically developing adolescents, those with ASD
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displayed less activity in regions previously linked with the distressing aspect of peer
exclusion, including the subgenual anterior cingulate and anterior insula, asasvédlss
activity in regions previously linked with the regulation of distress responses during peer
exclusion, including the ventrolateral prefrontal cortex and ventral striatum. Interestingly,
however, both groups seleported equivalent levels of digiss. This suggesi that
adolescents with ASBnight engage in differential processing of social experiences at the

neural level, but be equally aware of, and concerned about, peer rejection.

The fMRI additionally, was employed [irill and Platek 2009) to examine the
sensitivity to social exclusion in three conditions: saia@ee, otherrace, and selfesenbling
faces. In his experiments, the resuisowed that the participants demonstratedreatest
ACC activation when being excluded by -sedemblingand samerace faces, relative to
other-race faces. Additionally, participants expressed greater distress and showed increased
ACC activation as a result of exclusion in the seawe condition relative to the otherace

condition.

They have ben conductd many researches fahe social situationaswe described
above, however the study dflaurage in 202 identified for the first time the cerebral
correlates of interpersonal alterations in alcola®pendence(Maurageet al. 2012). In his
experimentsparticipants played the Cyberball gawberethey were first included by other
players, then excluded, and finally-ircluded. The results showed that while both groups
presented dorsal anterior cingulate cortex (dACC) activations during social exclusion,
alcohotldependent participants exhibited increased insula and reduced frontal activations (in
ventrolateral prefrontal cortex) as compared with controls. In addition, the Alcohol
dependencewaslinked with increased activation in areas eliciting socialesion feelings
(dACCGinsula), and with impaired ability to inhibit these feelings (indexed by reduced frontal

activations).

In this study, wedesigned an interactive Virtual Environment (VE) on an fMRI
display, enabling the conduct of formal neurosciBatexperiments and investigating the
effects of social exclusion, empathy and different level of anthropomorphism on human
brain activity. For the investigation of the social exclusion we implemented several scenarios
of the game simulating the inclusiar the exclusion of the human participants as well as
the exclusion of other virtual playeiof the game. Our results presented th&Contrast
estimates showing main effect of exclusion of other versus inclusion, demonstrating activity
in emotional brainregions such as bilateral parahippocampetft superior and left middle

frontal gyrusas well as imnterior cingulateand amygdalaThe anterior cingulate cortex can
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be partitioned anatomicallyaking into accountognitive (dorsal) and emotional (ventral)
components. The dorsal part of the ACC is associated with the prefrontal cortex and parietal
cortex and also the motor system and the frontal eye fields making it a central station for
processing togdown and botbm-up stimuli and assigning appropriate control to other areas

in the brain.fMRI studies have shown that the@mbal anterior cingulate cortex (dACC) and
insula activations reflect the negative feelings and distress associated with social exclusion
as wellas the middle frontal gyrus (MFG) and inferior frontal gyrus (IFG) activations

implicate in the regulation and inhibition of this emotional response.

2.4.2 Thelnvestigation of theEmpathy Feeling on theHuman's Relationships
An interesting research wasvestigated byDecety and Lamn2006) exploring the
human empathy through the Lens of Social Neurosciefibeir work demonstrated that
adopting a sefperspective when observing others in pamesulted in strongfeelings of
personal distress activated the pain matrix to a larger extent, as well as the amygdala. Such a
complete seHother merging seemito be detrimental to empathic concern. In addition, they
T2dzyR GKFG GKS o6S5ad NBamghynatde diskessl byitioksSdNI LIS NA 2
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less overlap between the neural circuits involved in the processing ohfired experience

of pain, and they indeed reportaiore feelings of empathic concern.

In other study of(Masten, Morelli & Eisenberger2011) was examined empathy
related neural processing and resulting prosocial behavior dwbsgrved social exclusion.
Theirresultsindicated that the neural regions supporting empathy for social paay differ
from those previously linkeavith empathy for physical painFor example, responses to
observed physical paimay trigger an automatic, affective response such that most
individuals spontaneously feel distress when trsagvsomeone in physical pain. In contrast,
observing social exclusion might require an additional layer of mentalizing to understand the
situation and imagine the victim's affective responsanad thus, might oly elicit pain
related neural activity among the most empathic individuals. Given that understanding social
situations is complex and relatively ambiguous, simply watching someone experiencing

social pairmay not automaticalllicit distress like observinphysical pain.

Unlike the research of Mastethe study of(Novembre, Zanon, and Silani 2014)
provides evidence that experiences of social rejection can activate regions of the brain so far
observed during experiences of physical pain and possibly responsible for coding the

intensity of the threatening event. The aim tfis study was to explore wdt extent first
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person experiences of physical and social pain overlap as well as the commonalities and
differences related to the vicarious experience of physical and social pain. In addition, their
results showed that this pattern of brain activation emtls to the witnessing of the same

type of social pain in others.

Although, in healthy individuals, affective perspective taking has proven to be an
effective means to elicit empathy and concern for others, in individuals with psychopathy
the extent to whech perspective taking can elicit an emotional respowses studied for the
first time by (Decetyet al. 2013. Their results demonstrated that while individuals with
psychopathy exhibited a strong response in gafifective brain regions when taking an
imagine-self perspective, they failed to recruit the neural circuits that were activated in
controls during a imagineother perspective, and thahight contribute to lack of empathic

concern.

Another interesting researchvas done by (Meyer et al. 2015 investigating the
neural responses during an empathy paradigm for friends and strangers. Their results
demonstrated that the mechanisms linking interdependence to empathy differentiate
between close others and strangers. Specifically, they found that MEe&tion when
20aSNBBAY3I || FTNASYRQA SEOfdzaA2Yy o00&ad AyOfdzaAzyo
FYR SYLI GKex gKSNBFa atcCc/ FTOGAGIGA2Y B6KSy 206aS8S
negatively correlated with trait interdependence aathpathy.

One of thegoalsof this study was to explore the brain activation associated with the
empathy feeling when a playeogsocial exclusion. We simulated situations of the empathy
feeling implementing rounds of the gamehere programmed players gaxcluded from the
other virtual players. The outcomes of this work showed that watchingett@usion of
other demonstrated activity in emotional brain regions such as bilateral parahippocampal
and amygdalaOne can attribute this activation pattern ttvé¢ imprecise mapping of avatar
TSI GdaNBa G(2-RZEBNN NEBEBBRSYIWF GA2yt SELISOGI yOAS:
extrastriate visual cortices (particularly areas like STS that are functionally tied to humans
emotional signals) and to the processinf reegativelyvalenced stimuli, activating lateral

orbitofrontal cortex

An extension of this implementation is to simulate situations of the empathy feeling
for friends and strangers and explore whether these situations activate different brain
regions. his can be employed byodellingthe avatars in order to look like a friend or a

stranger, respectively.
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2.4.3 The Ranforcement Learningviethod

Reinforcement learningis referred as an important method by which people learn
and change behavior based on feedback as wethag plan actions in order to maximize
reward Particularly,Reinforcement learnings an approach to learn policies for agents
acting in an unknown stthastic world, observing the states that occur and the rewards that
are given at each step. Reinforcement learning is learning to maximize a reward signal by
exploring many possible actions. The agent is not told the correct actions. Instead it explores
the possible actions and remembers the reward it receives. With supervised learning, an

agent takes an action and is then told what the correct action was.

The Reinforcement learning algorithms are usually used in video games in order to
create automated oppnents that perform well in strategy games. For instance, human
players rapidly discover and exploit the weaknesses of hard coded strategies. To build better
strategies a reinforcement learning approach is suggested for learning a policy that switches
between highlevel strategies. These strategies are chosen based on different game
situations and a fixed opponent strategy. Strategy games are an important and difficult
subclass of video games. In games such as WassrdfTCivilization players build citiegain
workers and military units, and interact with other human or Al players. The goal of these
games is to make the best use of limited resources to defeat the opposing players. The large
state space and action set, uncertainty about game conditionswa as multiple

cooperative and competitive agents make strategy games realistic and challenging

All Reinforcement learning algorithms are based on estimating the value function
which is the expected return starting from statelsy R ¥ 2t f 2 6 A@F E{RIsE A O ~ @ 4
=s} The value function is an estimate of how good it is for an agent choosing actions based
GKS LRftAOe -~ G2 0SS Ay -hctiod kadéhynctianiid tilexpecedh YA £ | NI ¢
return starting from sate s, taking actiohz Iy R GKSNBF FGOSNI F2ftt 26Ay 3 LE
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Thefive basic elements of a Reinforcement learnisgstem are:
1. Agent The learning component of a RL system. He executes some actiods a
where A the set of the allowed actions, depending on the state of the environment
in which it belongs.
2. Model of the environment Mimics the behavior of the environment. For instance,
given a state and an action it determines what the next action well Bhe
environment is described by a set of state8 &, where S the total states of the

envronment.
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3. Policy : Determines the behavior of each agent at each time.

4. Reward function Maps to each state a reward, which expresses whether this state
is desiralte. The reward function determines the set of the states that are good for
the agent to be found.

5. Value function Determines what actions are good in the long term. Unlike the
reward function expressing the temporary value of a state of the environmést, t
value function reflects the lonterm value of a state taking into account the states

that may arise and the corresponding rewards.

Markov Decision Proces¢MPD) is a common method for modeling sequential
decisionmaking with stochastic actions. We fea a policy for an MDP through
reinforcement learning approaches. We represent the learning problem as an MDP, defined
as a tuple (S, A, P, R) with:

1 S, afinite set of states with designated initial st&te

1 A, afinite set of actions.
9t I asSd 2F adl adS G N3, yha prdbabiity of rak@tioning A t A G A Sa
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1 R, areward function: R(s, a), a realued immediate reward for taking actidnin
state s.
An MDP unfolds wer a series of steps. At each step, the agent observes the current
state, s, chooses an actioh, and then receives an immediate reward that depends on the
state and action, R($,). The agent begins in the initial stags which is assumed to be

known. The state transitions according to the distribution P as given above and the process

O2yAydzSad ¢KS 321Kt A& (2 FAYR | LRftAOCEI BHKAO
maximizes the sum of rewards over the steps of the problem. The value dfa@e ~ | 0 adl @
s can be calculated as:
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discount factor.

Qclearningmethod is a Reinforcement Learning algorithm that updates the value of
a stateaction pair after the action has been taken in the state and an immediate reward has
been receivedWatkins & Dayan 199R Values of stat@ction pairs,Q(s, ') are learned

because the resulting policy is more easily recoverable than learning the values of states
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alone, V(). Q-learning converge to an optimal value function under conditions of
sufficiently visiting each stataction pair, but often requires many learning epissdo do
so. When an actioth is taken in states, the value of a stataction pair, orQ-value, is
updated as

Q(s,h) =Q(s,") +a(r+ V(s®- Q(s, ")), Whereh v [0, 1] is the learning rater, is reward that

is observed! is the discount factors(ls the next state, an®f(SQ =maxQ (" P

The learning raté determines to what extent the newly acquired information will
override the old information. A factor of O will make the agent not learn anything, while a
factor of 1 would make the agent consider only the most recent information. In fully
deterministic ewironments, a learning rate &f Tis optimal. When the problem is
stochastic, the algorithms still converges under some technical conditions on the learning
rate that require it to decrease to zero. In practice, often a constant learning rate is used,
such ag' = 0.1for allt.

The discount factor determines the importance of future rewards. A factor of 0 will
make the agent "myopic" (or shesighted) by only considering current rewards, while a
factor approaching 1 will make it strive for a letgm high reward. If the discount factor

meets or exceeds 1, the action values may diverge.

A study was conducted b Q a 8013 examining the effects of sociegward on
reinforcement learning. &ticipants completed three versions of a reinforcement learning
task where feedback varied. These included a visual condititrere correct and incorrect
feedbackwas presented visually, a neutral conditiavhere correct and incorrect feedback
waspresened by a humarvoiceand a reinforced conditiowhere feedback was presented
by human voice saying positive and negative social statements. Learning strategies, for
example, exploitative versus explorative behaviors and the impacts of positive versus
negative feedback on learning were measured. The type of feedback received was not found
to have any significant effect on early learning strategies. Additionally, there was no

difference in the impacts of positive versus negative feedback on reinforcementrigarn

In this work, we implemented a more sophisticated version of Cyb&ball
including state of the arReinforcement Learning methods in Ganeesl incorporating a
form of learning affecting players' behavior in Cybe@a#t This sophisticated versionf o
CyberbalBD+made the game more competitive and intelligent integrating rules and scores
as well as creatinintelligent opponents (computer players) modeling their decision making

behavior.
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We created two potential rules that were the ability of egahayer to throw the ball
to any of the rest of the players of the game and the inclusion of a reward system whereby
points were givento or removed froma player depending on his/her ball throws. In
particular, if a playethrew the ball to the player thahad the highest number of receiving
tosses he/shdost a point while if a playethrew the ball to the player thahad the lowest
number of receiving tosses he/sheon a point. In addition, if a playehrew the ball to a
player thathad a medium number breceiving tosses he/shdid not loseor win points. The
player that obtained the highest score of points he/she won the game. The score of the

participant was displayed on the screen during the rounds of the game.

Participants were informed that they we able to throw the ball t@any playeiin the
game and also that there was a reward system. Although they were not informed on how
they gain or lose points, they were able to figure it out on their own, if they paid attention
on the pointing system sindbe score appear on the screen. Tgrpose of this approach
was to make the players to understand that they had to feel empathy for the excluded

players throwing the ball to them if they wanted to win the game.

2.4.4 The Variants of the Cyberball Game for thevestigation of the Social
Exclusion

Cyberball is a batbss game that can be used for research on ostracism, social
exclusion or rejection. It has also been used to study discrimination and prej@iberball
was originallyintended as a simulation of ostracism in the context of a research program

(see Williamsl997, 2001 Williams, Forgag von Hippel 2005; Williams & Zadi2005).

During the first Cyberball experiments, the participants were recruited to log on to
an online experiment where they played a virtualballtossing game with two other
participants who had logged on from somewhere else in the w@fldliams, Cheungand
Choi 2000. Before the experiment, the participants were informed that Cyberbals a
means to an end, and was, by itself, unimportant for the experiment. It was portrayed as
merely a task that helped participants exerddbeir mental visualization skills, which they
would purportedly use in the subsequent experimental task. Aféading the instructions,
they would view a gameavhere the players were represented on the screen by animated
icons. They would then play the Cyberball for about 5 min. The results showed that if
participants were oveimcluded (getting the ball for halhe throws) or included (getting the
ball for one third of the throws), they felt better than if they received the ball for only one

sixth of the throws. Still, getting the ball for a sixth of the time was significantly better than
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not getting it at all. Fly ostracized participants answered a pesiperimental
guestionnaire indicating lower levels of belonging, ®slifeem, control, and meaningful

existencg(Williams and Jarvis 2006)

Brain imaging studies demonstrate that physical pain sensations areegsed
FONR&aa | ySGg2N)] 2F O2yySOGSR ON}IAY NBIA2YyAEAz 4
YFEGNRAEQ® az2ad 2F GKS LIAY YFGNRE A& Ffaz | OGAQ
physical painEisenberger 201 Interestingly, experiencing 8 WL Ay 2F a2 O0Alf S
also engages these same regions during brain imaging studies of the original Cyberball task,
consistent with the notion of social pain. There is early work suggesting that a similar brain
activation pattern is present when onsees and empathizes with someone else being

ostracizedEisenberger 2012

Researchers from around the world have used the Cyberball game for similar
purposes, sormtimes with minor modificationgyut always for the purpose of manipulating
incluson and exlusion (Krill, Platek & Wathne 2008) modified the cyberball gameo it
could be played over the internet. They programmed Cyberball to generate 60 tosses during
each round and to delay each toss b3 secondsin an effort to make the game seem
realistic. Players were randomly assigned to either an inclusion round or an exclusion round.
In the inclusion round the subject was involved in playing the game (throwing the ball) with
confederates (computerized opponts) throughout the duration of the game. In the
exclusion round, the participants were allowed to participate during the beginning of the
game (six throws). After six throws the game was programmed to stop tossing the ball to the
participant; the participnt saw the computerized confederates playing amongst themselves

but no longer received a throw during this exclusion period.

In the variant of the Cyberball game @fndariet al. 2010 participantsengaged in
a multi round balltoss game over @omputer network with threefictitious partners. The
researchers manipulated the amount of reciprocation exhibited by the thiettious
players. The critical task manipulation was the probability that each of the thicdgous
players would throw theball to the participang, which allowed us to create different
cooperative behavior priles (good, bad, and neutralpt game start, probabilities were
homogeneous for all players, thatas the participant had a probability = 1/3 of receiving
the ball from any of the three players. After a predetermined number of rounds, player
profiles diverged such that player A (tldigoock profile) passel 70% of its played balls to
player D (the participant), 20% to player C (b=l profile), and 10% to player B (tmeutral
profile); player Qthe bad profile) passd 10% of its played balls to player D (the participant),
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20% to player A (thgoodprofile), and 70% to player B (theeutral profile); player B(the
neutral profile) passd 30% of its played balls to player D (the participant), 40% to player C
(the bad profile), and 30% to player B (thgood profile). The game included a monetary
incentive to enhance the participa@t cognitive engagement in the task. Any player
receiving the bll earned 2. To optimize cognitive engagement in the task, the participant
was told that each ball received was worthe@rosand that when returning the ball two
outcomes were possible: either the recipient would toss the ball back to the participant,
generating further income, or toss it to another player, earning that player 2 euros. The
participani@ cumulative gains weresplayed on the screen and he/she was led to expect a
percentage of the gains at the end of the game. The participant was instructed that the
game ended after a total of 80 tosses.

In the experiments of(Lelieveld et al. R12) the participants were inforrad that
they would participate in dhree-player game of CyberbalDuring the game, half of the
participants were equally included by the other players (i.e., they received one third of the
tosses) and half of the participants were excluded (i.e., theseived one toss at the
beginning and then never received another toss). In the financial compensation condition,
participants obtained 5@ dzN&:#t for each ball that was not thrown to them. There was a
counter made visible in the Cyberball screen, which was incremented with 50 cents each
time the participant was not given a ball (after the 30 throws, participants thus earned
€14,50).

In this work theCyberball3D+game wasplayed by three virtual players and the
human subject and any scenariosvere evaluated by the neuroscientists, some fair and
other unfair to the subject (simulating social exclusion) or to the other avatars (singlati
empathy for social exclusion). The human subjdaiedseveralrounds of the game. Each
round includedvaried scenarios simulating situations of social exclusion or empathy as well
as varied levels of anthropomorphism of the avat&sr the first time the Cyberball game
was implemented in three- dimensional form as well ag included three level of
anthropomorphism(Fgure 7) In addition, in this project three versions of the game were
implemented including the five basic scenes, the probabilitiesrsion and the
Reinforcement Learning version. Each of these versions simulated different situations of
social exclusion or empathy. Especially, in the probabilities version of the game the
neuroscientists were abl® simulate any situation of the fairiss of the game they wanted
by filling in the percentages of the tosses that each player would throw to each one of the

other players.
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This game proposed was designed to render an interactive Virtual Environment (VE)
on an fMRI display, enabling the condust formal neuroscientific experiments and
investigating the effects of social exclusion, empathy and different level of
anthropomorphism on human brain activityror the first timg we got a validated
neuroscientific measure of character believability asdotional engagement at the same

time the experience was taking place.

e - 2

Figure 7 The original version of the cyberball game (left). The versidithe cyberball
gameof this workin three - dimensional form(right).

2.5 Summary

In this chapter were presentedome methodsthat were used by researchers in
order to model and animate a 3d avatar as well as success real and fast rendering of the 3d
avatar. Furthermore, in this chapter we provided background information regarding the
virtual games were used inside fMRI scanigmneuroscientists in order to investigate social
phenomena such as social exclusion and empathy. In addition, we described different
variants of the Cyberball game that were used for the investigation of the social exchssion

well asfor the investigatbn ofthe empathy for the social exclusion.
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3 Chapter 3¢ Software Architecture and Development
Framework

In this chapter,we describethe software architecture and the development
framework that isused in thigroject aswell asthe toolsthat areused tobuild several parts

2T GKA& LINR2SOUGQa FLIWX AOFGA2y > adzOK Fa (KS
3.1 Virtual Reality Technology and Game Engines

A game engine is a software framework designed for the creation and development
of video games. Video game developers use them to create games for video game consoles,
mobile devices and personal computers. The core functionality typically provided byea ga
engine includes a rendering engine for 2D or 3D graphics, a physics engine or collision
detection (and collision response), sound, scripting, animation, artificial intelligence,
networking, streaming, memory management, threading, localization suppod,a scene
graph.A game engine provides the framework and the Application User Interface (API) for
the developer to use and communicate with the hardware. It consists of separate
autonomous systems, each handling a specific process, e.g. the graphérs, 49& sound

system, the physics system, etc.

There are several game engines offering a wide range of tools to create interactive
environments, primarily used for the development of a computer game. Game engines are
also powerful platforms for the dewabment of any 3D interactive environment.

In the following subsections, are described three different game engines but two of
them were rejected and one engine (UDK) was setibdor the implementation of thiSD

gaming system.

3.1.1 Unity 3D

Unity game engie offers a vast array of features and a fairly easy to grasp interface.
Its bread and butter is crogdatform integration, meaning games can be quickly and easily
ported onto Android, iOS, Windows Phone 8, and BlackBerry, making it a great game engine

for the development of mobile games.

The game engine supports assets from major 3D applications like 3ds Max, Maya,
Softimage, CINEMA 4D, Blender and more, meaning there is no real restrictions to the type

of file formats that it supports. With the recentlease of UnitydD 4.3 it also has native 2D
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capabilities, supporting sprites and 2D physics, making it a great game engine to use for the

development of 2D games.

While the engine supports integration of just about any 3D application, it does,
however, siffer in the amount of editing capabilities inside the engine editor. UBiyhas
no real modeling or building features outside of a few primitive shapes so everything will
need to be created in a third party 3D application. It does, however, boast a &aget
library where a wide variety of assets can be downloaded or purchased (pricing is

determined by the asset author).

In terms of programming, Unity 3D supports three programming languages:
JavaScriptC# and Boo, which is a python variation. All hfenguages are fast and can be
AYUiSND2yySOGSRP ¢KS Fax¥&NBDStREARDTANN IGAYY HKS 2
and flexibility. Required for the development process a debugger is also included, allowing

pausing the game at any time and resumingtep-by-step.

Unity 3D is widely used, utilized by a large community offering help. It is free for
noncommercial use and is targeted to all platforms, such as PC, MAC, Android, iOS and web.
This game engine targets at offering increased renderingdsp@e=n on machines with low
memory and computational power, such as iOS and Android smartphones, and not at
creating interactive photorealistic environments, which need a lot of memory and very fast
CPU and GPU to render at acceptable speed. Unity 3Dre&jasted, because it was

necessary to have the ability to create photorealistic VEs and render them itimeal

3.1.2 Torque 3D

Torque 3D is a sophisticated game engine for creating networked games. It includes
advanced rendering technology, a Graphical Ustariace (GUI) building tool and a World
Editor, providing an entire suit of WYSIWYG (WrattSeelsWhat-YouGet) tools to create
the game or simulation application.
¢KS LINPINIYYAYy3I fFy3Adzk3S dzaSR Aa a¢2NJjdzS{ ON.
targeted for both Windows and MacOS platforms, as well as the web. The main
disadvantage of Torque 3D is that it is not free, but it needs to be licensed for $100. For this

reason, Torque 3D was, also, rejected.

3.1.3 Unreal Engine & Unreal Development Kit (UDK)

Unreal Development Kit (UDK) is one of the leading game engines currently. It
became free on November 2009 forn@h2 YYSNOA I f dzAS | yR Aa dza SR 08¢
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development studios. The UDK community includes thousands of people from around the

world, providing help and advice.

The UDK is a framework used mostly in creating computer games and visualization.
UDK consists of different parts, making it act both like a game engine and a 3D authoring
environment. It provides the necessary tools to create @fjects and assign materials on
these, import 3D objects such as characters and their animations from 3ds Studio Max and
import and use sounds and sound effects. It, also, allows the designed application to
seemingly attach to Flash User Interfaces (UDK can also be used to render computer

graphics scenes as well as create and respond to events while playing the game.

UDK offers the ability to use both C/C++ and UnrealScript, which provides the
developers with a builin objectoriented programming laguage that maps the needs of
game programming and allows easy manipulation of the actors in a synthetic scene. The
main components inside the UDK are: the Unreal Editor which is used to create or import
objects and edit VEs handling all the actors andrtipgoperties located in the VEs; the
Unreal Kismet, which allows for the creation of sequences of events and corresponding
actions and the Unreal Matinee which is responsible for the animation of actors atimesal
OKIFIy3asSa Ay GKS I OG2NEQ LINPLISNIASED

3.2 Tods of Unreal Development Kit (UDK)

In this project we used the UD#ihich, as we already discussesch frameworkthat
isused mostly ircreating computer games and visualization. UDK consists of different parts,
making it act both like a game engine and a 3D authoring environment. In the following

subsections are analyzed the UDK framework and its tools.

3.2.1 Unreal Editor

The Unreal Editorsithe tool inside UDK that is used to create and edit VEs. 3D
objects, materials, textures, lights, sounds, videasd images can be imported to the
Content Browser library and inserted in the VEs through the Unreal Editor. Also, the Unreal

Editor can cre@ and assign materials the 3D objects, as well as animate th€Rigure $.
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Figure 8 Sreenshot from the Unreal Editor

Everything inside the virtual scene made in the Unreal Editor is considered by UDK
to be an Actor, extending from 3D objects to lights. Thia Bccordance witlunreal Script
which is an ObjeeDriented Programming language and each item is appointea ttass
that extends from ActorfForexample the 3D objects are assigned to tB&eletalMeshActor
class, the ligts be variedly assignedto the PointLight PointLightToggleable
DominantDirectionalLightlasses ecording to their functionas well as thesounds are

assigned to th&oundclass All these classes extend from tiestor class.

The 3D objects imported into Unreal Editor can be assigned to Static Mesh, used for
static objects, or Skeletal Mesh, used for character bodies. The 3D objectsprojleist are
Skeletal Meshes because represent virtual humans. After an object is imported through the
Content Browser, we can change its main attributes, such addtees materials and its
movements within theUnreal AnimSet Edito(Figure 9) Thesechanges will affect the

instances of this object that will be inserted in the virtual scene, unless they are overridden.
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Figure 9 A paradigm of Unreal AnimSet Editor depicting a 3d human

Whenan object is inserted in thenreal Hitor throughthe Content Browser library,
an instance of its predefined Actor class is created and the editor offers the option to change
the configuration of the specific instance, without affecting the other instances. The options
that can be changed include the &P Q&4 L2 aAGA2y>X RN}r g ao0Ff Sz
system, materials, actor's movementsstor's attachmentcollision, components, etclhe
FigurelOdisplays a paradigm of SkeletalMeshActor, depictirgpropertiesof a 3D human
instance that was inserted in the VE. It shows that several properties can be changed, such

as Physics anQollisionproperties, or the Location and Rotation of the object.
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Figure 10A paradigm of SkeletalMeshActor, depicting the properties of a 3D human
instance
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There are many other actor classes that simulate the functions of a variety of other
objects, such as triggers, sounds, dynamic meshes that can be moved or rotatéthexe.

can be embedded and controlled through the Unreal Editor.

3.2.2 Material Editor

The Material Editor is aseful tool within Unreal Editowhich isused b create
realistic environment Particularly, his tool is responsible fothe creationand ediing of
different materials thatcan beassigned to objects inside the scenes crealidte objects are
affected by these materials in a variety of ways, mainly in terms of their texture and their
interaction with the light.The Material Editor provides the aibjl to create shaders to be

applied to geometry using a nodmsed graph interface

Specifically,lte Material Editor is hodbased; however, its nodes do not represent
events or actions, but textures, colors and several processing filters, such as addition of two
different textures. It provides the main node which has all the supported properties of the
material, such as the fiuse, emissive and specular properties and each property can
receive the output from a node or from a sequence of noddse Material Editor can be
opened by doublelicking any Material asset or through the righick context menu of a
Material asset irthe Content Browser. Either of these will open up that particular Material

in the Material Editor for editing.
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Figure 11 Sreenshot from the Material Editor depicting the overall material that was
used for a 3d human.

3.2.3 Unreal Kismet

Another useful tool inside théJnreal Editoris the Unreal Kismet whicban be
described as a graphical system that connects specific events to specific adtidms.
responsible for the creation of sequences of events and corresponding achartculaly,
it is node-based and properties of different nodes can be connected with arrblesvever,
there areonly some predefined events arattionsthat can be creategmore actionscan be

created through Unreal Script

It is noteworthy to add that the complete sequence of events and actions applies
only to the currently loaded scene and not to other scefdeng these lingsUnreal Kismet
is not efficient in creating general rules that applyatcomplete game or application andrfo
this rea®n the Unreal Script is recommendedAs opposed to thatUnreal Kismet is

preferred for the connection of specific events and actions.

Several Unreal Script eventre generatedn order to loadthe main menu of the
game which wasised by neuroscientists to fill ihé parameters of the game and was
loaded on the screewhen the game wasitiated as wel asfor the loading ofi KS  WNXI i dzNJy/ Q

menu which waglisplayed on the screen at the end of the gartre addition,in the Fgure
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