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Abstract 

This work presents a 3D interactive gaming paradigm called, Cyberball3D+, for the 

secluded space of an fMRI scanner.  The Cyberball3D+ game is a virtual ball-toss game, 

where the participant is either excluded or not from ball tossing played by three virtual 

players and the subject in the scanner. It has been used in simple sketch mode by 

neuroscientists for research on ostracism, social exclusion or rejection as well as 

discrimination and prejudice.  

The game proposed was designed to render an interactive Virtual Environment (VE) 

on an fMRI display, enabling the conduct of formal neuroscientific experiments and 

investigating the effects of social exclusion, empathy and different levels of 

anthropomorphism on human brain activity. Although this work focused on the technical 

implementation of the system, the goal was to use this system to explore whether the pain 

felt by someone when socially excluded is the same when observing other people get 

socially excluded. Moreover, for the first time, we proposed a validated neuroscientific 

measure of character believability and emotional engagement.  

The system was developed in close collaboration between the Technical University 

of Crete, where the technical implementation took place and the Brighton and Sussex 

Medical School, where the initial fMRI experiments were conducted using the system 

proposed.  

Ten healthy adult volunteers (8 female, 2 male) underwent fMRI at Brighton and 

Sussex Medical School. In a block design they participated in several rounds of the 

Cyberball3D+ task, which included from combinations of low and high anthropomorphism, 

inclusion of all avatars or exclusion of self and exclusion of other, simulating social exclusion 

or empathy for social exclusion.  Each round was 75 seconds long. Two buttons from a 4-

button interface were used to throw the ball left or right. User interactions were 

synchronized to the fMRI scanner by using trigger information. A frequency modulated 

audio signal was generated at prescribed times within the experimental phase. The audio 

signal was fed into a biometric recorder, which also recorded heartbeat, scanning 

synchronization etc. A log was generated marking the exact time the sync pulses were sent 

to the biometric recorder as well as logs for user interactions. Neuroscientists used a 

dedicated user interface to select the level of anthropomorphism of all avatars, the gender 

of each avatar and the fairness of each round. 
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The results demonstrated that participating in a high anthropomorphism 

environment rather than a low anthropomorphism environment activated both frontal 

cortex and superior temporal gyrus.  This suggests that compared to more human like 

avatars, playing the non-anthropomorphic avatars is less subjectively rewarding and 

potentially anxiogenic. In addition, the results indicated that when studying complex 

emotional responses, a high level of anthropomorphism of synthetic characters engages 

neuroscientific patterns of brain activation similar to real-world circumstances. 

A broader aim of this work was to assess whether such powerful social-psychological 

studies could be usefully carried out within VEs advancing cognitive neuroscience and 

computer graphics as well as serious gaming research. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

4 
 

Declaration 

The work in this thesis is original and no portion of the work referred to here has been 

submitted in support of an application for another degree or qualification of this or any 

other university or institution of learning. 

 

Signed:                                                                                                                                Date: 

 

Mavromichelaki Evangelia 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

5 
 

Acknowledgements 

ʅ ʁh ˎˍʺ ˍʹ˄ ʶ˄ˈˍʹˍʰ ʻʰ ˔ˊʹˋʽ˃ˇˉˇʽʺˋ˖ ˍʹ˄ ʶ˂˂ʹ˄ʽˁʺ ʴ˂˗ˋˋʰ ˋʶ ʰ˄ˍʾʻʶˋʹ ˃ʶ ˍˇ 

ˎˉˈ˂ˇʽˉˇ ˁʶʾ˃ʶ˄ˇ ʴʽʰ ˄ʰ ˃ʹ˄ ʰ˂˂ʱ˅˖ ˍˇ ˃ˇˍʾʲˇ ˍ˖˄ ˉˊˇˁʱˍˇ˔˗˄ ˃ˇˎΦΦ :-P  

ɮˊ˔ʽˁʱ ˇ˒ʶʾ˂˖ ʷ˄ʰ ˃ʶʴʱ˂ˇ ʶˎ˔ʰˊʽˋˍ˗ ˋˍʹ˄ ʶˉʽʲ˂ʷˉˇˎˋʰ ˁʰʻʹʴʺˍˊʽʱ ˃ˇˎ ˍʹ˄ ˁΦ 

ɼʰˍʶˊʾ˄ʰ ɾʰ˄ʽʱ ʴʽʰ ˍʹ˄ ʶˎˁʰʽˊʾʰ ˉˇˎ ˃ˇˎ ʷʵ˖ˋʶ ˄ʰ ʰˋ˔ˇ˂ʹʻ˗ ˃ʶ ʷ˄ʰ ˍˈˋˇ ʶ˄ʵʽʰ˒ʷˊˇ˄ ˁʰʽ 

ˉ́ ˖ˍˈˍˎˉˇ ʻʷ˃ʰΣ ʴʽʰ ˍʹ˄ ˋˎ˄ʶ˔ʺ ˁʰʻˇʵʺʴʹˋʹΣ ʶˉʾʲ˂ʶ˕ʹ ˁʰʽ ˍʹ˄ ʱ˕ˇʴʹ ˋˎ˄ʶˊʴʰˋʾʰ. ɶ 

ʶˊʴʰˋʾʰ ʰˎˍʺ ˃ˇˎ ʷʵ˖ˋʶ ˍʹ ʵˎ˄ʰˍˈˍʹˍʰ ˄ʰ ʰˋ˔ˇ˂ʹʻ˗ ˃ʶ ʷ˄ʰ ʻʷ˃ʰ ˉˇˎ ˃ʶ ˉˊˇʲ˂ʹ˃ʰˍʾʸʶʽ 

ʽʵʽʰʾˍʶˊʰ ˁʰʽ ˍˇ ˋˎ˄ʰ˄ˍʱ˖ ˁʰʻʹ˃ʶˊʽ˄ʱ ˋˍʹ ʸ˖ʺ ˃ˇˎΦ ʅʰ˄ ʶˎʰʾˋʻʹˍˇˌ ʱ˄ʻˊ˖ˉˇˌ ʲʽ˗˄˖ 

ʷ˄ˍˇ˄ʰ ˍʹ˄ ʰˉˈˊˊʽ˕ʹ ˍˇˎ ˋˎ˄ʰʻˊ˗ˉˇˎ ˃ˇˎ ʰ˂˂ʱ ˁʰʽ ˍˇˎ ʾʵʽˇˎ ˃ˇˎ ˍˇˎ ʶʰˎˍˇˏ ˃ˇˎ ʰˉˈ 

ʵʽʱ˒ˇˊʶˌ ˁˇʽ˄˖˄ʽˁʷˌ ˇ˃ʱʵʶˌΦ ʂ˂ˇʽ ˇʽ ʱ˄ʻˊ˖ˉˇʽ ʵˎˋˍˎ˔˗ˌ ʷ˔ˇˎ˄ ʲʽ˗ˋʶʽ ˋˍʹ ʸ˖ʺ ˍˇˎˌ ˍˇ˄ 

ˁˇʽ˄˖˄ʽˁˈ ʰˉˇˁ˂ʶʽˋ˃ˈ ʰˉˈ ˇˉˇʽʰʵʺˉˇˍʶ ˁˇʽ˄˖˄ʽˁʺ ˇ˃ʱʵʰΦ ʂ˄ʶʽˊˇ ˃ˇˎ ˋʰ˄ 

ˉˊˇʴˊʰ˃˃ʰˍʾˋˍˊʽʰ ˍ˖˄ ɶκʇ  ʶʾ˄ʰʽ ˄ʰ ʰˋ˔ˇ˂ˇˏ˃ʶ ˃ʶ ˍʹ˄ ʰ˄ʱˉˍˎ˅ʹ ˉˊˇˍʸʶˁˍ ˉˇˎ ʰ˒ˇˊˇˏ˄ 

ˍˇ˄ ʱ˄ʻˊ˖ˉˇ ʴʶ˄ʽˁʱ ˁʰʽ ʶʽʵʽˁʱ ˋˍʹ˄ ʲʶ˂ˍʾ˖ˋʹ ˍʹˌ ˋ˖˃ʰˍʽˁʺˌ ˁʰʽ ˕ˎ˔ʽˁʺˌ ˍˇˎ ˎʴʶʾʰˌ ˁʰʽ 

ʶʾ˄ʰʽ ˃ʶʴʱ˂ʹ ˃ˇˎ ˔ʰˊʱ ˉˇˎ ʰˎˍʺ ʹ ʶˊʴʰˋʾʰ ˃ˇˎ ʷʵ˖ˋʶ ʰˎˍʺ˄ ˍʹ˄ ʵˎ˄ʰˍˈˍʹˍʰ. 

ɳˉʾˋʹˌ ʷ˄ʰ ˃ʶʴʱ˂ˇ ʶˎ˔ʰˊʽˋˍ˗ ˔ˊ˖ˋˍʱ˖ ˋˍˇ˄ ˁʰʻʹʴʹˍʺ ˍ˖˄ ˉˊˇˉˍˎ˔ʽʰˁ˗˄ ˃ˇˎ 

ˋˉˇˎʵ˗˄ ˍˇ˄ ˁ Φ ɿʽˁˈ˂ʰˇ ʃʰˉʰʵʱˁʹ ʴʽʰ ˍʹ˄  ˋˏˋˍʰˋʹ ˍˇˎ ˋˍʹ˄ ˁΦ ɾʰ˄ʽʱ ˁʰʽ ˍʹ˄ ʶ˄ʹ˃ʷˊ˖ˋʹ 

ˍˇˎ ˈˍʽ ˎˉʱˊ˔ʶʽ ˃ʽʰ ʻʷˋʹ ˋˍˇ ˃ʶˍʰˉˍˎ˔ʽʰˁˈ ˉˊˈʴˊʰ˃˃ʰ ˃ʶ ˍʹ˄ ʵˎ˄ʰˍˈˍʹˍʰ ˔ˇˊʺʴʹˋʹˌ 

ˎˉˇˍˊˇ˒ʾʰˌΦ 

ɸʰ ʺʻʶ˂ʰ ʶˉʾˋʹˌ ˄ʰ ʶˎ˔ʰˊʽˋˍʺˋ˖ ˁʰʽ ˍˇˎˌ ˋˎ˄ʶˊʴʱˍʶˌ ˃ʰˌ ˋˍʹ˄ ɮʴʴ˂ʾʰΣ ˍˇ˄ Prof. 

Hugo CritchleyΣ ˍˇ˄ Dr. Neil Harrison ˁʰʽ, ˍʹ˄ Dr. Jessica Eccles ʴʽʰ ˍʹ˄ ˉˇ˂ˏˍʽ˃ʹ ʲˇʺʻʶʽʱ 

ˍˇˎˌ ˁʰʽ ˍʹ˄ ʵʽʶ˅ʰʴ˖ʴʺ ˍ˖˄ ˉʶʽˊʰ˃ʱˍ˖˄Φ ɮ˄ ˁʰʽ ʷ˔˖ ʷ˄ʰ ˃ʽˁˊˈ ˉʰˊʱˉˇ˄ˇ ˈˍʽ ʵʶ˄ ˃ʰˌ 

ʷʵ˖ˋʰ˄ ʰˊˁʶˍʱ ʰˉˇˍʶ˂ʷˋ˃ʰˍʰΦ 

ɳˉʽˉ˂ʷˇ˄Σ ʻʷ˂˖ ˄ʰ ʶˎ˔ʰˊʽˋˍʺˋ˖ ˍˇˎˌ ˁˎˊʾˇˎˌ ɽʰʴˇˎʵʱˁʹ ˁʰʽ ɲʶ˂ʹʴʽʰ˄˄ʱˁʹ ʴʽʰ ˍˇ 

˔ˊˈ˄ˇ ˉˇˎ ʻʰ ʰ˒ʽʶˊ˗ˋˇˎ˄ ˋˍʹ˄ ʰ˄ʱʴ˄˖ˋʹ ʰˎˍʺˌ ˍʹˌ ʶˊʴʰˋʾʰˌ όˁʱʻʶ ˋ˔ˈ˂ʽˇ ˁʰʽ ʵʽˈˊʻ˖ˋʹ 

ʶʾ˄ʰʽ ˁʰ˂ˇʵʶ˔ˇˏ˃ʶ˄ʹύΦ ɳˉʾˋʹˌ ʵʶ˄ ˃ˉˇˊ˗ ˄ʰ ˃ʹ˄ ʶˎ˔ʰˊʽˋˍʺˋ˖ ˍˇ˄ ˋˎ˄ʱʵʶ˂˒ˇ ˁʰʽ ˒ʾ˂ˇ 

ɼˇˎ˂ʽʷˊʹ ɱʽ˗ˊʴˇ ʴʽʰ ˍʹ˄ ʲˇʺʻʶʽʰ ˍˇˎ ˈˉˇˍʶ ˍʹ˄ ˔ˊʶʽʱˋˍʹˁʰΣ ˍʽˌ ˋˎ˃ʲˇˎ˂ʷˌ ˍˇˎ ˁʰʽ ˍʹ˄ 

ˋˎ˃ˉʰˊʱˋˍʰˋʺ ˍˇˎ ˁʰʻ˗ˌ ˁʰʽ ʴʽʰ ˍʽˌ ʰˍʷ˂ʶʽ˖ˍʶˌ ˗ˊʶˌ ˉˇˎ ˉʶˊʱˋʰ˃ʶ ˃ʰʸʾ ˋˍʰ ʴˊʰ˒ʶʾʰ ˍˇˎ 

MUSICΦ ɳˁˍˈˌ ʰˉˈ ˍˇ˄ ɱʽ˗ˊʴˇΣ ʶˎ˔ʰˊʽˋˍ˗ ˁʰʽ ˈ˂ʰ ˍʰ ˉʰʽʵʽʱ ˍˇˎ ʶˊʴʰˋˍʹˊʾˇˎ ˍˇˎ MUSIC ˁ ʰʽ 

ʽʵʽʰʾˍʶˊʰ ˍˇˎˌ ɱʽ˗ˊʴˇΣ ɾʱˊʽˇ ˁʰʽ ɮ˄ʵˊʷʰ ˉˇˎ ʺˍʰ˄ ˋˍˇ ʵʽˉ˂ʰ˄ˈ ʴˊʰ˒ʶʾˇ ˁʰʽ ʴʶ˂ʱʴʰ˃ʶ ˁʰʽ 

˒ʽ˂ˇˋˇ˒ˇˏˋʰ˃ʶ ˋˍʰ ʵʽʰ˂ʶʾ˃˃ʰˍʱ ˃ʰˌ ˁʰʻ˗ˌ ˁʰʽ ˍʹ ˋˎ˃ˉʰˊʱˋˍʰˋʹ ˉˇˎ ˃ˇˎ ʷʵʶʽ˔˄ʰ˄ ˍʰ 

ˉˊ˖ʽ˄ʱ ˉˇˎ ʶˊ˔ˈ˄ˍˇˎˋʰ˄ ˋˍˇ ʴˊʰ˒ʶʾˇ ˁʰʽ ʶʴ˗ ʲˊʽˋˁˈ˃ˇˎ˄ ʺʵʹ ʶˁʶʾ ʰˉˈ ˍˇ ˉˊˇʹʴˇˏ˃ʶ˄ˇ 

ʲˊʱʵˎ ˋ˔ʶʵʽʱʸˇ˄ˍʰˌ ˍˇ ˉʰʽ˔˄ʾʵʽΦ 



 

6 
 

ʆʰˎˍˈ˔ˊˇ˄ʰ ʶˎ˔ʰˊʽˋˍ˗ ʻʶˊ˃ʱ ˈ˂ˇˎˌ ˍˇˎˌ ˒ʾ˂ˇˎˌ ˃ˇˎ ˉˇˎ ʺˍʰ˄ ʵʾˉ˂ʰ ˃ˇˎ ˁʰʻˈ˂ʹ ˍʹ˄ 

ʵʽʱˊˁʶʽʰ ˍ˖˄ ˃ʶˍʰˉˍˎ˔ʽʰˁ˗˄ ˋˉˇˎʵ˗˄ ˃ˇˎ ˁʰʽ ˃ˇˎ ʷʵʽ˄ʰ˄ ʵˏ˄ʰ˃ʹ ˁʱʻʶ ˒ˇˊʱ ˉˇˎ 

ʰʴ˔˖˄ˈ˃ˇˎ˄ ˁʰʽ ʰˉʶ˂ˉʽʸˈ˃ˇˎ˄ ˈˍʽ ˁʱˍʽ ʵʶ ʻʰ ˉʱʶʽ ˁʰ˂ʱΦ ɳˉʾˋʹˌΣ ʶˎ˔ʰˊʽˋˍ˗ ˈ˂ʰ ˍʰ ˉʰʽʵʽʱ 

ˉˇˎ ˋˎ˃˃ʶˍʶʾ˔ʰ˄ ˋˍˇ˄ нˇ ʴˏˊˇ ˍ˖˄ ˉʶʽˊʰ˃ʱˍ˖˄Σ ɱʽ˗ˊʴˇˌΣ ɱʽ˗ˊʴˇˌΣ ɾʱˊʽˇˌΣ ɱˊʹʴˈˊʹˌΣ 

ɿʾˁˇˌΣ ɰʰʴʴʷ˂ʹˌΣ ɳ˂ʷ˄ʹΣ ɾˉʱ˃ˉʹˌΣ ɼ˗ˋˍʰˌΣ ɯ˄˄ʰΣ ʋˊˎˋʺ ˁʰʽ ʋˊˎˋˈˋˍˇ˃ˇˌΣ ˔˖ˊʾˌ ʰˎˍˇˏˌ 

ʵʶ ʻʰ ˃ˉˇˊˇˏˋʰ ˄ʰ ʶʾ˔ʰ ʲʴʱ˂ʶʽ ˍʰ ʶˉʽˉ˂ʷˇ˄ ʰˉˇˍʶ˂ʷˋ˃ʰˍʰ ˉˇˎ ˔ˊʶʽʰʸˈ˃ˇˎ˄Φ 

ɱʽʰ ˍˇ ˍʷ˂ˇˌ ˁˊʱˍʹˋʰ ˍˇˎˌ ʴˇ˄ʶʾˌ ˃ˇˎΣ ɸʰ˄ʱˋʹ ˁʰʽ ɾʰˊʾʰΣ ˉˇˎ ˃ˇˎ ʷʵ˖ˋʰ˄ ˍʰ ʶ˒ˈʵʽʰ 

ˁʰʽ ˇʽˁˇ˄ˇ˃ʽˁʱ ˁʰʽ ˕ˎ˔ʽˁʱ ˄ʰ ˉʰ˂ʶˏ˖ ˁʰʽ ˄ʰ ˃ʹ˄ ˍˇ ʲʱʸ˖ ˁʱˍ˖ ˋˍʽˌ ʵˏˋˁˇ˂ʶˌ ˋˍʽʴ˃ʷˌΦ 

ʃʰˊʱ ˍʽˌ ˇʽˁˇ˄ˇ˃ʽˁʷˌ ʵˎˋˁˇ˂ʾʶˌ ˁʰʽ ˔˖ˊʾˌ ˒ˊˇ˄ˍʽˋˍʺˊʽʰ ˁʰˍʱ˒ʶˊʰ ˄ʰ ˉʶˊʱˋ˖ ˋˍʹ ˋ˔ˇ˂ʺ 

ˍʹˌ мʹˌ ˃ˇˎ ʶˉʽ˂ˇʴʺˌ ғғʆ˃ʺ˃ʰ ɳˉʽˋˍʺ˃ʹ ʇˉˇ˂ˇʴʽˋˍ˗˄ ɶˊʰˁ˂ʶʾˇˎҔҔ όʺʻʶ˂ʰ ˄ʰ ʸʺˋ˖ 

˒ˇʽˍʹˍʽˁʺ ʸ˖ʺ ˃ʰˁˊʽʱ ʰˉˈ ˍʰ ʋʰ˄ʽʱ ʴʽΩʰˎˍˈ ˁʰʽ ʵʺ˂˖ˋʰ ˖ˌ нʹ ʶˉʽ˂ˇʴʺ ˍˇ ʃˇ˂ˎˍʶ˔˄ʶʾˇ 

ˉʰˊˈˍʽ ˉʷˊ˄ʰʴʰύ ˁʰʽ ˄ʰ ˋˎ˄ʶ˔ʾˋ˖ ˃ʶˍʱ ˍʽˌ ˃ʶˍʰˉˍˎ˔ʽʰˁʷˌ ˃ˇˎ ˋˉˇˎʵʷˌ ˋˍˇ ʃˇ˂ˎˍʶ˔˄ʶʾˇ 

ɼˊʺˍʹˌΦ ʁʽ ʴˇ˄ʶʾˌ ˃ˇˎ ʷʵ˖ˋʰ˄ ʰˉˈ ˍˇ ˎˋˍʷˊʹ˃ʰ ˍˇˎˌ ʴʽʰ ˄ʰ ˁʰˍʰ˒ʷˊ˖ ʶʴ˗ ˋʺ˃ʶˊʰ ˄ʰ 

ˎˉʱ̝́ ˖ ˖ˌ ʶˉʽˋˍʺ˃ˇ˄ʰˌΣ ˈˋˇ ˃ˉˇˊ˗ ʵʹ˂ʰʵʺ ˄ʰ ˂ʷʴˇ˃ʰʽΣ ˁʰʽ ˄ʰ ˉʰˊʰʵʾʵ˖ ˍʹ˄ 

˃ʶˍʰˉˍˎ˔ʽʰˁʺ ˃ˇˎ ʶˊʴʰˋʾʰ ˁʰʽ ʴʽʰ ʰˎˍˈ ˍˇˎˌ ˍʹ˄ ʰ˒ʽʶˊ˗˄˖ ˁʰʽ ˍˇˎˌ ʶˎ˔ʰˊʽˋˍ˗ ˃ʷˋʰ ʰˉˈ 

ˍʹ˄ ˁʰˊʵʽʱ ˃ˇˎΗΗ ɮ˒ʽʶˊ˖˃ʷ˄ˇ ˋˍˇˎ ̩ɱʁɿɳɹʅ ˃ˇˎ ˂ˇʽˉˈ˄ΧΦ 

 

 

 

 

 

 

 

 

 

 



 

7 
 

Publications 

 

¶ Mavromihelaki, E., Eccles, J., Harrison, N., Critchley, H., & Mania, K. (2014, 

July). Cyberball3D+ for fMRI: implementing neuroscientific gaming. In ACM 

SIGGRAPH 2014 Posters (p. 29). ACM. 

 

¶ Mavromihelaki, E., Eccles, J., Harrison, N., Grice-Jackson, T., Ward, J., 

Critchley, H., & Mania, K. (2014, September). Cyberball3D+: A 3D Serious 

Game for fMRI Investigating Social Exclusion and Empathy. In Games and 

Virtual Worlds for Serious Applications (VS-GAMES), 2014 6th International 

Conference on (pp. 1-8). IEEE. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

8 
 

Table of Contents 

Abstract ..................................................................................................................... 2 

Declaration ................................................................................................................ 4 

Acknowledgements.................................................................................................... 5 

Publications ............................................................................................................... 7 

List of Figures ........................................................................................................... 11 

List of Tables ............................................................................................................ 14 

1 Chapter 1 ς Introduction ....................................................................................... 15 

1.1 Contributions ............................................................................................................ 18 

1.2 Thesis Outline ........................................................................................................... 20 

2 Chapter 2 ς Technical Background ......................................................................... 21 

2.1 Humanoid Avatars in VEs.......................................................................................... 22 

2.1.1 Scale of Anthropomorphism and Uncanny Valley.......................................................... 23 

2.1.2 Animations and Facial Expressions ................................................................................ 26 

2.1.3 Method for Rendering Real - Time Animated Crowds in VEs ......................................... 27 

2.2 Modeling and Animating 3D Avatars for VE and Games ........................................... 27 

2.2.1 Methods for Modeling a 3D Avatar ................................................................................ 28 

2.2.2 Methods for Animating a 3D Avatar .............................................................................. 31 

2.3 Using VEs and Games for Neuroscientific Research................................................... 33 

2.4 The Examination of Social Exclusion and Empathy .................................................... 36 

2.4.1 The Investigation of the Social Exclusion on Human's Life ............................................ 37 

2.4.2 The Investigation of the Empathy Feeling on the Human's Relationships ..................... 39 

2.4.3 The Reinforcement Learning Method ............................................................................ 41 

2.4.4 The Variants of the Cyberball Game for the Investigation of the Social Exclusion ........ 44 

2.5 Summary .................................................................................................................. 47 

3 Chapter 3 ς Software Architecture and Development Framework ........................... 48 

3.1 Virtual Reality Technology and Game Engines .......................................................... 48 

3.1.1 Unity 3D.......................................................................................................................... 48 

3.1.2 Torque 3D ....................................................................................................................... 49 

3.1.3 Unreal Engine 3 ς Unreal Development Kit (UDK) ......................................................... 49 

3.2 Tools of Unreal Development Kit (UDK) .................................................................... 50 

3.2.1 Unreal Editor .................................................................................................................. 50 

3.2.2 Material Editor ............................................................................................................... 53 

3.2.3 Unreal Kismet ................................................................................................................. 54 

3.2.4 Unreal Matinee .............................................................................................................. 55 



 

9 
 

3.2.5 Sound Engine .................................................................................................................. 56 

3.2.6 Configuration files .......................................................................................................... 57 

3.2.7 Input Manager................................................................................................................ 58 

3.2.8 DLL Files .......................................................................................................................... 59 

3.2.9 Lighting and Rendering Engine ....................................................................................... 60 

3.2.10 Unreal Lightmass...................................................................................................... 61 

3.3 UnrealScript .............................................................................................................. 62 

3.3.1 The Unreal Virtual Machine ........................................................................................... 63 

3.3.2 Object Hierarchy ............................................................................................................ 64 

3.3.3 Timers ............................................................................................................................. 65 

3.3.4 States .............................................................................................................................. 66 

3.3.5 Interfaces ....................................................................................................................... 67 

3.3.6 Delegates ........................................................................................................................ 67 

3.3.7 Unreal Script Compiler ................................................................................................... 67 

3.3.8 Unrealscript Programming Strategy ............................................................................... 67 

3.4 Flash Applications as User Interfaces ........................................................................ 68 

3.4.1 Authoring Environment .................................................................................................. 69 

3.4.2 ActionScript 2.0 .............................................................................................................. 70 

3.4.3 Connection between User Interface and Application .................................................... 71 

3.5 Summary .................................................................................................................. 72 

4  Chapter 4 ς Implementation ................................................................................. 73 

4.1 Scenarios .................................................................................................................. 73 

4.1.1 Five Basic Scenes ............................................................................................................ 74 

4.1.2 Scenarios Based on Probabilities ................................................................................... 77 

4.1.3 Reinforcement Learning in Cyberball3D+ ...................................................................... 78 

4.2 Creating the 3D Virtual Scenes .................................................................................. 81 

4.2.1 Creating Visual Content.................................................................................................. 82 

4.2.2 Setting up the Scene in UDK ........................................................................................... 97 

4.3 Unrealscript Classes ................................................................................................ 102 

4.4 Handling User Input ................................................................................................ 104 

4.5 [ƻƎƎƛƴƎ ƻŦ tƭŀȅŜǊΩǎ !Ŏǘƛƻƴǎ ..................................................................................... 106 

4.6 Time Limits Control ................................................................................................. 110 

4.7 Time Synchronization with fMRI Scanner ................................................................ 111 

4.8 Summary ................................................................................................................ 112 

5 Chapter 5 ς UI Implementation ............................................................................ 113 

5.1 Application Menus as Flash UIs .............................................................................. 114 



 

10 
 

5.1.1 Initial Menu .................................................................................................................. 114 

5.1.2 Return Menu ................................................................................................................ 117 

5.1.3 Score Menu .................................................................................................................. 117 

5.2 DLL Files for saving and loading UIs Parameters ..................................................... 118 

5.3 Creating UIs using both of Unrealscript and Actionscript ........................................ 122 

5.4 Summary ................................................................................................................ 126 

6 Chapter 6 ς Experiments...................................................................................... 127 

6.1 Materials ................................................................................................................ 127 

6.1.1 Participants .................................................................................................................. 127 

6.1.2 Apparatus ..................................................................................................................... 127 

6.1.3 Visual Content .............................................................................................................. 128 

6.2 Experimental Procedure ......................................................................................... 129 

6.2.1 Five Basic Scenes .......................................................................................................... 129 

6.2.2 Five Basic Scenes and Reinforcement Learning ........................................................... 130 

6.3 Experimental Setup................................................................................................. 132 

6.3.1 Five Basic Scenes .......................................................................................................... 132 

6.3.2 Five Basic Scenes and Reinforcement Learning ........................................................... 134 

6.4 Data Analysis .......................................................................................................... 135 

6.4.1 Five Basic Scenes .......................................................................................................... 135 

6.4.2 Five Basic Scenes and Reinforcement Learning ........................................................... 136 

6.5 Results .................................................................................................................... 137 

6.5.1 Five Basic Scenes .......................................................................................................... 137 

6.5.2 Five Basic Scenes and Reinforcement Learning ........................................................... 142 

7 Chapter 7 ς Conclusions and Future Work ............................................................ 149 

7.1 Main contributions ................................................................................................. 150 

7.2 Implications for Future Work .................................................................................. 151 

8 References ς Bibliography ................................................................................... 152 

 

 

 

 

 

 

 

 



 

11 
 

List of Figures 

Figure 1: Immersive virtual environment technology as a tool for social psychology. The 

source of the image is from the Hank Virtual Environments Lab. .......................................... 21 

Figure 2: The relation between human likeness and perceived familiarity based on the 

hypothesis of Mori (Mori 1970). ............................................................................................. 25 

Figure 3: Screenshots from three different levels of anthropomorphism. The source of the 

first image is from a virtual-storytelling experiment. ............................................................. 26 

Figure 4: Examples of facial expressions retargeted from Motion Capture onto a morphable 

3D face model (Curio et al. 2008). ........................................................................................... 27 

Figure 5: The use of the creation, extrusion and cutting operations for the modeling of a 3D 

object (Igarashi et al. 1999). .................................................................................................... 30 

Figure 6: The use of the Fastmocap technology with markerless 3D motion capture with 

Microsoft kinect sensor for the creation of the animations of a 3D avatar. ........................... 33 

Figure 7: The original version of the cyberball game (left). The version of the cyberball game 

of this work in three - dimensional form (right). ..................................................................... 47 

Figure 8: Screenshot from the Unreal Editor. ......................................................................... 51 

Figure 9: A paradigm of Unreal AnimSet Editor depicting a 3d human. ................................. 52 

Figure 10: A paradigm of SkeletalMeshActor, depicting the properties of a 3D human 

instance. .................................................................................................................................. 52 

Figure 11: Screenshot from the Material Editor depicting the overall material that was used 

for a 3d human. ....................................................................................................................... 54 

Figure 12: Unreal Script events are generated for the requirements of the game. ............... 55 

Figure 13: An example shows the creation of a ball animation. ............................................. 56 

Figure 14: Depicts a SoundCue. ............................................................................................... 57 

Figure 15: The class hierarchy for the three most important classes that control the 

application flow. ...................................................................................................................... 65 

Figure 16: The Flash authoring environment is presented with a completed Flash User 

Interface. ................................................................................................................................. 69 

Figure 17: The actions Open GFx Movie and Close GFx Movie. .............................................. 72 

Figure 18: A 3d representation from the process of the low level character modeling. ........ 84 

Figure 19: A 3d representation from the process of the modeling of the head of the low level 

character.................................................................................................................................. 84 

Figure 20: A 3d representation from the process of the modeling of the hand of the low level 

character.................................................................................................................................. 85 

Figure 21: The left image represents the low level character without UVW modifing, while 

the right image shows a snapshot during the application of the Unwrap UVW modifier to the 

sub-object selections of the character. ................................................................................... 85 

Figure 22: The left image represents the result of the UVW modifier. The right image shows 

the 3d object that finaly were used for the head of the low level character. ........................ 86 

Figure 23: The screenshot represents the final 3D model of the low level 3D character. ...... 86 

Figure 24: The representation of the applying of the Skin Modifier and the capsule-shaped 

envelope that was created around of a thigh bone. ............................................................... 87 

Figure 25: The screenshots represent a paradigm of the modeling of an animation. ............ 88 



 

12 
 

Figure 26: The screenshots depict the loading of a .bip file.................................................... 89 

Figure 27: The screenshots depict the exporting of a low level character as well as an unique 

animation. ............................................................................................................................... 89 

Figure 28: 3D ǊŜǇǊŜǎŜƴǘŀǘƛƻƴ ƻŦ ǘƘŜ ŎƘŀǊŀŎǘŜǊ ƻŦ ǘƘŜ άƭƻǿ ƭŜǾŜƭέ ŀƴǘƘǊƻǇƻƳƻǊǇƘƛǎƳΦ ......... 90 

Figure 29: Screenshots that represent the process of generate a 3d model using the 3D 

ƳƻŘŜƭΩǎ ǊŜǇƻǎƛǘƻǊƛŜǎΦ ............................................................................................................... 90 

Figure 30: These images decpict two paradigms of loading two different animations using 

the .bip files. ............................................................................................................................ 91 

Figure 31: The six images above represent the 3d characters of the medium level of 

anthropomorphism that were used in the game. ................................................................... 92 

Figure 32: Screenshots that represent the process of generate a 3d model using the 3D 

ƳƻŘŜƭΩǎ ǊŜpositories. ............................................................................................................... 93 

Figure 33: These images decpict two paradigms of loading two different animations using 

the .bip files. ............................................................................................................................ 93 

Figure 34: The six images above represent the 3d characters of the high level of 

anthropomorphism that were used in the game. ................................................................... 94 

Figure 35: 3d representation of the modeling of the ball inside the 3ds Max. ....................... 95 

Figure 36: The images depict all Matinee events that created for each animation of the ball.

 ................................................................................................................................................. 95 

Figure 37: An example of creating a ball animation using the Unreal Matinee Editor. .......... 96 

Figure 38:  3d representation of a ball animation inside the scene of the Unreal Editor. ...... 97 

Figure 39: The Content Browser. ............................................................................................. 98 

Figure 40: The importing option inside the Content Browser. ............................................... 98 

Figure 41: The importing option of a fbx animation inside the AnimSet Editor. .................... 99 

Figure 42: Material Editor depicting the overall material that was used for a 3d model. ...... 99 

Figure 43: One Sound node inside the Sound Cue Editor. .................................................... 100 

Figure 44: The final scene of the game inside the Unreal Editor. ......................................... 100 

Figure 45: Cyberball3D+ game of low level of anthropomorphism. ..................................... 101 

Figure 46: Cyberball3D+ game of medium level of anthropomorphism............................... 101 

Figure 47: Cyberball3D+ game of high level of anthropomorphism. .................................... 102 

Figure 48: A Flash UI menu being displayed on top of the currently rendered virtual scene.

 ............................................................................................................................................... 113 

Figure 49: The selection of the level of anthropomorphism of all avatars. .......................... 115 

Figure 50: The selection of the gender of the player 1. ........................................................ 115 

Figure 51: Two examples show the selection of the scenario from the five basic scenarios 

version of the game. .............................................................................................................. 115 

Figure 52: The filling of the probabilities in the second version of the game. ...................... 116 

Figure 53: the selection of the third version of the game. .................................................... 116 

Figure 54: The left screenshot depicts the filling of two parameters of the game, while the 

right screenshot displays an error message. ......................................................................... 117 

Figure 55: The return menu that was depicted on the screen at the end of the game. ....... 117 

Figure 56: A screenshot shows the scores of the players during the game. ......................... 118 

Figure 57: The loading of the parameters of the game by selecting the name of a file. ...... 121 

CƛƎǳǊŜ руΥ ¢ƘŜ ǎŀǾƛƴƎ ƻŦ ǘƘŜ ǇŀǊŀƳŜǘŜǊǎ ƻŦ ǘƘŜ ƎŀƳŜ ōȅ ǇǊŜǎǎƛƴƎ ǘƘŜ ΨǎŀǾŜΩ ōǳǘǘƻƴΦ .......... 121 

Figure 59: Photo of the Current Designs 932 response pad used in the experiments. ........ 128 



 

13 
 

Figure 60: The experimental setup........................................................................................ 132 

Figure 61: The brain activity in a peak, cluster and set level based on contrast between high 

and low level of anthropomorphism. .................................................................................... 140 

Figure 62: The brain activity in a peak, cluster and set level based on contrast between 

exclusion of other and inclusion of self. ................................................................................ 141 

Figure 63: The screenshots show the percentages of throwing tosses from players 1 and 2 to 

the other players, respectively. ............................................................................................. 142 

Figure 64: The percentages of throwing tosses of each participant of the Group1 to players 1 

and 2. ..................................................................................................................................... 143 

Figure 65: The percentages of receiving/throwing tosses From/To the virtual players 

To/From the Participants of the Group1 as well as the scores of each participant. ............. 144 

Figure 66: The percentages of receiving/throwing tosses From/To the virtual players 

To/From the Participants of the Group2 as well as the scores of each participant. ............. 145 

Figure 67: The percentages of throwing tosses of each participant of the Group2 to players 1 

and 2. ..................................................................................................................................... 146 

Figure68: The average scores of all participants of the group1 on intervals of time. .......... 147 

Figure 69: The average scores of all participants of the group2 in relation to time. ............ 148 

Figure 70: Screenshots depict the scores of two virtual players over intervals of time. ...... 148 

 

 

 

 

 

 

 

 

 

 

 



 

14 
 

List of Tables 

TABLE I: The states of the environment in the Reinforcement learning version of the game.79 

TABLE II: Activations in the brain based on the contrast between the high and low 

anthropomorphism level. ...................................................................................................... 138 

TABLE III: Activations in the brain based on the contrast between the exclusion of other and 

inclusion of self. ..................................................................................................................... 139 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

15 
 

1 Chapter 1 ς Introduction 

Immersive Virtual Environments are virtual environments that present rich layers of 

synthesized sensory cues to the user so that the user feels enveloped by the mediated 

environment and is willing to believe that the environment is real (Witmer and Singer 1998). 

The immersive virtual environments (IVEs) were first introduced as a research tool in the late 

1980s by psychologists conducting studies on perception and spatial cognition. Particularly, 

social psychologists explored the incorporation of virtual humans within IVEs to examine the 

possibility of using virtual reality technology as a research tool to answer social scientific 

questions (Loomis, Blascovich and Beall 1999). Immersive Virtual Environments allow the 

researcher to create experimental situatiƻƴǎ ƻŦ ΨƳǳƴŘŀƴŜΩ ǊŜŀƭƛǎƳ ŎƻƳǇŀǊŜŘ ǘƻ ǘƘŜ ǊƛƎƛŘƭȅ 

controlled laboratory settings, eliciting genuine participant reactions to the stimuli. 

3D characters are used in IVEs but it is still undetermined how design, stylization and 

behavioral factors interweave to make a character believable. When using synthetic 

characters in neuroscientific experiments, the aim is that people emotionally respond to 

them in a similar manner to humans.  Although research has shown that users show 

empathy for 3D characters, it is challenging to identify at which level of anthropomorphism 

such emotional experiences occur.  Also, it has been shown that people tend to respond 

realistically to events within synthetic environments and even to virtual humans in spite of 

their relatively low fidelity compared to reality (Mania et al. 2010). For example, VEs have 

been used in studies of social anxiety and behavioural problems and individuals with 

paranoid tendencies have been shown to experience paranoid thoughts in the company of 

virtual characters (Freeman et al. 2008)Φ ¢ƘŜǎŜ ǇǊƻǾƛŘŜ ǎǇŜŎƛŦƛŎ ŜȄŀƳǇƭŜǎ ƻŦ ΨǇǊŜǎŜƴŎŜΩ ς the 

tendency of participants to respond to virtual events and situations as if they were real.  

One recent study suggests that people interact with virtual characters in a realistic 

and emotionally engaged way (Slater et al. 2006). This study reported a scenario where 

experimental participants took part in a virtual version of the Milgram experiment, in which 

people were asked to administer increasingly severe punishments to virtual characters 

performing a memory task (Milgram 1963). Participants showed autonomic responses which 

were consistent with states of intense emotional arousal, as would be expected if the 

experiment had used real participants.  Thus, it is evident that people are able to 

emotionally engage with synthetic spaces and virtual characters as if they were real. 

Previous research evaluating whether virtual characters fulfill their role employs ratings of 

pleasantness through self-report after the viewing experience has occurred (McDonnell, 
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.ǊŜƛŘǘ ŀƴŘ .ǸƭǘƘƻŦŦ нлмн). It would be valuable to understand the cognitive processes 

involved while interacting with 3D characters in a gaming scenario.  3D characters could be 

employed to simulate experimental scenarios as part of neuroscientific protocols in the 

fMRI. 

!ƴ ŜŎƻƴƻƳƛŎ ƎŀƳŜ ŎƻƳōƛƴŜŘ ǿƛǘƘ aƛƭƎǊŀƳΩǎ ƻǊƛƎƛƴŀl experimental scenario has 

been implemented which, could be interactively played in an fMRI scanner (Rivera et al. 

2010).  A lighting system has been designed to render an interactive VE on an fMRI display, 

enabling the conduct of formal neuroscientific experiments and investigating the effects of 

visual fidelity as well as varied lighting configurations of an indoors/outdoors space on 

ŦŜŜƭƛƴƎǎ ƻŦ ǇǊŜǎŜƴŎŜΣ ΨǊŜŀƭƛǘȅΩ ŀƴŘ ŎƻƳŦƻǊǘ (Christodoulou et al. 2012). A 3D virtual system 

for fMRI has been designed investigating the influence of two prominent VR parameters, e.g. 

3D-motion and interactivity, while brain activity is measured for a mental rotation task 

({ƧǀƭƛŜ Ŝǘ ŀƭ нлмл).  The subjects perform a variation of the mental rotation task in a simple 

VE and the brain activity was recorded during three conditions of varied 3D-motion and 

interactivity. Also, an interactive digital game based on the Re-Mission video game has been 

designed for cancer patients in the fMRI in order to determine whether mesolimbic neural 

circuits associated with incentive motivation are activated, and if so, whether such effects 

stem from the participatory aspects of interactive gameplay, or from the complex 

sensory/perceptual engagement generated by its dynamic event-stream (Cole, Yoo and 

Knutson 2012).  

However, acquiring user input and the reacting to it in real-time while the user 

immersed in the constrained environment of an fMRI scanner is challenging, even more if 3D 

characters are included as part of the neuroscientific protocol. fMRI experiments usually 

employ simple display material, for example using photographs, video clips or simple 

computerized stimuli (S. Lee, G.J. Kim and J. Lee 2004). It is argued that the precise 

presentation and control of dynamic perceptual stimuli (visual, auditory, olfactory, 

gustatory, ambulatory, and haptic conditions) in the VE allows neuropsychologists the 

opportunity to develop statistically and clinically significant tasks within a virtual world 

(Parsons 2011). Using VEs and 3D characters in fMRI has the advantage that it is possible to 

involve participants in interactive animated environments which more realistically reflect 

social and emotional situations. 

This work presents an interactive 3D gaming framework for fMRI experiments 

exploring whether artificial characters of varied anthropomorphism recruit brain activation 

associated with empathy and social pain (Meyer et al. 2012). Such input is non-obtrusive 
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derived at the same time as the experience occurs. The 3D interactive gaming paradigm 

presented here, named Cyberball3D+, is based on the original Cyberball game, however, it is 

implemented for the secluded space of an fMRI scanner. The Cyberball game is a virtual ball-

toss game where participant is either excluded or not from ball tossing played by three 

virtual players and the subject. It has been used in simple sketch mode by neuroscientists for 

research on ostracism, social exclusion or rejection as well as discrimination and prejudice. 

The empathy feeling is a crucial component of human emotional experience and 

social interaction. The ability to share the affective states of our closest ones and complete 

strangers allows us to predict and understand their feelings, motivations, and actions. 

9ƳǇŀǘƘȅ ŀƭƭƻǿǎ ƘǳƳŀƴǎ ǘƻ ǳƴŘŜǊǎǘŀƴŘ ŀƴŘ ǎƘŀǊŜ ƻƴŜ ŀƴƻǘƘŜǊΩǎ ŜƳƻǘƛƻƴŀƭ ŜȄǇŜǊƛŜƴŎŜǎ ŀƴŘ 

it is important for successful social interactions (Eisenberg and Miller 1987). Empathy refers 

ǘƻ ŜȄǇŜǊƛŜƴŎƛƴƎ ŀƴ ŀŦŦŜŎǘƛǾŜ ǊŜǎǇƻƴǎŜ ǘƘŀǘ ƛǎ ƳƻǊŜ ŎƻƴǎƛǎǘŜƴǘ ǿƛǘƘ ŀƴƻǘƘŜǊ ǇŜǊǎƻƴΩǎ ǎƛǘǳŀǘƛƻƴ 

ǘƘŀƴ ƻƴŜΩǎ ƻǿƴ ǎƛǘǳŀǘƛƻƴ ǿƘƛŎƘ ǎǳƎƎŜǎǘǎ ǘƘŀǘ ǾƛŎŀǊƛƻǳǎ ŜƳƻǘƛƻƴǎ ŀǊŜ ǇƛǾƻǘŀƭ ǘƻ ŜƳǇŀǘƘȅ 

(Hoffman 2001). 

During the first Cyberball experiments, participants were recruited to log on to an 

online experiment where they played a virtual ball-tossing game with two other participants 

who had logged on from somewhere else in the world (Williams, Cheung and Choi 2000). 

Before the experiment, the participants were informed that Cyberball was a means to an 

end, and was, by itself, unimportant for the experiment. It was portrayed as merely a task 

that helped participants exercise their mental visualization skills, which they would 

purportedly use in the subsequent experimental task. After reading the instructions, they 

would view a game where the players were represented on the screen by animated icons. 

They would then play the Cyberball for about 5 min. The results showed that if participants 

were over-included (getting the ball for half the throws) or included (getting the ball for one 

third of the throws), they felt better than if they received the ball for only one sixth of the 

throws. Still, getting the ball for a sixth of the time was significantly better than not getting it 

at all. Fully ostracized participants answered a post-experimental questionnaire indicating 

lower levels of belonging, self-esteem, control, and meaningful existence (Williams and 

Jarvis 2006). 

Brain imaging studies demonstrate that physical pain sensations are processed 

ŀŎǊƻǎǎ ŀ ƴŜǘǿƻǊƪ ƻŦ ŎƻƴƴŜŎǘŜŘ ōǊŀƛƴ ǊŜƎƛƻƴǎΣ ǿƘƛŎƘ ǘƻƎŜǘƘŜǊ ŀǊŜ ǇǊƻǇƻǎŜŘ ǘƻ ŦƻǊƳ ǘƘŜ ΨǇŀƛƴ 

ƳŀǘǊƛȄΩΦ  aƻǎǘ ƻŦ ǘƘŜ Ǉŀƛƴ ƳŀǘǊƛȄ ƛǎ ŀƭǎƻ ŀŎǘƛǾŀǘŜŘ ƛŦ ǿŜ ƻōǎŜǊǾŜ ŜƳǇŀǘƘƛŎŀƭƭȅ ǎƻƳŜƻƴŜ else in 

physical pain (Eisenberger 2012)Φ LƴǘŜǊŜǎǘƛƴƎƭȅΣ ŜȄǇŜǊƛŜƴŎƛƴƎ ǘƘŜ ΨǇŀƛƴ ƻŦ ǎƻŎƛŀƭ ŜȄŎƭǳǎƛƻƴΩ 

also engages these same regions during brain imaging studies of the original Cyberball task, 
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consistent with the notion of social pain. There is early work suggesting that a similar brain 

activation pattern is present when one sees and empathizes with someone else being 

ostracized (Eisenberger 2012). The motivation behind our novel experiment was to assess 

how rendering this game in a computer generated VE displayed in fMRI would alter the 

experience of the game.  Furthermore, the game was designed with both low and high 

anthropomorphism avatars in order to investigate the relationship between avatar fidelity 

and character believability. 

1.1 Contributions 

The general aim of this work was to create a 3D interactive gaming paradigm for the 

secluded space of an fMRI scanner. The goal was to experimentally explore changes in 

regional brain activity associated with the pain of social exclusion as well as with feelings 

such as the empathy felt when people observe other people get socially excluded and 

whether there are differences in relation to empathy for friends and strangers. The term 

social exclusion involves the lack of resources, rights, goods and services, and the inability to 

participate in the normal relationships and activities, available to the majority of people in a 

society. Many people face social exclusion in their daily life as well as other people 

empathizing with excluded people (Levitas et al 2007).  

In addition, this research investigated whether the level of anthropomorphism of 

the avatars may affect game playing as well as fMRI data acquired at the same time the 

game playing occurs. The goal was to discover the neural circuitry that supports such 

feelings as well as, for the first time, devised behavioral fidelity metrics of character 

believability and emotional engagement based on neural activity. 

The Cyberball3D+ game presented here involved four players represented by 3D 

characters of different levels of anthropomorphism. The main player played the game while 

immersed in the fMRI scanner interacting with three 3D virtual characters for which their 

player behavior was programmed. The scenarios evaluated were either fair or unfair to the 

players simulating social exclusion. The system monitored ǘƘŜ Ƴŀƛƴ ǇƭŀȅŜǊΩǎ ǊŜŀŎǘƛƻƴ ǘƻ ǘƘŜ 

occluded players, e.g. players not receiving the ball in the game, by potentially throwing 

more balls to them because of empathy for social exclusion. The neuroscientists defined the 

fMRI gaming scenarios using a dedicated user interface in order to select the level of 

anthropomorphism applied to all characters, the gender of each character and the fairness 

of the game. 
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The contributions of this thesis are: 

1. For the first time, the Cyberball game was implemented in three - 

dimensional form as well as it included three levels of anthropomorphism. 

2. The neuroscientists were able to simulate any situation of the fairness of the 

game they wanted by filling in the percentages of the tosses that each 

player would throw to each one of the other players. 

3. The innovative application designed to render an interactive Virtual 

Environment (VE) on an fMRI display, enabling the conduct of formal 

neuroscientific experiments and investigating the effects of social exclusion, 

empathy and different level of anthropomorphism on human brain activity.  

4. For the first time, we got a validated neuroscientific measure of character 

believability and emotional engagement at the same time the experience 

was taking place. 

Moreover, it is not straightforward to provide interactive synthetic stimuli to be 

displayed in fMRI displays due to the infrastructural and technical demands. fMRI 

experiments of this type usually employ simple display material, for example using 

photographs, video clips or simple computerized stimuli which are non-stereoscopic. Using 

VEs in fMRI has the advantage that it is possible to involve participants in interactive 

animated environments which more realistically reflect social and emotional situations. This 

seamless naturalism and interactivity is impossible to achieve with video clips. In addition, 

some experiments could be only conducted using synthetic stimuli for ethical reasons. 

A broader aim of this work is to assess whether such powerful social-psychological 

studies could be usefully carried out within VEs advancing both cognitive neuroscience and 

computer graphics research. 
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1.2 Thesis Outline 

This thesis is divided into a number of chapters, which will be outlined below. 

            Chapter 2 ς Technical Background: This chapter analyzes the levels of 

anthropomorphism in computer graphics, the effect of the Uncanny Valley and the 

responses of participants that were elicited from the body motions and the facial 

expressions of the avatars. In addition, describes methods that were used by researchers in 

order to model and animate a 3d avatar as well as success real and fast rendering of the 3d 

avatar.  

Furthermore, this chapter provides background information regarding the virtual 

games were used inside the fMRI scanner by neuroscientists in order to investigate social 

phenomena such as social exclusion and empathy.  

            Chapter 3 ς Software Architecture and Development Framework: In this chapter,  

the technical requirements of the interactive 3D gaming system are introduced as well as 

the architecture of the application developed for the experiments is presented, along with 

the inherent architecture of the Unreal Development Kit (UDK) used to develop it. 

 Chapter 4 ς Implementation: Chapter 4 describes in detail the implementation of 

the interactive 3d gaming framework. Specifically, examples and source code samples are 

demonstrated, in relation to analyze how the application met the requirements imposed by 

the expert psychiatrists in order to incorporate a formal neuroscientific protocol for the fMRI 

scanner.  

         Chapter 5 ς UI Implementation: In this chapter, the implementation of the User 

Interfaces that were presented to the users in the fMRI scanner is described. The steps taken 

to create the individual UIs as Flash applications and embed them in the complete systems 

are presented as well. The challenges concerning the creation of interactive synthetic worlds 

and associated UIs as displayed in the fMRI scanner are presented and the solutions to 

overcome them are also explained. 

 Chapter 6 ς Experiments: This chapter is concerned with the experimental methods 

employed when the actual experiments were conducted in the fMRI scanner. The 

experimental procedures are presented as well as the results of the experiments.  

Chapter 7 ς Conclusions: In the final chapter, the conclusions of this thesis are 

presented as well as hints about future work. 

 



 

21 
 

2 Chapter 2 ς Technical Background 

A Virtual Environment (VE) is a computer simulated scene which can be interactively 

manipulated by users as shown in Figure 1. Typical scenes used in such environments 

generally comprise of geometric and animating 3D models, shades, images and lights which 

are converted into final images through the rendering process. The rendering process must 

be completed in real time in order to provide scenes which are updated reacting to user 

interaction. An Immersive Virtual Environment (IVE) perpetually surrounds the user within 

the VE. IVEs are virtual environments that present rich layers of synthesized sensory cues to 

the user so that the user feels enveloped by the mediated environment and is willing to 

believe that the environment is real (Witmer and Singer 1998).  

The immersive virtual environments (IVEs) were first introduced as a research tool in 

the late 1980s by psychologists conducting studies on perception and spatial cognition. 

Social psychologists explored the incorporation of virtual humans within IVEs to examine the 

possibility of using virtual reality technology as a research tool to answer social scientific 

questions (Loomis, Blascovich and Beall 1999). The Immersive Virtual Environments permit 

the researcher to design experimental situations with more ordinary realism compared to 

the rigidly controlled laboratory settings, provoking more genuine participant reactions to 

the stimuli (Sun, Fox, and Bailenson 2012). 

 

Figure 1: Immersive virtual environment technology as a tool for social psychology. The 
source of the image is from the Hank Virtual Environments Lab. 

 

 The first section of this chapter analyzes the humanoid avatars in VEs. The second 

section presents the technology of the 3d avatars, while the third section proceeds by 



 

22 
 

describing previous researches that they used 3d games to explore neuroscientific 

phenomena. Finally, the fourth section presents experiments that were conducted for the 

investigation of the social exclusion and empathy. 

2.1 Humanoid Avatars in VEs 

A humanoid object is something that has a human appearance. Particularly, this 

term can refer to anything with uniquely human characteristics and/or adaptations, such as 

binocular vision (having two eyes), 

possessing opposable appendage (thumbs), or biomechanic bipedalism (the ability to walk in 

an upright position).  

On the other side an avatar can be considered any form of representation that 

ƳŀǊƪǎ ŀ ǳǎŜǊΩǎ ŜƴǘƛǘȅΦ For example a name, a voice, a photograph or a top cap that is utilized 

as a part of a game, all these can be served as a user's avatar despite the fact that they may 

not look or act like the user (Bailenson et al. 2008). Diverse qualities such as the level of 

anthropomorphism (i.e., how the symbol looks like a human user) and behavioral realism 

(i.e., how the symbol acts like a human user) impacts how someone else sees and reacts to 

an avatar (Blascovich et al 2002). 

Over time, avatars have become more complex creations, rendered in three 

dimensional forms with a vast range of animated movements that help in the 

ŜȄǇǊŜǎǎƛƻƴ ƻŦ ǘƘŜ ŀǾŀǘŀǊΩǎ ǇŜǊǎƻƴŀƭƛǘȅ ŀƴŘ ǎǳǇǇƭŜƳŜƴǘ ǾŀǊƛƻǳǎ ǎƻŎƛŀƭ ƛƴǘŜǊŀŎǘƛƻƴǎΦ The 

options for individual customization of avatars have increased significantly as well, allowing 

users to change a number of physical features including face shape, hair style, eye color, 

height, body 

shape, clothing, and even facial expressions. Using these diverse features, users are free to 

design not just a graphical marker of themselves, but virtual humans with unique 

appearances, distinctive personalities and individualized behavioral patterns. 

3D human avatars (characters) are used in the film and game industry but it still 

remains undetermined how design, stylization and behavioral factors interweave to make a 

character believable. When using synthetic characters in experiments simulating realistic 

scenarios, the aim is that people emotionally respond to them in a similar manner to 

humans. It has been shown that there is no significant difference in relation to skin 

conductance response (SCR) scores when comparing psychological activity for certain events 

between scenarios involving either real actors or animated characters (Ekanayake et al. 
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2013). Although research has shown that users show empathy for 3D characters, it is 

challenging to identify at which level of anthropomorphism such emotional experiences 

occur.  

2.1.1 Scale of Anthropomorphism and Uncanny Valley 

Anthropomorphism can be characterized as far as either behavior or appearance. In 

behavioral terms, anthropomorphism suggests the task of human qualities such as mental 

capacities and behavior to objects that are not human (DiSalvo & Gemperle 2003), while in 

appearance terms, anthropomorphism defines an object that has human appearance or 

visual characteristics (DiSalvo & Gemperle 2003; Nowak 2003; Nowak & Rauh 2005;  

Shapiro 1997). 

More generally, anthropomorphism refers to the attribution of a human form and 

behavior to non-human entities such as robots, animals, etc. However, uncanny valley 

effects ς ie dips in user impressions ς can arise: behavioural fidelity expectations increase 

alongside increases in visual fidelity and vice versa. Moreover, the influence of 

anthropomorphism and perceived agency on presence, copresence, and social presence in a 

Virtual Environment (VE) (Nowak and Biocca 2003) has been investigated. . During the 

experimental procedure they used three levels of anthropomorphism: high 

anthropomorphism, low anthropomorphism and no image. The results have depicted that 

the participants interacting with the less-anthropomorphic characters reported a higher 

level of presence and social presence than those interacting with either no image at all or 

with a highly anthropomorphic image. This indicates that high level anthropomorphic images 

set up higher expectations that lead to reduced presence when these expectations were not 

met. 

 The androids that were created by Hiroshi Ishiguro, for a short period, were 

indistinguishable from human beings (Ishiguro H. 2005). These highly anthropomorphic 

androids struggle with so-ŎŀƭƭŜŘ ΨǳƴŎŀƴƴȅ ǾŀƭƭŜȅΩΣ ŀ ǘƘŜƻǊȅ ǘƘŀǘ ŘŜŦƛƴŜǎ ǘƘŀǘ ŀǎ ŀ Ǌƻōƻǘ ƛǎ 

made more human like in its appearance and movements, the emotional responses from a 

human being to the robot becomes increasingly positive and empathic, until a point is 

reached beyond which the response quickly becomes that of intense repulsion. However, as 

the appearance and movements continue to become less distinguishable from those of a 

human being, the emotional responses become positive once more and approaches human - 

to - human empathy levels.  
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An interesting behavioral measurement for anthropomorphism has been presented 

by (Minato et al. 2005) analyzing the differences between the reactions of the participants 

to a human and an android. Also, another experiment conducted by (Gong 2007) where 

participants manipulated 12 computer agents that are represented by four levels of 

anthropomorphism: low, medium, high and real human images. The results have shown that 

as the agent became more anthropomorphic, it received more social responses from the 

users.  

The Uncanny Valley (UV) theory as described above indicates that near-

photorealistic virtual humans often appear unintentionally eerie or creepy. This UV theory 

was first hypothesized by a robotics professor in the 1970s. He observed that as a robots 

come to look more human like, they seem more familiar, until a point is reached at which 

subtle deviations from human norms cause them to look creepy (Mori 1970). Particularly, he 

hypothesized that the familiarity increases with human likeness until an uncanny valley is 

reached caused by sensitivity to perceived imperfections in near-humanlike forms as shown 

in Figure 2. A study by (MacDorman 2006) indicated that the perceived human likeness of a 

robot is not the only factor determining the perceived familiarity, strangeness, or eeriness of 

the robot. In a study of (Seyama and Nagayama 2007) the uncanny valley was investigated 

ōȅ ƳŜŀǎǳǊƛƴƎ ƻōǎŜǊǾŜǊǎΩ ƛƳǇǊŜǎǎƛƻƴǎ ƻŦ ŦŀŎƛŀƭ ƛƳŀƎŜǎ ǿƘƻǎŜ ŘŜƎǊŜŜ ƻŦ ǊŜŀƭƛǎƳ ǿŀǎ 

manipulated by morphing between artificial and real human faces. The results suggested 

that to have an almost perfectly realistic human appearance is a necessary but not a 

sufficient condition for the uncanny valley. Additionally, their findings showed that the 

uncanny valley emerges only when there is an abnormal feature. A series of psychophysical 

experiments were performed by (aŎ5ƻƴƴŜƭƭΣ .ǊŜƛŘǘ ŀƴŘ .ǸƭǘƘƻŦŦ нлмн) aimed to 

investigate if using realistic rendering does in fact produce a more negative response than 

using lower quality or stylized rendering. Particularly, in the experiments a range of 11 

different render styles are applied to identical geometry and motion pairs. The outcomes 

demonstrated that negative reactions occurred mainly for characters that used human 

texture maps, but that were not rendered with realistic eye and skin shaders. Cartoon 

characters were considered highly appealing, and were rated as more pleasant than 

characters with human appearance, when large motion artifacts were presented. They also 

were rated as friendlier than realistic styles and in this manner they might were more 

suitable for certain virtual interactions. 



 

25 
 

 

Figure 2: The relation between human likeness and perceived familiarity based on the 
hypothesis of Mori (Mori 1970). 

 

In addition, (McDonnell and Breidt 2010) carried out more experiments about 

rendering styles in order to investigate if changing the rendering style of a virtual human 

alone can change how trustworthy they are perceived to be. The results of the experiments 

indicated that participants judged HQ (high quality style) to be lying more often than NPR 

(non ς photorealistic rendering style) during the task. However, all styles were judged as 

equally trustworthy in the qualitative rating, which imply that a subconscious feeling of un-

trustworthiness was felt by participant towards HQ. 

In this work, we examined the neural responses of the social exclusion based on the 

different levels of anthropomorphism. Three levels of anthropomorphism (low, medium and 

high) were employed and in each round of our experimental game the appropriate 3D 

characters of the scene were displayed. Our results showed that compared to more human 

like avatars, playing the non-anthropomorphic avatars is less subjectively rewarding. 

Therefore, when studying complex emotional responses, a high level of anthropomorphism 

of synthetic characters is not only required but also able to engage common neuroscientific 

patterns of brain activation as in real-world circumstances. 
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  Figure 3: Screenshots from three different levels of anthropomorphism. The source of the 
first image is from a virtual-storytelling experiment. 

 

2.1.2 Animations and Facial Expressions 

Humans express their emotions in many ways, in particular through face, eye and 

body motion. Therefore, the creators of virtual humans strive to convincingly depict 

emotional movements using a variety of methods. The human face is capable of producing a 

large variety of facial expressions that supply important information for the communication. 

Realistic computer animated faces were used by (Griesser et al. 2007) to investigate the 

spatiotemporal coactions of facial movements. Single regions (mouth, eyes, and eyebrows) 

of a computer animated face performing seven basic facial expressions were selected as well 

as combinations of these regions, were animated for each of the seven chosen facial 

expressions. In their experiments the participants were asked to recognize these animated 

expressions. The results showed that the animation system is good enough to support 

recognitioƴ ƻŦ ǎƻƳŜ ƻŦ ǘƘŜ ŎƻƳǇǳǘŜǊ ŀƴƛƳŀǘŜŘ ŀǾŀǘŀǊΩǎ ŦŀŎƛŀƭ ŜȄǇǊŜǎǎƛƻƴ ǿƛǘƘ ƘƛƎƘ ŀŎŎǳǊŀŎȅΦ  

A study of (Curio et al. 2008) presented the first study on high ς level ς after ς 

effects in the recognition of dynamic facial expressions (Figure 4). In order to be analyzed 

the emotional content of motions portrayed by different characters, (McDonnell et al. 2008) 

created real and virtual replicas of an actor exhibiting six basic emotions: sadness, 

happiness, surprise, fear, anger and disgust. During the experiments participants were asked 

to rate the actions based on a list of 41 more complex emotions. The results showed that the 

perception of emotional actions was highly robust and to the most part independent of the 

ŎƘŀǊŀŎǘŜǊΩǎ ōƻŘȅΦ Lƴ ŀƴƻǘƘŜǊ ǎǘǳŘȅ ƻŦ (McDonnell et al. 2009) were found that both form 

and motion influence sex perception of virtual characters: for neutral synthetic motions, 

form determines perceived sex, whereas natural motion affects the perceived sex of both 

androgynous and realistic forms. A second investigation into the influence of body shape 
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and motion on realistic male and female models showed that adding stereotypical indicators 

of sex to body shapes influenced sex perception. Exaggerated female body shapes influences 

sex judgments more than exaggerated male shapes. 

 

Figure 4: Examples of facial expressions retargeted from Motion Capture onto a 
morphable 3D face model (Curio et al. 2008). 

 

2.1.3 Method for Rendering Real - Time Animated Crowds in VEs 

It is challenging for the developers to simulate heterogeneous crowds. The assets 

required to vary humans, such as textures and accessories, can be expensive to purchase, 

time-consuming to create and require extensive memory and computing resources. In the 

study of (McDonnell, LŀǊƪƛƴΣ IŜǊƴłƴŘŜȊΣ wǳŘƻƳƛƴ & O'Sullivan 2009) they addressed these 

issues by developing a selective variation method for virtual humans. They investigated 

which body parts of virtual characters were most looked at in scenes containing duplicate 

characters or clones. Using an eye ς tracking device, they recorded fixations on body parts 

while participants were asked to indicate whether clones were present or not. The outcomes 

indicated that the head and upper torso attract the majority of first fixations in a scene and 

were attended to most. This is true regardless of the orientation, presence or absence of 

motion, sex, age, size, and clothing style of the character. They also, developed a selective 

variation method to exploit this knowledge and perceptually validated their method. The 

results showed that selective color variation is as effective at generating the illusion of 

variety as full color variation as well as the head accessories, top texture and face texture 

variation are all equally effective at creating variety, whereas facial geometry alterations are 

less so. 

2.2 Modeling and Animating 3D Avatars for VE and Games 

Virtual characters in animated movies and games can be very expressive and have 

the ability to convey complex emotions. However, it has been suggested that the more 

anthropomorphic a humanoid robot or virtual character becomes the more eerie it is 
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perceived to be (Mori 1970). From a neuroscientific point of view some studies suggest that 

different neural networks are activated when viewing real or virtual stimuli (Perani et al. 

2001). It was founded by (McDonnell et al. 2008) that when realistic human body motion is 

used, it is the motion and not the body representation that dominates our perception of 

portrayed emotion. Also, she found that there is no difference between the emotion ratings 

for high and low resolution virtual models as well as between the emotion ratings for the 

zombie and the real human or the other characters.  

 An approach for the learning of structured dynamical models based on hierarchical 

Gaussian process latent variable models was presented by (Taubert et al. 2012). The latent 

spaces of this model encoded postural manifolds and the dependency between the postures 

of the interacting characters. Their findings showed that the highly-realistic interactive 

movements were almost indistinguishable from natural ones. They also, supported that the 

synthesis of stylized interactive movements with high levels of realism is a difficult problem 

in computer graphics, especially for the developers that they have to convincingly depict 

emotional movements to virtual humans. The principles of the human motion connect many 

areas of the research such as the biomechanic, optimal control, machine learning, robotics, 

motor neuroscience and psychology. Each of these areas can give a different perspective on 

motion, helping the developers to understand how the human moves. 

2.2.1 Methods for Modeling a 3D Avatar 

 The 3D modeling of the human body has many applications ranging from fashion to 

the production of movies and video games.  The designing of the human body shape is very 

challenging compared to other 3D objects in the world (Aggeliki Tsoli 2014). Although the 

human body consists of many parts that move in a rigid way, there are also many ways in 

which the human shape deforms non-rigidly; e.g. different muscles are flexed when a person 

is standing compared to when the same person is sitting, deformations due to breathing 

lead to a constantly changing body shape even when the person remains seated. 

Additionally, she found that the distinction of many human attributes ranging from age, 

gender to the emotional state of a person depends on the human body shape.  

Several graphics approaches for modeling and generating human characters have 

taken an inside-out approach and relied on complex anatomically inspired, physically based 

models of the human body (Glueck et al. 2012; Magnenat-Thalmann, Zhang and Feng 

2009). One of the first endeavors to model full-body skin deformations utilizing surface data 

was employed by (Park and Hodgins 2006) using a marker-based capture system with a 
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large number of markers distributed over the body of the subject. The outcomes were 

encouraging, yet the methodology experienced drawn out instrumentation of the subject 

and couldn't capture deformations of the whole surface of the human body.  Many 

alternative approaches such as high-resolution 3D scanners, image-based 3D reconstruction 

systems, and low-resolution 3D capture systems offer to developers the ability to capture 

the whole surface of the body, potentially across time, and generalize easily to capturing 

different human shapes. 

A way to present an articulated 3D deformable object by using a 3D triangular mesh 

was described by (Aggeliki Tsoli 2014). The object that she used was determined mainly by 

three factors: pose, intrinsic shape, resolution. Particularly, the resolution referred to the 

number of vertices in the 3D mesh representing an articulated 3D object, while the pose 

referred to the relative joint rotations in the underlying skeleton or the rotation and 

translation of groups of triangles and finally the Intrinsic shape typically referred to the pose-

independent shape, such as shape related to height and weight. 

It is worth noting that a polygon is a 3D structure consisting of three or more points 

called vertices that are connected in 3D space with lines called edges. The smallest 

polygon is simply a triangle serving as the basic unit of measurement for a 3D model. 

Several polygons together complete a mesh object that can be deformed and animated. A 

target polygon count refers to the target face count of a model. 

Another approach for the creation of a 3d human avatar by using Kinect was 

followed by (Aitpayev and Gaber 2012). Particularly, their results suggest that it is very easy 

using Kinect ǘƻ ŎǊŜŀǘŜ ƻƴŜΩǎ ƻǿƴ ŀǾŀǘŀǊ ŀǎ ǿŜƭƭ ŀǎ ǘƘŜ ǿƘƻƭŜ ǇǊƻŎŜǎǎ ǘŀƪŜǎ ŀ ŦŜǿ ƳƛƴǳǘŜǎ ōȅ 

doing the following steps. At the beginning a camera scans the whole body; afterwards it 

scans the face and makes snapshots of the 

head to reconstruct the hairstyle. At the last the user chooses clothes and other accessories 

which will be applied to the final model. However, they reported that the hardest task of 

avatar creation is the reconstruction of facial geometry. In addition, researchers from the 

Computer Graphics Group in Erlangen have presented a system for generating 3D face 

avatars using the Kinect. A generic face model is fitted to the depth map obtained by the 

Kinect. The resulting 3D face model is finally textured using the captured RGB image. The 

proposed algorithm combines the advantages of robust no rigid registration and fitting of a 

morphable face model. Their results showed that it is possible to obtain a high quality 

reconstruction of the facial geometry and texture along with one-to-one correspondences 

with generic face model as illustrated. 
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An interesting finding was presented by (Zhang et al. 2013) that it suggests that 

there are mostly two categories, the Sketch-based and the Gesture-based, that are used by 

novices to create 3d models. The Sketch-based is a common approach to interactively 

ƛƴǘŜǊǇǊŜǘ ǘƘŜ ǳǎŜǊΩǎ н5 ǎƪŜǘŎƘŜǎ ƛƴǘƻ о5 ǎƘŀǇŜǎΣ ǿƘƛƭŜ ǘƘŜ Gesture-based is a method that 

allows the user to construct and manipulate 3D shapes using hand gestures performed in 3D 

space, often based on a virtual sculpting metaphor. Particularly, two paradigms where the 

Sketch-based method was used are the SKETCH (Zeleznik, Herndon & Hughes 1996) that 

supported constructing 3D scenes by sketching geometric primitives and the Teddy (Igarashi 

et al. 1999) that let the user to create rotund 3D objects by drawing their 2D silhouettes, as 

well as supporting operations like extrusion, cutting, and bending as shown in Figure 5.  

 

Figure 5: The use of the creation, extrusion and cutting operations for the modeling of a 3D 
object (Igarashi et al. 1999). 

 

Contrary, two researches where the Gesture-based method was used are the project 

of (Nishino, Utsumiya & Korida 1998) in which he used two-handed spatial and pictographic 

gestures and the project of (Schkolne, tǊǳŜǘǘ ϧ {ŎƘǊǀŘŜǊ 2001) that is called Surface 

Drawing in which he used repeated marking of the hand to construct 3D shapes.  

In this work, we used the Sketch-based method because we found that it is the 

simplest and easiest method to create and model a 3D avatar. Particularly, for the modeling 

of the lowest fidelity 3d avatar two sketches were used that were depicted the front and the 

right view of a human silhouette, respectively. These sketches were imported and 

positioned on the scene of the 3ds Studio Max so as to form a vertical angle. Using the 

Editable Poly Modifier tool of the 3ds Studio Max we started to create small polygons and 

connect them to each other based on these two sketches until a human silhouette be 

modeled.   



 

31 
 

2.2.2 Methods for Animating a 3D Avatar 

 Human realistic facial and body animation remains a challenging goal in computer 

graphics and animation research.  However, the success of human dynamic realism does not 

exclusively depend from computer graphics and animation research, but there is also a 

strong dependency on what we can learn from psychophysical and perceptual 

experimentation with faces and bodies. For example, unobtrusive varieties in articulation 

timing (Krumhuber et al. 2007) and even a slight dampening of element movement 

(Theobald et al. 2009) have been demonstrated to firmly impact how declarations and 

people are seen. Examination utilizing dynamic facial expressions as a part of software 

engineering and brain research is generally centered on facial models with control 

parameters in view of the Facial Action Coding System (FACS) (Ekman et al. 2002). FACS 

gives definite depictions of 44 facial activities ς termed Action Units (AUs) ς which endeavor 

to incorporate the fundamental set of unique facial developments proficient by a face. This 

gives to the scientists a standard for coding, evaluating and imparting results. Given such a 

model, experimenters may control these parameters to gauge the perceptual impact of AU 

varieties in a controlled way. FACS is additionally utilized widely as a premise for activity 

frameworks in feature recreations and films (Sagar 2006; Duncan 2009). Henceforth, it has a 

noteworthy part to play in both facial movement and perception research. 

 The first Facial Action Coding System (FACS) was introduced by (Cosker, Krumhuber & 

Hilton 2010) and is a substantial model to be based on dynamic 3D scans of human faces for 

use in graphics and mental exploration. The model comprised of FACS Action Unit (AU) 

based parameters and has been freely accepted by FACS specialists. Utilizing this model, 

they investigated the perceptual contrasts between linear facial motions ς represented by a 

linear blend shape approach ς and real facial motions that have been synthesized through 

the 3D facial model. In their experiments, they also investigated the perceptual profits of 

nonlinear movement for different AUs. Their outcomes are insightful for designers of 

animation systems both in the entertainment industry and in the scientific research. They 

uncovered a critical general advantage to utilize captured nonlinear geometric vertex 

movement over linear mix shape motion. However, their findings suggested that not all 

motions need to be animated nonlinearly. 

 The first parameterized face model was designed by (Parke and Waters 1996) in 

1974, with the objective of creating facial movements rapidly. Utilizing photogrammetric 

strategies, they gathered 3D information from real faces and created animations by 

interpolating between the facial expressions. A muscle-based activity framework was 
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showed by (Sifakis et al. 2005) where he used motion capture data in a non-direct 

improvement procedure to gauge facial muscle actuation parameters. A different approach 

was conducted by (Blanz and Vetter 1999) building up an algorithm that fitted a blend shape 

model onto a single picture, bringing about an estimation of the geometry and surface of the 

individual's face. In 2005, Joshi proposed a programmed physically roused division that took 

in the controls and parameters straightforwardly from the set of blendshapes (Joshi et al. 

2005). Recent movement frameworks determined facial movements in three-dimensional 

space by following markers appended to a person's face. A model in 2003 was displayed by 

(Breidt et al. 2003) consolidating 3D scans and motion capture data for highly realistic facial 

animation. Another model for multimodal complex feelings including motion expressivity 

and blended facial expressions was exhibited by (Martin et al. 2006). 

 An interesting system for realistic facial animation was presented by (Curio et al 

2006) where he decomposed facial motion capture data into semantically meaningful 

motion channels based on the Facial Action Coding System. They retargeted a captured 

performance onto a morphable 3D face model based on a semantic correspondence 

between motion capture and 3D scan data. The resulting facial animation uncovered a high 

level of realism by combining the high spatial resolution of a 3D scanner with the high 

temporal exactness of motion capture data that accounts for subtle facial movements with 

inadequate estimations. 

 In technical terms άMotion captureέ (Mocap) is sampling and recording motion of 

humans, animals, and inanimate objects as 3D data", but in simple terms the Motion 

/ŀǇǘǳǊŜ ƛǎ ŘŜŦƛƴŜŘ ŀǎ άwŜŎƻǊŘƛƴƎ ƻŦ Ƴƻǘƛƻƴ ŀƴŘ ǇƭŀȅōŀŎƪέ hw ϦhƴŜ ǿŀȅ ƻŦ ŀŎǘƛƴƎ ƻǳǘ ŀƴ 

animation". Particularly, during the first phase of the Mocap the movements of the objects 

are captured in the real world and then in the second phase the data of the captured 

movement are inserted into a 3D model of the world in a virtual environment. 

 Motion capture is used as an analysis tool in biomechanics research, as well as in 

education, training and sports and recently in both cinema and video games. Motion capture 

ƛǎ ōǊƻŀŘƭȅ ǳǘƛƭƛȊŜŘ ǇǊƻŎŜŘǳǊŜ ŀǎ ŀ ǇŀǊǘ ƻŦ ǘƘŜ CƛƭƳ ƳŀƪƛƴƎΦ bƻǿ ŘŀȅΩǎ Ƴƻǘƛƻƴ ŎŀǇǘǳǊŜ ƛǎ 

utilized as a part of movies to record the actors and proprietary software to animate the 

creatures and fight scenes. These animations made through software were constantly 

subjected to synchronization with the MƻŎŀǇ ŀŎǘƻǊΩǎ ƳƻǾŜƳŜƴǘǎ ŀƴŘ ŀƭǎƻ ōŜǘǿŜŜƴ ǘƘŜ 

digital creatures, in order to create a believable battle or dialog scene (Figure 6). 
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Figure 6: The use of the Fastmocap technology with markerless 3D motion capture with 
Microsoft kinect sensor for the creation of the animations of a 3D avatar. 

 

In this work, motion capture data were not utilized, however, we tried the 

movement to be as natural as possible. Particularly, we used the Physique Modifier tool of 

the 3ds Studio Max for the modeling of the animations of the characters as well as for the 

association of the characters ƳŜǎƘ ǿƛǘƘ ǘƘŜ ōƛǇŜŘΩǎ skeletal parts. This was accomplished 

through a process called skinning. Firstly, we applied the Physique Modifier to the characters 

and secondly we created the movements of the avatars using the Auto-Key and the 

Animation Timeline tools of the 3ds Studio Max. Using the Auto Key tool, when a change of 

ƻōƧŜŎǘǎΩ Ǉƻǎition, rotation, and scale happens the 3ds Max Studio creates a key storing the 

new value for the changed parameter at the current time. The 3ds Max Studio automatically 

fills in the frames between the different keys.   

The process that was followed for the animation of the 3d avatars is described, 

analytically in the fourth chapter of this thesis. 

2.3 Using VEs and Games for Neuroscientific Research 

 A broader aim of many works was to assess whether such powerful social-

psychological studies could be usefully carried out within VEs advancing cognitive 

neuroscience and computer graphics as well as serious gaming research. It would be 
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valuable to understand the cognitive processes involved while interacting with 3D characters 

in a gaming scenario.  3D characters could be employed to simulate experimental scenarios 

ŀǎ ǇŀǊǘ ƻŦ ƴŜǳǊƻǎŎƛŜƴǘƛŦƛŎ ǇǊƻǘƻŎƻƭǎ ƛƴ ǘƘŜ ŦawLΦ !ƴ ŜŎƻƴƻƳƛŎ ƎŀƳŜ ŎƻƳōƛƴŜŘ ǿƛǘƘ aƛƭƎǊŀƳΩǎ 

original experimental scenario has been implemented which, in the future, could be 

interactively played in an fMRI scanner (Rivera et al. 2010).   

A lighting system has been designed to render an interactive VE on an fMRI display, 

enabling the conduct of formal neuroscientific experiments and investigating the effects of 

visual fidelity as well as varied lighting configurations of an indoors/outdoors space on 

ŦŜŜƭƛƴƎǎ ƻŦ ǇǊŜǎŜƴŎŜΣ ΨǊŜŀƭƛǘȅΩ ŀƴŘ ŎƻƳŦƻǊǘ (Christodoulou et al. 2012). Another 3d virtual 

system for fMRI has been designed investigating the influence of two prominent VR 

parameters, e.g. 3d-motion and interactivity, while brain activity is measured for a mental 

rotation task ({ƧǀƭƛŜ et al 2010).  The subjects performed a variation of the mental rotation 

task in a simple VE and brain activity was recorded during three conditions of varied 3d-

motion and interactivity. Also, an interactive digital game based on the Re-Mission video 

game has been designed for cancer patients in the fMRI in order to determine whether 

mesolimbic neural circuits associated with incentive motivation are activated, and if so, 

whether such effects stem from the participatory aspects of interactive gameplay, or from 

the complex sensory/perceptual engagement generated by its dynamic event-stream (Cole, 

Yoo and Knutson 2012). 

The Smart Ageing that was implemented by (Tost et al 2014) is a serious game in a 

3D virtual environment aimed at the early detection of Mild Cognitive Impairments in 

persons ageing between 50 and 60, and at assessing cognitive impairments in persons 

already diagnosed or having neurodegenerative dementia. Smart Ageing is a telematic 

system where the users realize a set of screening tests structured in five daily-life tasks in a 

familiar environment addressing various cognitive skills: memory, executive functions, 

divided attention, short-term and long-term memory and spatial orientation and attention. 

The Trauma Treatment Game that was designed by (Mayr, Horleinsberger & Petta 2014) is 

another serious game specifically designed to provide individualized interventions to 

children suffering from complex trauma and comorbid disorders such as anxiety and 

depression to have undergone rigorous clinical evaluation. 

 In the experiments of (Bhatt & Camerer 2005) 16 subjects brain activity were 

scanned using fMRI as they made choices expressed beliefs and expressed iterated 2nd-order 

beliefs (what they thought others believed they would do) in eight games. Cingulate cortex 

and prefrontal areas were differentially activated in making choices versus expressing 



 

35 
 

beliefs. Forming self-referential 2nd-order beliefs about what others thought you would do 

seemed to be a mixture of processes used to make choices and form beliefs. A similar work 

was presented by (Yoshida et al. 2010) ŘŜǾŜƭƻǇƛƴƎ ŀ άǎǘŀƎ Ƙǳƴǘέ ƎŀƳŜ where human 

subjects interacted with a computerized agent using different degrees of sophistication 

(recursive inferences) and applied an ecologically valid computational model of dynamic 

belief inference. They showed that rostral medial prefrontal (paracingulate) cortex, a brain 

region consistently identified in psychological tasks requiring mentalizing, had a specific role 

ƛƴ ŜƴŎƻŘƛƴƎ ǘƘŜ ǳƴŎŜǊǘŀƛƴǘȅ ƻŦ ƛƴŦŜǊŜƴŎŜ ŀōƻǳǘ ǘƘŜ ƻǘƘŜǊΩǎ ǎǘǊŀǘŜƎȅΦ 

An interesting research was conducted by (Mathiak & Weber 2006). Particularly, 

they recorded 13 experienced gamers (18ς26 years) while playing a violent first-person 

shooter game (a violent computer game played in self-perspective) by means of distortion 

and dephasing reduced fMRI. They found that the occurrence of violent scenes revealed 

significant neuronal correlates in an event-related design. They also, proposed that virtual 

environments can be used to study neuronal processes involved in semi-naturalistic 

behavior as determined by content analysis. 

On the contrary, (Wang, Sourina and Nguyen 2011) claimed that the EEG-based 

ǘŜŎƘƴƻƭƻƎȅ Ƙŀǎ ōŜŎƻƳŜ ƳƻǊŜ ǇƻǇǳƭŀǊ ƛƴ άǎŜǊƛƻǳǎέ ƎŀƳŜǎ ŘŜǎƛƎƴǎ ŀƴŘ ŘŜǾŜƭƻǇƳŜƴǘǎ ǎƛƴŎŜ 

new wireless headsets that meet consumer demand for wearability, price, portability and 

ease-of-use are coming to the market. Originally, EEG-based technologies were used in 

neurofeedback games and brain-computer interfaces. They conducted experiments 

efficiency of fractal dimension value and the results showed that the brain states were 

recognizable with the difference in fractal dimension value. Two EEG-ōŀǎŜŘ ƎŀƳŜǎ ά.Ǌŀƛƴ 

/Ƙƛέ ŀƴŘ ά5ŀƴŎƛƴƎ wƻōƻǘέ ǿƘŜǊŜ ŘŜǎƛƎƴŜŘ ŀƴŘ ƛƳǇƭŜƳŜƴǘŜŘ ŦƻǊ ŎƻƴŎŜƴǘǊŀǘƛƻƴ ǘǊŀƛƴƛƴƎΦ CƻǊ 

more information, Electroencephalogram (EEG) is a noninvasive technique that allows 

recording the electrical potentials over the scalp which are produced by activities of brain 

cortex and reflect the state of the brain (Nunez & Srinivasan 2006). Neurofeedback is a 

technique that presents the real-time feedback to the user in the form of video display 

and/or sound based on the processing results of EEG signals taken from the scalp of the user 

(Hammond 2007). 

It is claimed that using VEs and 3D characters in fMRI has the advantage that it is 

possible to involve participants in interactive animated environments which more 

realistically reflect social and emotional situations. In this work we present an interactive 3D 

gaming framework for fMRI experiments exploring whether artificial characters of varied 

anthropomorphism recruit brain activation associated with empathy and social pain (Meyer 
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et al. 2012).   In addition, the goal of this work was to investigate whether the level of 

anthropomorphism of the avatars might affect game playing as well as fMRI data acquired at 

the same time the game playing occurred. For the first time, using this study devised 

behavioral fidelity metrics of character believability and emotional engagement based on 

neural activity. 

2.4 The Examination of Social Exclusion and Empathy 

¢ƘŜ ǘŜǊƳ ΨǎƻŎƛŀƭ ŜȄŎƭǳǎƛƻƴΩ ŦƛǊǎǘ ƻǊƛƎƛƴŀǘŜŘ ƛƴ 9ǳǊƻǇŜΣ ǿƘŜǊŜ ǘƘŜǊŜ Ƙŀǎ ǘŜƴŘŜŘ ǘƻ ōŜ ŀ 

ƎǊŜŀǘŜǊ ŜƳǇƘŀǎƛǎ ƻƴ ǎǇŀǘƛŀƭ ŜȄŎƭǳǎƛƻƴΦ ¢ƘŜǊŜ ƛǎ ŀƭǎƻ ŀ ǇƻƭƛŎȅ ŦƻŎǳǎ ƻƴ ǘƘƻǎŜ ƭƛǾƛƴƎ ƛƴ ΨŘŜǇǊƛǾŜŘ 

ŀǊŜŀǎΩΣ ǿƘŜǊŜ ǇƻƻǊ ƘƻǳǎƛƴƎΣ ƛƴŀŘŜǉǳŀǘŜ ǎƻŎƛŀƭ ǎŜǊǾƛŎŜǎΣ ǿŜŀƪ ǇƻƭƛǘƛŎŀƭ Ǿoice and lack of 

decent work all combine to create an experience of marginalization. However, there are 

various definitions of social exclusion. (Walker and Walker 1997) mentioned that the social 

exclusion is the dynamic process of being shut out from any of the social, economic, political 

and cultural systems which determine the social integration of a person in society. 

(Burchardt et al, 2002) referred that an individual is socially excluded if (a) he or she is 

geographically resident in a society but (b) for reasons beyond his or her control, he or she 

cannot participate in the normal activities of citizens in that society, and (c) he or she would 

like to so participate. In addition, (Levitas et al. 2007) claimed that the social exclusion is a 

complex and multi-dimensional process. Particularly, it involves the lack of resources, rights, 

goods and services, and the inability to participate in the normal relationships and activities, 

available to the majority of people in a society, whether in economic, social, cultural or 

political arenas. It affects both the quality of life of individuals and the equity and cohesion 

of society as a whole. 

Many people face social exclusion in their daily life as well as other people 

empathizing with excluded people. Empathy is a complex form of psychological inference in 

which observation, memory, knowledge, and reasoning are combined to yield insights into 

the thoughts and feelings of others (Ickes 1997). Behavioral research has suggested that 

empathy includes two primary components (Davis 1983): (1) an affective component that 

involves sharing the emotional experiences of others, and (2) a cognitive component that 

involves thinking about, understanding and predicting some-ƻƴŜ ŜƭǎŜΩǎ ƳŜƴǘŀƭ ǎǘŀǘŜΦ 

The neuroscientists have shown strong interesting for these social phenomena and 

their effects on human's life as well as for the brain activation that occurs when people get 

social exclusion or empathize with someone else that gets exclusion. In the next subsections 
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we describe some researches that investigated the social exclusion and empathy feeling 

using fMRI scanner. In addition, in this study we used reinforcement learning method to 

ŜȄŀƳƛƴŜ ǘƘŜ ǇŀǊǘƛŎƛǇŀƴǘΩǎ ōŜƘŀǾƛƻǊ ǿƘŜƴ ǘƘŜ ǊŜǿŀǊŘǎ ǿŜǊŜ ƛƴŎƭǳŘŜŘ ƛƴ the game. 

Particularly, we wanted to investigate the differences in the behavior of the participants to 

the other players when they have the ability to get points in the case of the use of the 

reinforcement learning method in the game and when they have not any benefit to play 

with specific way in the case of the use of the standard scenes of the game. Therefore, the 

goal of this study was to explore if the participants included the excluded player in the game 

because they were feeling empathy or they wanted to win the game. The definition of the 

reinforcement learning method as well as some reinforcement learning algorithms are 

described analytically in a next subsection as well. 

2.4.1 The Investigation of the Social Exclusion on Human's Life 

In the experiments of (Moor et al. 2012) participants that were from 3 age groups 

(10ς12, 14ς16 and 19ς21 year olds) participated in two tasks; Ŭrst, they played the Cyberball 

game in order to induce feelings of social inclusion and exclusion, followed by a Dictator 

game where they were asked to divide coins between themselves and the players who 

previously included or excluded them. Results revealed that although social exclusion 

generated strong distress for all age groups, 10ς12 year olds showed increased activity in 

the subgenual ACC in the exclusion game, which has been associated in previous studies 

with negative affective processing. Results of the Dictator game revealed that all age groups 

selectively punished the excluders by making lower offers. These offers were associated with 

activation in the temporoparietal junction (TPJ), superior temporal sulcus (STS) and the 

lateral PFC. Age comparisons revealed that adults showed additional activity in the insula 

and dorsal ACC when making offers to the excluders. 

A similar research was conducted by (Masten et al. 2009) investigating the neural 

correlates of social exclusion during adolescents. Their findings showed that the adolescents 

with higher rejection sensitivity and interpersonal competence scores displayed greater 

neural evidence of emotional distress, and adolescents with higher interpersonal 

competence scores also displayed greater neural evidence of regulation, perhaps suggesting 

that adolescents who are vigilant regarding peer acceptance may be most sensitive to 

rejection experiences. Furthermore, the same authors (Masten et al 2011) conducted 

another block of experiments exploring the neural responses to peer exclusion among 

adolescents with ASD compared to typically developing adolescents. The results of their 

experiments showed that compared to typically developing adolescents, those with ASD 
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displayed less activity in regions previously linked with the distressing aspect of peer 

exclusion, including the subgenual anterior cingulate and anterior insula, as well as less 

activity in regions previously linked with the regulation of distress responses during peer 

exclusion, including the ventrolateral prefrontal cortex and ventral striatum. Interestingly, 

however, both groups self-reported equivalent levels of distress. This suggested that 

adolescents with ASD might engage in differential processing of social experiences at the 

neural level, but be equally aware of, and concerned about, peer rejection. 

The fMRI additionally, was employed by (Krill and Platek 2009) to examine the 

sensitivity to social exclusion in three conditions: same-race, other-race, and self-resembling 

faces. In his experiments, the results showed that the participants demonstrated greatest 

ACC activation when being excluded by self-resembling and same-race faces, relative to 

other-race faces. Additionally, participants expressed greater distress and showed increased 

ACC activation as a result of exclusion in the same-race condition relative to the other-race 

condition.   

They have been conducted many researches for the social situations as we described 

above, however the study of Maurage in 2012 identified for the first time the cerebral 

correlates of interpersonal alterations in alcohol-dependence (Maurage et al. 2012).  In his 

experiments participants played the Cyberball game where they were first included by other 

players, then excluded, and finally re-included. The results showed that while both groups 

presented dorsal anterior cingulate cortex (dACC) activations during social exclusion, 

alcohol-dependent participants exhibited increased insula and reduced frontal activations (in 

ventrolateral prefrontal cortex) as compared with controls. In addition, the Alcohol-

dependence was linked with increased activation in areas eliciting social exclusion feelings 

(dACCςinsula), and with impaired ability to inhibit these feelings (indexed by reduced frontal 

activations).  

In this study, we designed an interactive Virtual Environment (VE) on an fMRI 

display, enabling the conduct of formal neuroscientific experiments and investigating the 

effects of social exclusion, empathy and different level of anthropomorphism on human 

brain activity. For the investigation of the social exclusion we implemented several scenarios 

of the game simulating the inclusion or the exclusion of the human participants as well as 

the exclusion of other virtual players of the game. Our results presented that T-Contrast 

estimates showing main effect of exclusion of other versus inclusion, demonstrating activity 

in emotional brain regions such as bilateral parahippocampal, left superior and left middle 

frontal gyrus as well as in anterior cingulate and amygdala.  The anterior cingulate cortex can 
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be partitioned anatomically taking into account cognitive (dorsal) and emotional (ventral) 

components. The dorsal part of the ACC is associated with the prefrontal cortex and parietal 

cortex and also the motor system and the frontal eye fields making it a central station for 

processing top-down and bottom-up stimuli and assigning appropriate control to other areas 

in the brain. fMRI studies have shown that the dorsal anterior cingulate cortex (dACC) and 

insula activations reflect the negative feelings and distress associated with social exclusion 

as well as the middle frontal gyrus (MFG) and inferior frontal gyrus (IFG) activations 

implicate in the regulation and inhibition of this emotional response. 

2.4.2 The Investigation of the Empathy Feeling on the Human's Relationships 

An interesting research was investigated by (Decety and Lamm 2006) exploring the 

human empathy through the Lens of Social Neuroscience. Their work demonstrated that 

adopting a self-perspective when observing others in pain, resulted in strong feelings of 

personal distress activated the pain matrix to a larger extent, as well as the amygdala. Such a 

complete self-other merging seems to be detrimental to empathic concern. In addition, they 

ŦƻǳƴŘ ǘƘŀǘ ǘƘŜ ōŜǎǘ ǊŜǎǇƻƴǎŜ ǘƻ ŀƴƻǘƘŜǊ ǇŜǊǎƻƴΩǎ ǇƭƛƎƘǘ might not be distress, but efforts to 

ǎƻƻǘƘŜ ǘƘŀǘ ŘƛǎǘǊŜǎǎΦ /ƻƴǾŜǊǎŜƭȅΣ ǿƘŜƴ ǇŀǊǘƛŎƛǇŀƴǘǎ ǘƻƻƪ ǘƘŜ ƻǘƘŜǊΩǎ ǇŜǊǎǇŜŎǘƛǾŜΣ ǘƘŜǊŜ ǿŀǎ 

less overlap between the neural circuits involved in the processing of first-hand experience 

of pain, and they indeed reported more feelings of empathic concern.  

In other study of (Masten, Morelli & Eisenberger 2011) was examined empathy-

related neural processing and resulting prosocial behavior during observed social exclusion. 

Their results indicated that the neural regions supporting empathy for social pain may differ 

from those previously linked with empathy for physical pain. For example, responses to 

observed physical pain may trigger an automatic, affective response such that most 

individuals spontaneously feel distress when they saw someone in physical pain. In contrast, 

observing social exclusion might require an additional layer of mentalizing to understand the 

situation and imagine the victim's affective responses, and thus, might only elicit pain-

related neural activity among the most empathic individuals. Given that understanding social 

situations is complex and relatively ambiguous, simply watching someone experiencing 

social pain may not automatically elicit distress like observing physical pain.  

Unlike the research of Masten the study of (Novembre, Zanon, and Silani 2014) 

provides evidence that experiences of social rejection can activate regions of the brain so far 

observed during experiences of physical pain and possibly responsible for coding the 

intensity of the threatening event. The aim of this study was to explore what extent first 
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person experiences of physical and social pain overlap as well as the commonalities and 

differences related to the vicarious experience of physical and social pain. In addition, their 

results showed that this pattern of brain activation extends to the witnessing of the same 

type of social pain in others. 

Although, in healthy individuals, affective perspective taking has proven to be an 

effective means to elicit empathy and concern for others, in individuals with psychopathy 

the extent to which perspective taking can elicit an emotional response was studied for the 

first time by (Decety et al. 2013). Their results demonstrated that while individuals with 

psychopathy exhibited a strong response in pain-affective brain regions when taking an 

imagine-self perspective, they failed to recruit the neural circuits that were activated in 

controls during an imagine-other perspective, and that might contribute to lack of empathic 

concern.  

Another interesting research was done by (Meyer et al. 2015) investigating the 

neural responses during an empathy paradigm for friends and strangers. Their results 

demonstrated that the mechanisms linking interdependence to empathy differentiate 

between close others and strangers. Specifically, they found that MPFC activation when 

ƻōǎŜǊǾƛƴƎ ŀ ŦǊƛŜƴŘΩǎ ŜȄŎƭǳǎƛƻƴ όǾǎΦ ƛƴŎƭǳǎƛƻƴύ ǇƻǎƛǘƛǾŜƭȅ ŎƻǊǊŜƭŀǘŜŘ ǿƛǘƘ ǘǊŀƛǘ ƛƴǘŜǊŘŜǇŜƴŘŜƴŎŜ 

ŀƴŘ ŜƳǇŀǘƘȅΣ ǿƘŜǊŜŀǎ atC/ ŀŎǘƛǾŀǘƛƻƴ ǿƘŜƴ ƻōǎŜǊǾƛƴƎ ŀ ǎǘǊŀƴƎŜǊΩǎ ŜȄŎƭǳǎƛƻƴ όǾǎΦ ƛƴŎƭǳǎƛƻƴύ 

negatively correlated with trait interdependence and empathy. 

One of the goals of this study was to explore the brain activation associated with the 

empathy feeling when a player got social exclusion. We simulated situations of the empathy 

feeling implementing rounds of the game where programmed players got excluded from the 

other virtual players.  The outcomes of this work showed that watching the exclusion of 

other demonstrated activity in emotional brain regions such as bilateral parahippocampal 

and amygdala. One can attribute this activation pattern to the imprecise mapping of avatar 

ŦŜŀǘǳǊŜǎ ǘƻ ƴƻǊƳŀǘƛǾŜ ΨǘƻǇ-ŘƻǿƴΩ ǊŜǇǊŜǎŜƴǘŀǘƛƻƴŀƭ ŜȄǇŜŎǘŀƴŎƛŜǎ ƻŦ ǘƘŜ ƘǳƳŀƴ ōƻŘȅ ǿƛǘƘƛƴ 

extrastriate visual cortices (particularly areas like STS that are functionally tied to humans 

emotional signals) and to the processing of negatively-valenced stimuli, activating lateral 

orbitofrontal cortex.  

An extension of this implementation is to simulate situations of the empathy feeling 

for friends and strangers and explore whether these situations activate different brain 

regions. This can be employed by modelling the avatars in order to look like a friend or a 

stranger, respectively. 
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2.4.3 The Reinforcement Learning Method  

Reinforcement learning is referred as an important method by which people learn 

and change behavior based on feedback as well as they plan actions in order to maximize 

reward. Particularly, Reinforcement learning is an approach to learn policies for agents 

acting in an unknown stochastic world, observing the states that occur and the rewards that 

are given at each step. Reinforcement learning is learning to maximize a reward signal by 

exploring many possible actions. The agent is not told the correct actions. Instead it explores 

the possible actions and remembers the reward it receives. With supervised learning, an 

agent takes an action and is then told what the correct action was. 

The Reinforcement learning algorithms are usually used in video games in order to 

create automated opponents that perform well in strategy games. For instance, human 

players rapidly discover and exploit the weaknesses of hard coded strategies. To build better 

strategies a reinforcement learning approach is suggested for learning a policy that switches 

between high-level strategies. These strategies are chosen based on different game 

situations and a fixed opponent strategy. Strategy games are an important and difficult 

subclass of video games. In games such as Warcraft and Civilization players build cities, train 

workers and military units, and interact with other human or AI players. The goal of these 

games is to make the best use of limited resources to defeat the opposing players. The large 

state space and action set, uncertainty about game conditions as well as multiple 

cooperative and competitive agents make strategy games realistic and challenging. 

All Reinforcement learning algorithms are based on estimating the value function 

which is the expected return starting from state st ŀƴŘ ŦƻƭƭƻǿƛƴƎ ǇƻƭƛŎȅ ˉΦ ±ˉ (s) = Eˉ {Rt |s t 

=s} The value function is an estimate of how good it is for an agent choosing actions based 

ǘƘŜ ǇƻƭƛŎȅ ˉ ǘƻ ōŜ ƛƴ ŀ ƎƛǾŜƴ ǎǘŀǘŜΦ {ƛƳƛƭŀǊƭȅΣ ǘƘŜ ǎǘŀǘŜ-action value function is the expected 

return starting from state s, taking action hΣ ŀƴŘ ǘƘŜǊŜŀŦǘŜǊ ŦƻƭƭƻǿƛƴƎ ǇƻƭƛŎȅ ˉΣ ŘŜŦƛƴŜŘ ŀǎ 

Qˉ όǎΣ ʰύ Ґ9ˉ {Rt |s t =s, h t =h }. 

The five basic elements of a Reinforcement learning system are: 

1. Agent: The learning component of a RL system. He executes some actions a  ɴA, 

where A the set of the allowed actions, depending on the state of the environment 

in which it belongs. 

2. Model of the environment: Mimics the behavior of the environment. For instance, 

given a state and an action it determines what the next action will be. The 

environment is described by a set of states s  ɴS, where S the total states of the 

environment. 
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3. Policy ̄ : Determines the behavior of each agent at each time. 

4. Reward function: Maps to each state a reward, which expresses whether this state 

is desirable. The reward function determines the set of the states that are good for 

the agent to be found. 

5. Value function: Determines what actions are good in the long term.  Unlike the 

reward function expressing the temporary value of a state of the environment, the 

value function reflects the long-term value of a state taking into account the states 

that may arise and the corresponding rewards. 

 

Markov Decision Process (MPD) is a common method for modeling sequential 

decision-making with stochastic actions. We learn a policy for an MDP through 

reinforcement learning approaches. We represent the learning problem as an MDP, defined 

as a tuple (S, A, P, R) with: 

¶ S, a finite set of states with designated initial state s0.  

¶ A, a finite set of actions. 

¶ tΣ ŀ ǎŜǘ ƻŦ ǎǘŀǘŜ ǘǊŀƴǎƛǘƛƻƴ ǇǊƻōŀōƛƭƛǘƛŜǎΥ tόǎΩ μǎΣ )h, the probability of transitioning 

ŦǊƻƳ ǎǘŀǘŜ ǎ ǘƻ ǎΩ ǿƘŜƴ ŀŎǘƛƻƴ  his taken by the agent. 

¶ R, a reward function: R(s, a), a real-valued immediate reward for taking action h in 

state s. 

An MDP unfolds over a series of steps. At each step, the agent observes the current 

state, s, chooses an action, h, and then receives an immediate reward that depends on the 

state and action, R(s, h). The agent begins in the initial state So, which is assumed to be 

known. The state transitions according to the distribution P as given above and the process 

ŎƻƴǘƛƴǳŜǎΦ ¢ƘŜ Ǝƻŀƭ ƛǎ ǘƻ ŦƛƴŘ ŀ ǇƻƭƛŎȅΣ ǿƘƛŎƘ ƛǎ ŀ ƳŀǇǇƛƴƎΣ ˉΣ ŦǊƻƳ ǎǘŀǘŜǎ ǘƻ ŀŎǘƛƻƴǎΣ ǘƘŀǘ 

maximizes the sum of rewards over the steps of the problem. The value of a poƭƛŎȅ ˉ ŀǘ ǎǘŀǘŜ 

s can be calculated as: 

Vˉόǎύ Ґ wόǎΣ ˉόǎύύ Ҍ ʴʅtόǎΩμǎΣ ˉόǎύύ ±ˉόǎΩύΦ 

²ƘŜǊŜ ˉΥ { Ҧ ! ƛǎ ŀ ƳŀǇǇƛƴƎ ŦǊƻƳ ǎǘŀǘŜǎ ǘƻ ŀŎǘƛƻƴǎ ŀŎŎƻǊŘƛƴƎ ǘƻ ǇƻƭƛŎȅ ˉΣ ʴ ɴ [0, 1) is the 

discount factor. 

Qςlearning method is a Reinforcement Learning algorithm that updates the value of 

a state-action pair after the action has been taken in the state and an immediate reward has 

been received (Watkins & Dayan 1992). Values of state-action pairs, Q(s, )h are learned 

because the resulting policy is more easily recoverable than learning the values of states 
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alone, V(s). Q-learning converges to an optimal value function under conditions of 

sufficiently visiting each state-action pair, but often requires many learning episodes to do 

so. When an action h is taken in state s, the value of a state-action pair, or Q-value, is 

updated as 

Q(s, h ) = Q(s, h ) + a(r + ɹ V(sΩ) - Q(s, h )), Where h   ɴ[0, 1] is the learning rate, r is reward that 

is observed, ɹ  is the discount factor, sΩ is the next state, and V(sΩ) = maxaΩQ(sΩ, h Ω). 

The learning rate h determines to what extent the newly acquired information will 

override the old information. A factor of 0 will make the agent not learn anything, while a 

factor of 1 would make the agent consider only the most recent information. In fully 

deterministic environments, a learning rate of h  Ґ м is optimal. When the problem is 

stochastic, the algorithms still converges under some technical conditions on the learning 

rate that require it to decrease to zero. In practice, often a constant learning rate is used, 

such as h  = 0.1 for all t. 

  The discount factor ɹ determines the importance of future rewards. A factor of 0 will 

make the agent "myopic" (or short-sighted) by only considering current rewards, while a 

factor approaching 1 will make it strive for a long-term high reward. If the discount factor 

meets or exceeds 1, the action values may diverge. 

A study was conducted by (5ΩaŜƭƭ 2012) examining the effects of social reward on 

reinforcement learning. Participants completed three versions of a reinforcement learning 

task where feedback varied. These included a visual condition where correct and incorrect 

feedback was presented visually, a neutral condition where correct and incorrect feedback 

was presented by a human voice and a reinforced condition where feedback was presented 

by human voice saying positive and negative social statements. Learning strategies, for 

example, exploitative versus explorative behaviors and the impacts of positive versus 

negative feedback on learning were measured. The type of feedback received was not found 

to have any significant effect on early learning strategies. Additionally, there was no 

difference in the impacts of positive versus negative feedback on reinforcement learning. 

In this work, we implemented a more sophisticated version of Cyberball3D+ 

including state of the art Reinforcement Learning methods in Games and incorporating a 

form of learning affecting players' behavior in Cyberball3D+. This sophisticated version of 

Cyberball3D+ made the game more competitive and intelligent integrating rules and scores 

as well as creating intelligent opponents (computer players) modeling their decision making 

behavior. 
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We created two potential rules that were the ability of each player to throw the ball 

to any of the rest of the players of the game and the inclusion of a reward system whereby 

points were given to or removed from a player depending on his/her ball throws. In 

particular, if a player threw the ball to the player that had the highest number of receiving 

tosses he/she lost a point while if a player threw the ball to the player that had the lowest 

number of receiving tosses he/she won a point. In addition, if a player threw the ball to a 

player that had a medium number of receiving tosses he/she did not lose or win points. The 

player that obtained the highest score of points he/she won the game. The score of the 

participant was displayed on the screen during the rounds of the game.  

Participants were informed that they were able to throw the ball to any player in the 

game and also that there was a reward system. Although they were not informed on how 

they gain or lose points, they were able to figure it out on their own, if they paid attention 

on the pointing system since the score appear on the screen.  The purpose of this approach 

was to make the players to understand that they had to feel empathy for the excluded 

players throwing the ball to them if they wanted to win the game. 

2.4.4 The Variants of the Cyberball Game for the Investigation of the Social 

Exclusion 

Cyberball is a ball-toss game that can be used for research on ostracism, social 

exclusion or rejection. It has also been used to study discrimination and prejudice. Cyberball 

was originally intended as a simulation of ostracism in the context of a research program 

(see Williams 1997, 2001; Williams, Forgas & von Hippel 2005; Williams & Zadro 2005). 

 During the first Cyberball experiments, the participants were recruited to log on to 

an online experiment where they played a virtual ball-tossing game with two other 

participants who had logged on from somewhere else in the world (Williams, Cheung and 

Choi 2000). Before the experiment, the participants were informed that Cyberball was a 

means to an end, and was, by itself, unimportant for the experiment. It was portrayed as 

merely a task that helped participants exercised their mental visualization skills, which they 

would purportedly use in the subsequent experimental task. After reading the instructions, 

they would view a game where the players were represented on the screen by animated 

icons. They would then play the Cyberball for about 5 min. The results showed that if 

participants were over-included (getting the ball for half the throws) or included (getting the 

ball for one third of the throws), they felt better than if they received the ball for only one 

sixth of the throws. Still, getting the ball for a sixth of the time was significantly better than 
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not getting it at all. Fully ostracized participants answered a post-experimental 

questionnaire indicating lower levels of belonging, self-esteem, control, and meaningful 

existence (Williams and Jarvis 2006).  

Brain imaging studies demonstrate that physical pain sensations are processed 

ŀŎǊƻǎǎ ŀ ƴŜǘǿƻǊƪ ƻŦ ŎƻƴƴŜŎǘŜŘ ōǊŀƛƴ ǊŜƎƛƻƴǎΣ ǿƘƛŎƘ ǘƻƎŜǘƘŜǊ ŀǊŜ ǇǊƻǇƻǎŜŘ ǘƻ ŦƻǊƳ ǘƘŜ ΨǇŀƛƴ 

ƳŀǘǊƛȄΩΦ aƻǎǘ ƻŦ ǘƘŜ Ǉŀƛƴ ƳŀǘǊƛȄ ƛǎ ŀƭǎƻ ŀŎǘƛǾŀǘŜŘ ƛŦ ǿŜ ƻōǎŜǊǾŜ ŜƳǇŀǘƘƛŎŀƭƭȅ ǎƻƳŜƻƴŜ ŜƭǎŜ ƛƴ 

physical pain (Eisenberger 2012). Interestingly, experiencing thŜ ΨǇŀƛƴ ƻŦ ǎƻŎƛŀƭ ŜȄŎƭǳǎƛƻƴΩ 

also engages these same regions during brain imaging studies of the original Cyberball task, 

consistent with the notion of social pain. There is early work suggesting that a similar brain 

activation pattern is present when one sees and empathizes with someone else being 

ostracized (Eisenberger 2012).  

Researchers from around the world have used the Cyberball game for similar 

purposes, sometimes with minor modifications, but always for the purpose of manipulating 

inclusion and exclusion. (Krill, Platek & Wathne 2008) modified the cyberball game so it 

could be played over the internet. They programmed Cyberball to generate 60 tosses during 

each round and to delay each toss for 0.5ς3 seconds in an effort to make the game seem 

realistic. Players were randomly assigned to either an inclusion round or an exclusion round. 

In the inclusion round the subject was involved in playing the game (throwing the ball) with 

confederates (computerized opponents) throughout the duration of the game. In the 

exclusion round, the participants were allowed to participate during the beginning of the 

game (six throws). After six throws the game was programmed to stop tossing the ball to the 

participant; the participant saw the computerized confederates playing amongst themselves 

but no longer received a throw during this exclusion period.  

 In the variant of the Cyberball game of (Andari et al. 2010) participants engaged in 

a multi round ball-toss game over a computer network with three fictitious partners. The 

researchers manipulated the amount of reciprocation exhibited by the three fictitious 

players. The critical task manipulation was the probability that each of the three fictitious 

players would throw the ball to the participants, which allowed us to create different 

cooperative behavior profiles (good, bad, and neutral). At game start, probabilities were 

homogeneous for all players, that was, the participant had a probability P = 1/3 of receiving 

the ball from any of the three players. After a predetermined number of rounds, player 

profiles diverged such that player A (the άgoodέ profile) passed 70% of its played balls to 

player D (the participant), 20% to player C (the bad profile), and 10% to player B (the neutral 

profile); player C (the bad profile) passed 10% of its played balls to player D (the participant), 
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20% to player A (the good profile), and 70% to player B (the neutral profile); player B (the 

neutral profile) passed 30% of its played balls to player D (the participant), 40% to player C 

(the bad profile), and 30% to player B (the good profile). The game included a monetary 

incentive to enhance the participantΩs cognitive engagement in the task. Any player 

receiving the ball earned 2ϵ. To optimize cognitive engagement in the task, the participant 

was told that each ball received was worth 2 euros and that when returning the ball two 

outcomes were possible: either the recipient would toss the ball back to the participant, 

generating further income, or toss it to another player, earning that player 2 euros. The 

participantΩs cumulative gains were displayed on the screen and he/she was led to expect a 

percentage of the gains at the end of the game. The participant was instructed that the 

game ended after a total of 80 tosses. 

  In the experiments of (Lelieveld et al. 2012) the participants were informed that 

they would participate in a three-player game of Cyberball. During the game, half of the 

participants were equally included by the other players (i.e., they received one third of the 

tosses) and half of the participants were excluded (i.e., they received one toss at the 

beginning and then never received another toss). In the financial compensation condition, 

participants obtained 50 ŜǳǊƻǎΩ cent for each ball that was not thrown to them. There was a 

counter made visible in the Cyberball screen, which was incremented with 50 cents each 

time the participant was not given a ball (after the 30 throws, participants thus earned 

ϵ14,50). 

In this work the Cyberball3D+ game was played by three virtual players and the 

human subject and many scenarios were evaluated by the neuroscientists, some fair and 

other unfair to the subject (simulating social exclusion) or to the other avatars (simulating 

empathy for social exclusion). The human subject played several rounds of the game. Each 

round included varied scenarios simulating situations of social exclusion or empathy as well 

as varied levels of anthropomorphism of the avatars. For the first time, the Cyberball game 

was implemented in three - dimensional form as well as it included three level of 

anthropomorphism (Figure 7). In addition, in this project three versions of the game were 

implemented including the five basic scenes, the probabilities version and the 

Reinforcement Learning version. Each of these versions simulated different situations of 

social exclusion or empathy. Especially, in the probabilities version of the game the 

neuroscientists were able to simulate any situation of the fairness of the game they wanted 

by filling in the percentages of the tosses that each player would throw to each one of the 

other players. 
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This game proposed was designed to render an interactive Virtual Environment (VE) 

on an fMRI display, enabling the conduct of formal neuroscientific experiments and 

investigating the effects of social exclusion, empathy and different level of 

anthropomorphism on human brain activity. For the first time, we got a validated 

neuroscientific measure of character believability and emotional engagement at the same 

time the experience was taking place. 

 

  

Figure 7: The original version of the cyberball game (left). The version of the cyberball 
game of this work in three - dimensional form (right). 

 

 

2.5 Summary 

In this chapter were presented some methods that were used by researchers in 

order to model and animate a 3d avatar as well as success real and fast rendering of the 3d 

avatar. Furthermore, in this chapter we provided background information regarding the 

virtual games were used inside fMRI scanner by neuroscientists in order to investigate social 

phenomena such as social exclusion and empathy. In addition, we described different 

variants of the Cyberball game that were used for the investigation of the social exclusion as 

well as for the investigation of the empathy for the social exclusion. 
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3 Chapter 3 ς Software Architecture and Development 

Framework 

 In this chapter, we describe the software architecture and the development 

framework that is used in this project as well as the tools that are used to build several parts 

ƻŦ ǘƘƛǎ ǇǊƻƧŜŎǘΩǎ ŀǇǇƭƛŎŀǘƛƻƴΣ ǎǳŎƘ ŀǎ ǘƘŜ CƭŀǎƘ ŀǳǘƘƻǊƛƴƎ ŜƴǾƛǊƻƴƳŜƴǘ. 

3.1 Virtual Reality Technology and Game Engines 

A game engine is a software framework designed for the creation and development 

of video games. Video game developers use them to create games for video game consoles, 

mobile devices and personal computers. The core functionality typically provided by a game 

engine includes a rendering engine for 2D or 3D graphics, a physics engine or collision 

detection (and collision response), sound, scripting, animation, artificial intelligence, 

networking, streaming, memory management, threading, localization support, and a scene 

graph. A game engine provides the framework and the Application User Interface (API) for 

the developer to use and communicate with the hardware. It consists of separate 

autonomous systems, each handling a specific process, e.g. the graphics system, the sound 

system, the physics system, etc.  

There are several game engines offering a wide range of tools to create interactive 

environments, primarily used for the development of a computer game. Game engines are 

also powerful platforms for the development of any 3D interactive environment.  

   In the following subsections, are described three different game engines but two of 

them were rejected and one engine (UDK) was selected for the implementation of this 3D 

gaming system. 

3.1.1 Unity 3D 

Unity game engine offers a vast array of features and a fairly easy to grasp interface. 

Its bread and butter is cross-platform integration, meaning games can be quickly and easily 

ported onto Android, iOS, Windows Phone 8, and BlackBerry, making it a great game engine 

for the development of mobile games.  

The game engine supports assets from major 3D applications like 3ds Max, Maya, 

Softimage, CINEMA 4D, Blender and more, meaning there is no real restrictions to the type 

of file formats that it supports. With the recent release of Unity 3D 4.3 it also has native 2D 
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capabilities, supporting sprites and 2D physics, making it a great game engine to use for the 

development of 2D games.  

While the engine supports integration of just about any 3D application, it does, 

however, suffer in the amount of editing capabilities inside the engine editor. Unity 3D has 

no real modeling or building features outside of a few primitive shapes so everything will 

need to be created in a third party 3D application. It does, however, boast a large asset 

library where a wide variety of assets can be downloaded or purchased (pricing is 

determined by the asset author). 

In terms of programming, Unity 3D supports three programming languages: 

JavaScript, C# and Boo, which is a python variation. All three languages are fast and can be 

ƛƴǘŜǊŎƻƴƴŜŎǘŜŘΦ ¢ƘŜ ƎŀƳŜΩǎ ƭƻƎƛŎ Ǌǳƴǎ ƛƴ ǘƘŜ ƻǇŜƴ-ǎƻǳǊŎŜ ǇƭŀǘŦƻǊƳ άaƻƴƻέΣ ƻŦŦŜǊƛƴƎ ǎǇŜŜŘ 

and flexibility. Required for the development process a debugger is also included, allowing 

pausing the game at any time and resuming it step-by-step. 

Unity 3D is widely used, utilized by a large community offering help. It is free for 

noncommercial use and is targeted to all platforms, such as PC, MAC, Android, iOS and web.    

This game engine targets at offering increased rendering speed, even on machines with low 

memory and computational power, such as iOS and Android smartphones, and not at 

creating interactive photorealistic environments, which need a lot of memory and very fast 

CPU and GPU to render at acceptable speed. Unity 3D was rejected, because it was 

necessary to have the ability to create photorealistic VEs and render them in real-time. 

3.1.2 Torque 3D 

Torque 3D is a sophisticated game engine for creating networked games. It includes 

advanced rendering technology, a Graphical User Interface (GUI) building tool and a World 

Editor, providing an entire suit of WYSIWYG (What-You-See-Is-What-You-Get) tools to create 

the game or simulation application. 

 ¢ƘŜ ǇǊƻƎǊŀƳƳƛƴƎ ƭŀƴƎǳŀƎŜ ǳǎŜŘ ƛǎ ά¢ƻǊǉǳŜ{ŎǊƛǇǘέΣ ǿƘƛŎƘ ǊŜǎŜƳōƭŜǎ /κ/ҌҌΦ Lǘ ƛǎ 

targeted for both Windows and MacOS platforms, as well as the web. The main 

disadvantage of Torque 3D is that it is not free, but it needs to be licensed for $100. For this 

reason, Torque 3D was, also, rejected. 

3.1.3 Unreal Engine 3 ς Unreal Development Kit (UDK) 

Unreal Development Kit (UDK) is one of the leading game engines currently. It 

became free on November 2009 for non-ŎƻƳƳŜǊŎƛŀƭ ǳǎŜ ŀƴŘ ƛǎ ǳǎŜŘ ōȅ ǘƘŜ ǿƻǊƭŘΩǎ ƭŀǊƎŜǎǘ 
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development studios. The UDK community includes thousands of people from around the 

world, providing help and advice.  

The UDK is a framework used mostly in creating computer games and visualization. 

UDK consists of different parts, making it act both like a game engine and a 3D authoring 

environment. It provides the necessary tools to create 3D objects and assign materials on 

these, import 3D objects such as characters and their animations from 3ds Studio Max and 

import and use sounds and sound effects. It, also, allows the designed application to 

seemingly attach to Flash User Interfaces (UI). UDK can also be used to render computer 

graphics scenes as well as create and respond to events while playing the game.  

UDK offers the ability to use both C/C++ and UnrealScript, which provides the 

developers with a built-in object-oriented programming language that maps the needs of 

game programming and allows easy manipulation of the actors in a synthetic scene. The 

main components inside the UDK are: the Unreal Editor which is used to create or import 

objects and edit VEs handling all the actors and their properties located in the VEs; the 

Unreal Kismet, which allows for the creation of sequences of events and corresponding 

actions and the Unreal Matinee which is responsible for the animation of actors or real-time 

ŎƘŀƴƎŜǎ ƛƴ ǘƘŜ ŀŎǘƻǊǎΩ ǇǊƻǇŜǊǘƛŜǎΦ  

3.2 Tools of Unreal Development Kit (UDK) 

In this project we used the UDK which, as we already discussed is a framework that 

is used mostly in creating computer games and visualization. UDK consists of different parts, 

making it act both like a game engine and a 3D authoring environment. In the following 

subsections are analyzed the UDK framework and its tools. 

3.2.1 Unreal Editor 

 The Unreal Editor is the tool inside UDK that is used to create and edit VEs. 3D 

objects, materials, textures, lights, sounds, videos and images can be imported to the 

Content Browser library and inserted in the VEs through the Unreal Editor. Also, the Unreal 

Editor can create and assign materials to the 3D objects, as well as animate them (Figure 8). 
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Figure 8: Screenshot from the Unreal Editor. 

 

 Everything inside the virtual scene made in the Unreal Editor is considered by UDK 

to be an Actor, extending from 3D objects to lights. This is in accordance with Unreal Script 

which is an Object-Oriented Programming language and each item is appointed to a class 

that extends from Actor. For example, the 3D objects are assigned to the SkeletalMeshActor 

class, the lights be variedly assigned to the PointLight, PointLightToggleable, 

DominantDirectionalLight classes according to their function, as well as the sounds are 

assigned to the Sound class. All these classes extend from the Actor class. 

 

 The 3D objects imported into Unreal Editor can be assigned to Static Mesh, used for 

static objects, or Skeletal Mesh, used for character bodies. The 3D objects in this project are 

Skeletal Meshes because represent virtual humans. After an object is imported through the 

Content Browser, we can change its main attributes, such as its clothes, materials and its 

movements within the Unreal AnimSet Editor (Figure 9). These changes will affect the 

instances of this object that will be inserted in the virtual scene, unless they are overridden. 
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Figure 9: A paradigm of Unreal AnimSet Editor depicting a 3d human. 

 

When an object is inserted in the Unreal Editor through the Content Browser library, 

an instance of its predefined Actor class is created and the editor offers the option to change 

the configuration of the specific instance, without affecting the other instances. The options 

that can be changed include the objŜŎǘΩǎ ǇƻǎƛǘƛƻƴΣ ŘǊŀǿ ǎŎŀƭŜΣ ǇǊƻǇŜǊǘƛŜǎ ŦƻǊ ǘƘŜ ƭƛƎƘǘƛƴƎ 

system, materials, actor's movements, actor's attachment, collision, components, etc. The 

Figure 10 displays a paradigm of SkeletalMeshActor, depicting the properties of a 3D human 

instance that was inserted in the VE. It shows that several properties can be changed, such 

as Physics and Collision properties, or the Location and Rotation of the object.  

 

 

Figure 10: A paradigm of SkeletalMeshActor, depicting the properties of a 3D human 
instance. 
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There are many other actor classes that simulate the functions of a variety of other 

objects, such as triggers, sounds, dynamic meshes that can be moved or rotated, etc. These 

can be embedded and controlled through the Unreal Editor. 

 

3.2.2 Material Editor 

 The Material Editor is a useful tool within Unreal Editor which is used to create 

realistic environment. Particularly, this tool is responsible for the creation and editing of 

different materials that can be assigned to objects inside the scenes created. The objects are 

affected by these materials in a variety of ways, mainly in terms of their texture and their 

interaction with the light. The Material Editor provides the ability to create shaders to be 

applied to geometry using a node-based graph interface. 

 

 Specifically, the Material Editor is node-based; however, its nodes do not represent 

events or actions, but textures, colors and several processing filters, such as addition of two 

different textures.  It provides the main node which has all the supported properties of the 

material, such as the diffuse, emissive and specular properties and each property can 

receive the output from a node or from a sequence of nodes. The Material Editor can be 

opened by double-clicking any Material asset or through the right-click context menu of a 

Material asset in the Content Browser. Either of these will open up that particular Material 

in the Material Editor for editing.   
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Figure 11: Screenshot from the Material Editor depicting the overall material that was 
used for a 3d human. 

3.2.3 Unreal Kismet 

 Another useful tool inside the Unreal Editor is the Unreal Kismet which can be 

described as a graphical system that connects specific events to specific actions. It is 

responsible for the creation of sequences of events and corresponding actions. Particularly, 

it is node-based and properties of different nodes can be connected with arrows. However, 

there are only some predefined events and actions that can be created; more actions can be 

created through Unreal Script.  

 

It is noteworthy to add that the complete sequence of events and actions applies 

only to the currently loaded scene and not to other scenes. Along these lines, Unreal Kismet 

is not efficient in creating general rules that apply to a complete game or application and for 

this reason the Unreal Script is recommended. As opposed to that, Unreal Kismet is 

preferred for the connection of specific events and actions. 

 

Several Unreal Script events are generated in order to load the main menu of the 

game which was used by neuroscientists to fill in the parameters of the game and was 

loaded on the screen when the game was initiated as well as for the loading of ǘƘŜ ΨǊŜǘǳǊƴΩ 

menu which was displayed on the screen at the end of the game. In addition, in the Figure 






































































































































































































