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Abstract 

The area of low pressure gas dynamics has received significant attention as part of a 

greater effort to enhance the sensitivity of modern Atmospheric Pressure Ionization Mass 

Spectrometry (API-MS) systems. In this thesis, an experimental visualization of the under-

expanded jet, formed in the fore vacuum region of a mass spectrometer, is realized using 

the Particle Image Velocimetry (PIV) technique. The investigation of the under-expanded 

flow field is achieved during a free jet expansion as well as inside AerolensTM, a novel ion 

optical device designed to suppress turbulence and laminarize the supersonic flow. 

Aluminum polydisperse distributions of 10-100 nm, created by a Spark Discharge Source 

(SDG), are used to seed the flow transferred through a capillary in the low pressure vacuum 

chamber operated at 20 and 5 mbar respectively. A Scanning Mobility Particle Sizer 

(SMPS) system was used for the characterization of the spark source. The implementation 

of a Differential Mobility Analyzer (DMA) for accurate size selection during the PIV 

experiments was also tested. Fluorescent particles of ~100 nm size, using an Electrospray 

source, were also employed to test their applicability in such applications. Finally, a 

Particle Tracking Code available in the literature and developed for data post processing 

of captured images, was modified to be applied in experimental data obtained at elevated 

background noise levels, such as those established inside the AerolensTM or close to the 

capillary outlet. 
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Περίληψη (Abstract in Greek) 

Ο τομέας της δυναμικής αερίων σε χαμηλή πίεση έχει λάβει σημαντική προσοχή ως 

μέρος μίας μεγαλύτερης προσπάθειας να ενισχυθεί η ευαισθησία των σύγχρονων 

συστημάτων φασματομετρίας μάζας με ιονισμό σε ατμοσφαιρική πίεση. Σε αυτή τη 

διατριβή, η πειραματική απεικόνιση μιας under-expanded δέσμης αερίου, που 

διαμορφώνεται στην περιοχή του πρώτου θαλάμου κενού ενός φασματομέτρου μάζας, 

επιτυγχάνεται κάνοντας χρήση της τεχνικής Particle Image Velocimetry (PIV). Η 

διερεύνηση του under-expanded πεδίου ροής επιτυγχάνεται σε ελεύθερη εκτόξευση της 

δέσμης αερίου, καθώς και στο εσωτερικό του AerolensTM, μία καινοτόμα οπτική συσκευή 

ιόντων, σχεδιασμένη για να καταστέλλει την τύρβη και να στρωματοποιεί την 

υπερηχητική ροή. Polydisperse κατανομές αργιλίου μεταξύ 10 – 100 nm παράγονται με τη 

μέθοδο της ηλεκτρικής εκκένωσης και χρησιμοποιούνται για να εισαχθούν στη ροή που 

μεταφέρεται μέσω ενός τριχοειδούς σωλήνα στο θάλαμο κενού, που λειτουργεί στα 20 και 

5 mbar αντίστοιχα. Ένα σύστημα Scanning Mobility Particle Sizer (SMPS) 

χρησιμοποιήθηκε για το χαρακτηρισμό της πηγής ηλεκτρικής εκκένωσης και επιπλέον 

δοκιμάστηκε η χρήση ενός Differential Mobility Analyzer (DMA) για την ακριβή επιλογή 

μεγέθους σωματιδίων κατά τη διάρκεια των PIV πειραμάτων. Φθορίζοντα σωματίδια 

μεγέθους ~100 nm από μία πηγή ηλεκτροψεκασμού χρησιμοποιήθηκαν, προκειμένου να 

ελεγχθεί η δυνατότητα εφαρμογής τους σε τέτοιου είδους πειράματα. Ένας κώδικας 

εντοπισμού σωματιδίου (Particle Tracking) που είναι διαθέσιμος στη βιβλιογραφία και 

αναπτύχθηκε για την μετέπειτα επεξεργασία των ληφθέντων εικόνων, τροποποιήθηκε 

προκειμένου να εφαρμοστεί σε πειραματικά δεδομένα, που λάμβάνονται σε περιβάλλοντα 

με αυξημένα επίπεδα θορύβου, όπως εκείνα στο εσωτερικό του AerolensTM ή κοντά στην 

έξοδο του τριχοειδούς σωλήνα. 
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Chapter 1:  

Introduction to Mass Spectrometry 

Mass spectrometry (MS) is the best tool today for the identification of unknown 

compounds, the quantitative determination of known ones and the elucidation of their 

chemical structure by measuring their mass to charge ratio (m/z).  

Every typical mass spectrometer consists of an ion source, mass analyzer and an ion 

detector (Figure 1.1). In a typical procedure, a sample in solid, liquid or gas state is loaded 

into the mass spectrometer. Then the sample is ionized inside the ionization source and then 

the ions are transported to the mass analyzer, where they are subjected to an electric or 

magnetic field. The deflection of the ions will be proportional to their mass-to-charge ratio 

(m/z), meaning that ions of the same mass-to-charge ratio will undergo the same deflection. 

The ions that have been successfully deflected are then driven to the ion detector. The signal 

from the detector is then processed and plotted by a computer, thus resulting into a mass 

spectrum of the sample. 

 

 

Figure 1.1: Basic components of a mass spectrometer [1]. 
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Mass spectrometers exist for over a century [2] but they hadn’t gained much attention 

till the introduction of the soft ionization techniques, which, in contrast to the initial ones 

of hard ionization, reduced remarkably the ion fragmentation and led to spectra with fewer 

peaks.  

Nowadays, its extreme sensitivity and its limits of detection have made mass 

spectrometry a valuable key in many analytical applications. Such applications include for 

example the field of proteomics, in which MS has become an indispensable tool for the 

study of proteins and their structural characterization [3], [4]. Mass spectrometry has been 

widely used also in environmental applications for e.g. identifying pollutants in 

wastewaters [5], in space exploration [6] as well as in forensic analysis, such as for 

explosives detection [7], improvement of fingerprint [8] and ink [9] analysis and anti-

doping control [10]. 

Till the end of mid ‘70s all the conventional ionization sources were integrated inside 

mass spectrometers and thus operated at high vacuum. However, in 1973 the technique of 

Atmospheric Pressure Ionization (API) was introduced [11], which led to the development 

of many atmospheric pressure ionization sources, such as Electrospray Ionization (ESI) 

[51], Atmospheric Pressure Matrix-Assisted Laser Desorption/Ionization (AP-MALDI) 

[12], Atmospheric Pressure Photoionization Ionization (APPI) [13] and Atmospheric 

Pressure Chemical Ionization (APCI). Such sources allow the sample ionization in 

atmospheric pressure and, then, its transfer to the fore vacuum of the mass spectrometer, 

thus extending the range of analyses that can be studied by mass spectrometry.  

One classification of the mass analyzers, among many others, could be done depending 

on their transmission of ions. Scanning analyzers, such as sector instruments and 

quadrupole mass analyzers [14], distribute the ions of different masses separately over time, 

in contrast to other analyzers, such as the Time Of Flight (TOF) mass analyzer [15], [16], 

the ion trap [17] and the Orbitrap [18], which transmit all the ions simultaneously.  

As Koppenaal et al. has mentioned in his review [19]  “in MS, detectors are the “eyes” 

of the instrument”. A basic classification of the detectors can be made depending on their 

ability to count either a single mass at a time (point ion detectors) thus measuring the ion 

abundances sequentially or multiple masses (array collectors), measuring them all 

simultaneously. The most commonly used detectors for decades are the Faraday detector 

and the Electron Multiplier (EM) detector. 
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Measurement in mass spectrometry can only be performed for ionized species, while 

detection is performed at low pressure. Therefore, the ions must be transferred through 

consecutive vacuum compartments operated at progressively reduced pressures, from 1 bar 

where ionization takes place, to high vacuum where detection is achieved.  

The design of atmospheric pressure interfaces is crucial for achieving low limits of 

detection and enhance the overall sensitivity of modern instruments. Ions are generated in 

most cases in nitrogen and sampled into vacuum using skimmers or capillary inlets. 

The strong pressure gradients established in the vacuum interfaces are poorly 

understood, as they involve complex under-expanded flows developed inside ion optical 

systems. Thus, a better understanding of the gas dynamics at these conditions is crucial not 

only for the development of mass spectrometers with enhanced sensitivity, but also for the 

improvement of the existing CFD tools, used to simulate the flow behavior at specific 

conditions. 

The characteristics of AerolensTM, a novel device meant to suppress the ion diffusion 

and laminarize the flow [20], [21], [22], [23] are further explored, as it is used to transfer 

the flow from the first vacuum compartment to the next.  
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Chapter 2:  

Atmospheric Pressure Interfaces in 

Mass Spectrometry 

All mass spectrometers operate at high vacuum (low pressure) in order to avoid the 

collisions of the sample ions with gas molecules or other contaminating non-sample ions. 

The non-free movement of the ions could result in a trajectory or charge deviation and in a 

mass spectrum of increased complexity.   

In order for the atmospheric pressure ionization sources to be implemented in MS 

applications, an atmospheric pressure interface is necessary to sample the ions from 

atmospheric pressure, at which the ionization takes place, to the high vacuum of the mass 

analyzer. In a typical configuration, due to the large pressure difference between the ion 

source and the mass analyzer, intermediate vacuum compartments of gradually reducing 

pressure are used in-between and ions are transported through skimmers to each one of 

them, as depicted in Figure 2.1. The skimmers must be wide enough to enhance the ion 

concentration but small enough to maintain the desirable vacuum conditions.  

 

 

Figure 2.1: A three-stage atmospheric pressure interface [24]. 

 

Since the demonstration of the ESI source in 1984 (Figure 2.2), great progress on the 

efficiency of ion acceptance has been achieved and, thus, these interfaces have evolved 

considerably. Firstly, the simple skimmer lenses have been replaced by RF ion guides, such 
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as quadrapoles [14], then followed the use of multipoles of higher order [25], which have 

been finally replaced by the ion funnel [26] and ultimately with jet confining elements, such 

as the AerolensTM [23]. 

 

 

 

Figure 2.2: Configuration of the second electrospray mass spectrometer built by J.B. Fenn [27]. 

 

The amount of usable ion current entering the mass analyzer is enhanced by using ion 

optical systems, which they focus and transmit ion beams effectively. For the improvement 

of the design of ion optics there are two main regions that are of a great interest, as they 

involve complex under-expanded flows. 

The first region of interest is the transfer of ions from atmospheric pressure to the 

pressure of the first vacuum chamber, ranging from 30 mbar to 1 mbar, which in many 

cases is achieved by using a capillary. The expanding jet is then captured by ion optics in 

order to focus the ions of the jet and efficiently transfer them to the next vacuum 

compartment through a small orifice. The ion funnel interface [28] has been effectively 

used in such intermediate pressures the last past years (Figure 2.3). The ion funnel consists 

of multiple ring electrodes of decreasing inner diameter to which both DC and RF electric 

fields are applied, as shown in Figure 2.3. 
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Figure 2.3: 3D printed Ion Funnel Interface [26]. 

 

The AerolensTM optics work also very efficiently at intermediate pressure and are 

designed to suppress turbulence and control the extent of ion diffusion. Laminarization of 

the supersonic jet in API interfaces enhances ion transmission and extends the operating 

pressure range of conventional ion funnel optics. Enlarged inlet openings can be employed, 

leading to improved sampling efficiency. 

 

 

Figure 2.4: Design of AerolensTM. [29]. 

 

DC and RF fields are, similarly to the Ion Funnel, applied here to affect the ion motion 

and provide radial compression (Figure 2.5). 

 



7 

 

 

Figure 2.5: Ion trajectories at 20mbar inside AerolensTM (a) in the absence of electrical field and 

(b) by applying a RF field at 2MHz, 300𝐕𝐩−𝐩 [22].  

 

Especially for PTV applications, AerolensTM is not employed in the form of a PCB stack, 

but a glass channel with equivalent dimensions is used instead, in order to allow for optical 

access throughout its entire length [20]. The walls of the glass channel achieve the flow 

laminarization and prevent the ion diffusion as shown in Figure 2.6.  

 

 

Figure 2.6: Under-expanded Jet. (a) Free Jet Shear Layer vs (b) AerolensTM wall boundary [23].  

 

The second pressure reduction stage is the transfer of ions from the first chamber to the 

second chamber, with its pressure ranging from 1 mbar to 10-2 mbar. At this stage, RF 

multipole ion guides are used to create a collimated ion beam and transfer it to the next 

vacuum stage. The name of the ion guide depends on the number of its poles, e.g. 

quadrapole for 4 poles, hexapole for 6 poles, octupole for 8 poles, etc. The cylindrical (or 



8 

 

ideally hyperbolic) rods are positioned perfectly parallel to each other and a radio frequency 

(RF) voltage is applied to each opposing pair of rods to prevent the ion diffusion. 

 

 

2.1 Free Jet Expansion 

Under-expanded jets had gained the attention of many famous scientists more than a 

century ago [30], [31], [32], [33], due to their involvement in many practical applications, 

such as the exhaust of aircrafts and rockets or the accidental leakage of high pressure 

storage vessels. 

A flow becomes under-expanded when the pressure at the nozzle’s or capillary’s exit is 

sufficiently higher than the ambient pressure and a subsequent expansion takes place as a 

result of the flow’s effort to meet the necessary boundary conditions imposed by the 

background pressure. The ratio of the static pressure on the capillary’s or nozzle’s exit, Pe, 

to the ambient pressure in the atmosphere or in a vacuum chamber, Pa is termed Jet Pressure 

Ratio (JPR) (Figure 2.7):  

 e

a

P
JPR

P
   (1.1) 

 

 

 

Figure 2.7: Flow behavior in a de Laval Nozzle, also known as converging-diverging Nozzle, 

which is used in most rocket engines. The nozzle can be a) under-expanded, b) ambient (optimum) 

or c) over-expanded [34]. 

 

The structure of under-expanded jets is very complicated, due to the fact that it combines 

both supersonic and subsonic regions, as it will be described further downstream. A flow 
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is characterized as supersonic when its speed surpasses the sonic speed, which is defined 

as the ratio of the translational velocity to the local speed of sound. This ratio is represented 

by a dimensionless quantity, the Mach number, which was named in honor of Ernst Mach, 

who, in cooperation with P. Salcher, published the very first photograph of a supersonic 

bullet in Vienna in 1887 [30] (Figure 2.8). 

The Mach number for sonic speeds equals the quantity (M = 1) and is given as: 

 
u

M
c

   (1.2) 

In the field of fluid dynamics a flow is considered supersonic when M > 1 and when the 

jet's speed is lower than the sonic speed (M < 1) the flow is called subsonic.  

 

 

Figure 2.8: Formation of shockwaves by a bullet in supersonic flight [35]. 

 

Just after the jet flow exits the aperture a sudden increase in its diameter and a drop in 

density take place. Expansion waves emanating from the nozzle’s lips and produced due to 

the medium’s density reduction constitute the origin of the shock waves and  help the flow 

accelerate to supersonic speeds corresponding to M>1. When a shock wave is reflected 

over a straight surface two wave configurations are possible: either a regular reflection (RR) 

or a Mach reflection (MR), depending on the pressure difference. The first one consists of 

two shock waves, the incident shock and the reflected shock in contrast to the latter, which 

consists of an additional shock wave, a normal shock. The expansion waves are reflected 

at the jet’s boundary and transformed to compression waves, whose coalescence result in 

the reduction of jet's cross-sectional area. The accumulation of expansion and compression 

waves leads to the development of the intercepting (barrel) shock [36].  
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When the intercepting shock reaches the jet’s axis it undergoes reflection resulting in a 

reflected shock, which can similarly reflect at the jet boundary forming a second generation 

of compression waves repeating the process.  

If the pressure difference between the nozzle exit and the background is high (JPR>3.5 

[37], [38]), the intercepting shock undergoes a Mach reflection (MR), yielding to an 

additional strong shock normal to the direction of the flow, the Mach disk. Just downstream 

from the Mach disk an area of subsonic flow with a great ignorance for the external 

conditions is present, called “silent zone” or “zone of silence”. A recirculation zone behind 

the Mach disk had been observed in CFD calculations [39], but this theory was recently 

ruled out as both experimental [40] and numerical [41] studies proved that no reverse flow 

exists at that point.  

The point where the intercepting shock, Mach disk and reflected shock are met is known 

as the triple point. As it can also be observed in Figure 2.9(a), the jet’s velocity is supersonic 

inside the barrel shock (M >> 1) and on the shear layer (M > 1) and subsonic just after the 

Mach disk (M < 1). The high velocity boundaries are high density regions surrounding the 

core of the jet and carry most of the mass flow around the Mach disk. Krothapalli et al. [42] 

experimentally investigated the existence of streamwise vortices using shadowgraph 

photographs. These vortices are developed between the intercepting shock and the jet’s 

boundary, where the flow is supersonic and are strong enough to enhance the entrainment 

of the external ambient fluid with the jet’s fluid.  

 

 

Figure 2.9: Characteristics and of an under-expanded jet under continuum (steady state) conditions. 

a) 1. Sonic nozzle; 2. Expansion waves; 3. Intercepting (barrel) shock; 4. Outer shear layer (jet’s 

boundary); 5. Inner shear layer; 6. Mach disk; 7. Silent zone; 8. Triple point; 9. Reflected shock; 

[43]. b) PIV image of a hot-gas jet [44]. 
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The investigation of the characteristics of the under-expanded flow commenced by Love 

et al. in 1955 who studied theoretically and experimentally axisymmetric jets exhausting 

from sonic and supersonic nozzles [45], [46], [47], [48] in an attempt to better understand 

the boundary shape and its curvature. For his tests, which were confined to Schlieren 

observations, 21 steel nozzles of identical external geometry were constructed, with a 

rounded smoothly faired throat and a polished interior surface from the start of convergence 

to the exit. Twenty of the nozzles were conically divergent type with exit angles θΝ of 0°, 

5°, 10°, 15° and 20° and exit Mach numbers Mj of 1.50, 2.00, 2.50 and 3.00 and one nozzle 

was convergent with an exit Mach number Mj of 1 (θΝ = 0°).  

Three governing theories then followed for the approximation of Mach disk’s position: 

Adamson et al. [49] assumed that the Mach disk is located at the point where the static 

pressure behind the Mach disk equals the ambient pressure. Eastman et al. [50] considered 

that the theory of Adamson et al. could be applied only for the last shock of the series and 

located the Mach disk at the position where the static pressure downstream the intercepting 

shock reaches a minimum. The third approach by Bowyer et al. [51] indicated that the Mach 

disk is a normal shock at the triple point.  

Crist et al. [36] presented approximate expression for the Mach number distribution 

along the centerline and Mach disk location and diameter based on theory of Adamson et 

al. [49]. He also indicated that the Mach disk’s location is dependent on the pressure ratio 

and is not determined by the ratio of specific heats, condensation, nozzle lip geometry and 

absolute pressure level. Addy [52] also provided an empirical formula for the prediction of 

the Mach disk location formed in a jet exiting from a conically convergent sonic. Finally, 

it was deduced [53] that both relations should be used depending on the jet pressure ratio.   

For low pressure ratios the relations of Addy should be used: 

 
0.36 3.9

0.31 5

MD

e

JPR for contoured nozzlesD

D JPR for conical nozzles and orifices

     
 

     

  (1.3) 

For higher pressure ratios the relations of Crist would give more accurate results: 

 0.4 0.6 , 1MD

e

D
if JPR

D
        (1.4) 

The centerline property decay rates in the far-field zone of the under-expanded jet 

became also a subject of attention. Birch et al. [54] investigated the concentration field in 

the centerline by conducting experiments with high pressure natural gas exiting from a 
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converging nozzle over the pressure range from 2 to 70 bar.  The jet’s initial expansion was 

also taken into account by employing a simple scaling factor, the “pseudo-diameter”, 

assuming that the effective diameter is proportional to the square root of the upstream 

pressure. Later, he improved this scaling factor based on the conservation of both mass and 

momentum through the expansion zone, in order to express the velocity decay [55]. Ewan 

et al. [56] also investigated the velocity decay over a range of exit nozzle diameters, exit 

pressure ratios and jet gases and he compared his experimental data with compressible 

analytical models developed for fully expanded jets. Yüceil et al.  [57] developed a more 

thorough scaling analysis of Birch’s model [54], which included scaling factors for both 

the jet’s diameter and for the gas parameters, such as density and temperature. They assume 

an adiabatic initial expansion until the pressure equals the ambient pressure, where at that 

point (termed location 2) the flow conditions are recalculated. 

A series of experiments was conducted at NASA Langley Research Center investigating 

the behavior of free under-expanded jet flows using planar laser-induced fluorescence 

(PLIF) [37], [58], [38], [59]. Reynolds number (Reexit) was defined in terms of nozzle exit 

diameter De, density ρe, velocity Ve and dynamic viscosity μe at the nozzle exit, as given 

by Eq. (1.5): 

 Re e e e
exit

e

V D


   (1.5) 

 

By assuming inviscid adiabatic flow and Mach number equal to 1 at the exit, the nozzle 

exit temperature and velocity can be calculated using equations (1.6), (1.7): 
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  (1.6) 

 

 e eV RT   (1.7) 

 

where T0 and V0  are the measured gas temperature and velocity in the plenum, upstream 

of the nozzle and γ is the ratio of specific heats of the gas (γ = 1.4 for nitrogen). The dynamic 

viscosity μe is given by Eq. (1.8): 
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An empirical value of 𝑛 is given in [60], where Tref = 273K and μref = 1.663·10-5 Pa·s. 

The realization that the distance to turbulence is not only a function of Reynolds number, 

but of JPR as well, made them use the scaling laws of Yüceil et al. [57] to create a rescaled 

Reynolds number that includes the JPR effect. The expression is presented in Eq. (1.9): 
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  (1.9) 

 

where 𝑀𝑒 is the actual Mach number at the nozzle exit and 𝑛 = 0.67 is given empirically 

for nitrogen in [60].  

The effect of JPR on the jet flow was investigated and a different behavior was observed 

for JPR values lower than 3.5. In Figure 2.10 the incident shock, the Mach disk and the 

shear layer are clearly represented in the first three PLIF images, where the JPR is higher. 

These characteristics are slightly visible on the fourth picture with a JPR value of 5, where 

a diamond pattern starts exhibiting instead. In the last image no Mach disk or barrel shock 

is present anymore and the flow is consisted of the diamond pattern. It is also visible that 

the higher the value of JPR is, the bigger the Mach disk’s geometry will be. 
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Figure 2.10: Under-expanded jet for JPR values of 36, 22, 8, 5 and 2 respectively [37]. 

 

With the use of standard deviation maps the shock intersections, shear layers and 

locations of local jet maximum diameter were identified as regions of instability. As 

Kothropalli et al. [42] had also previously indicated, the instabilities first develop in the 

shear layer and extend till the jet’s core. 

The main structures of an under-expanded jet at low and high JPRs for sonic and 

supersonic nozzles respectively are presented in Figure 2.11. A capillary is a sonic nozzle, 

as the flow can reach M=1 but it can never exceed Mach=1 at its exit. The de Laval nozzle 

however showed previously in Figure 2.7 is a supersonic nozzle, as the flow can exceed the 

sonic speed, leading to the formation of a longer barrel shock in contrast to sonic nozzles. 
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Figure 2.11: Main structures of the barrel shock for an under-expanded jet [59].  

 

 

2.2 Generation of Nanoparticles 

One of the most popular soft ionization techniques used for solid and liquid samples in 

atmospheric pressure is the Electrospray Ionization (ESI). The idea of ESI was introduced 

by Malcolm Dole et al. in 1968 [61] but John B. Fenn et al. was the one who managed to 

publish the first persuasive experimental results in 1984 [62] that lead to the "Electrospray 

Revolution" [63] and the wide use of ESI in many mass spectrometric applications for over 

30 years.  

ESI is a technique that applies electrical energy to transfer the ions from solution to 

gaseous phase. The compound of interest, which in the PIV applications is the tracer 

particles, is contained within a volatile solvent and is dispersed in aerosol form via 

electrospray. A capillary is used to lead the aerosol into the first vacuum stage. In many 

cases the capillary is heated to promote the evaporation (also known as desolvation) of the 

solvent. In the first vacuum chamber the solvent desolvates from the droplets enhancing 

progressively their charge till their Rayleigh limit is reached, where at that point the 

droplets dissociate and the charged ions are liberated. 
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Figure 2.12: Schematic of the ESI function. The solution is presented inside the capillary, then in 

its aerosol form, when reaching the Rayleigh limit, after decomposition and when ions are freed 

[64]. 

 

Another very popular technique is the generation of nanoparticles using a Spark 

Discharge Source (SDG). The SDG was introduced in 1979 by H. Altgeld et al. [65] for the 

continuous production of aerosol, which the 99.9% of it possessed a diameter <1 μm. Later, 

in 1988 was used by S. Schwyn et al. for the creation of monodisperse carbon aerosol [66]. 

This gas-phase synthesis seems to be very advantageous when it comes to PIV experiments, 

as it contributes in particles with high surface purity that lacks liquid solvents.  

 The design of a spark discharge generator is quite simple. Two elongated electrodes 

that can be of the same or different material, are kept at a distance of a few mm apart and 

are connected in parallel with a capacitor. A constant gas flow between the two electrodes 

is established. As long as the capacitor is being charged by a high voltage power supply, 

the voltage between the two electrodes is increased until the breakdown voltage is reached. 

At that moment, a spark discharges across the gap and it evaporates electrode material. This 

gas-phase material, consisted of ions, neutrals and electrons, is then subjected to rapid 

cooling by the gas flow downstream leading to coagulation and creation of aerosol. In 

Figure 2.13 a schematic of a spark discharge ionization source is represented.  
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Figure 2.13: The basic components of a Spark Discharge Source [66]. 

 

The particle size and concentration can be investigated using a Scanning Mobility 

Particle Sizer (SMPS) system. A SMPS system is an optical sizing technique for the 

measurement of aerosol size distribution and concentration, which couples a Differential 

Mobility Analyzer (DMA) and a Condensation Particle Counter (CPC).  

A DMA separates charged particles according to their electrical mobility. This is 

achieved by first passing the aerosol through the aerosol charge neutralizer, in order the 

particles to obtain a known charge distribution and then the flow enters the measurement 

area. There, a fast stream of gas containing ions flows perpendicular to an electric field and 

therefore ions of different size undergo a different deflection. More specifically, a DMA 

consists of a center rod, to which a high voltage is applied, an outer grounded tube and the 

aerosol sample is drawn in-between (Figure 2.14). The voltage difference between the 

central rod and the outer tube generates an electric field deflecting the charged particles 

either towards the central rod or the outer tube, depending on their polarity. For a given 

voltage, the higher electrical mobility a particle has, the sooner will impact the central rod 

and thus only particles of a certain electrical mobility can pass through the slit at the bottom 

of the DMA and exit [67]. 
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Figure 2.14: Schematic of a Differential Mobility Analyzer [67]. 

 

A CPC is an aerosol particle counter, which enlarges the particles by condensation and 

counters them by an optical light scattering detector. More specifically, a CPC consists of 

a block of porous material, which is in contact with the working fluid (mostly butanol or 

water), ensuring that high concentration of vapor is present when heated. The sample passes 

through the heated block and then enters the conditioner, where the vapor condenses on the 

particles, thus growing them on size (Figure 2.15). The CPC is equipped with a light source 

and a photodetector to collect the scattered light, thus detecting and counting the enlarged 

particles [67]. 
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Figure 2.15: Schematic of a Condensation Particle Counter [67]. 

 

In a SMPS system, the voltage of the DMA changes progressively, therefore allowing 

particles of the corresponding electrical mobility to exit, which are then counted by the 

CPC and generating in this way a size distribution.  
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Chapter 3:  

Particle Image Velocimetry (PIV) 

Particle Image Velocimetry (PIV) is a non-intrusive technique for the visualization of 

the flow field, providing an instantaneous velocity vector map. The flow is seeded with 

particles (termed tracer particles), which illuminate when irradiated by the laser and thus 

the flow is visualized. A camera is located at 90° to the laser sheet taking multiple images 

of the illuminated flow, which are then transferred to a computer for further processing. 

Ludwig Prandtl was one of the first who used particles for a more thorough investigation 

of the flow field in the beginning of the 20th century, as he suspended fine scales of 

micaceous iron ore in the flow [68]. Other popular similar to PIV techniques, such as Laser 

Doppler Velocimetry (LDV) and hot-wire anemometry preceded, but PIV prevailed due to 

its ability to produce 2D and 3D vector fields.  Depending on the concentration of the tracer 

particles the technique is distinguished in Particle Image Velocimetry (PIV) mentioned 

already, Particle Tracking Velocimetry (PTV) and Laser Speckle Velocimetry (LSV) [69]. 

 

 

Figure 3.1: Image frames with (a) low particle concentration (PTV), (b) medium particle 

concentration (PIV) and (c) high particle concentration (LSV) [69]. 

 

In PIV the distinction of individual particles in an image is possible, but their tracking 

in another image is in most cases not feasible. In PTV due to the low particle concentration, 

the identification of an individual particle and its tracking in another image is relatively 

easy. Finally, in LSV the particle concentration is much higher and thus the distinguishing 

of individual particles in any image is very difficult.  
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The PIV system consists mainly of 4 basic components: the lasers, the camera, the 

synchronizer and a computer. 

Frequency doubled Nd: YAG lasers are commonly used in PIV applications, typically 

at 532 nm wavelength. The green light emitted at this wavelength passes through 

consecutive lenses, creating a thin light sheet that irradiates the tracer particles suspended 

in the flow. The light scattered by the tracer particles is captured by a photographic lens 

located perpendicular to the laser sheet. Nowadays CCD or CMOS camera sensors are 

mostly used, as they are capable of capturing two frames with a few hundred ns difference 

between the frames. The timing between each laser pulse and the corresponding frame of 

the CCD camera is accurately controlled by the synchronizer. The time interval between 

the two consecutive laser pulses and therefore the two frames is depending on the fluid's 

velocity. The captured images are directly transferred to the computer, offering a real time 

or later time analysis. 

 

 

 

Figure 3.2: The components of a PIV system [69]. 
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3.1 Rayleigh Scattering 

Scattering is the phenomenon of the dispersion of light or other electromagnetic 

radiation when is incident on particles. More specifically, when an electromagnetic wave 

illuminates a particle, the latter becomes polarized (separation of positive and negative 

charges on the two sides), forming an induced dipole, which will oscillate on the 

electromagnetic wave’s frequency. This oscillation results in scattering, a secondary 

radiation generated by the particles [70]. 

 

 

Figure 3.3: Elastic light scattering [71]. 

 

If the size of molecules or particles is much smaller than the electromagnetic wave’s 

wavelength, then this type of scattering is called “Rayleigh” scattering”. It was given its 

name in honor of John William Strutt (known as Lord Rayleigh), who first described it in 

1871 in a series of papers [72], [73], [74], [75] and he attributed the sky’s blue color to the 

Rayleigh scattering of sunlight when incident to air molecules. For particles of bigger 

radius the Rayleigh scattering is not dominantly applied and when the particle size is the 

approximately the same size as the electromagnetic wave’s wavelength the scattering 

follows the Mie theory [76], [77]. 

 

Figure 3.4: Direction of incident light for Rayleigh and Mie scattering respectively [78]. 

 

Generally, Rayleigh scattering applies for a particle size of 𝑥 << 1, where 𝑥 is the ratio:  
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where r is the particle’s characteristic length (radius) and λ is the light’s wavelength. The 

dependence of the particle’s or molecule’s diameter on the value 𝑥 for a 532 nm wavelength 

used in PIV applications is demonstrated in Figure 3.5. It is obvious that Rayleigh scattering 

is applicable for particles of diameter smaller than 100 nm. 

 

 

Figure 3.5: The dependence of the particle’s diameter on parameter x for a 532 nm wavelength. 

 

The intensity of light undergoing Rayleigh scattering for small particles is expressed in 

the following form [79]: 
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Here 𝐼0 is the intensity of the incident light, R is the distance between the particle and the 

light source, d is the diameter of the particle, n is the refractive index from the incident light 

and   is the scattering angle. From Eq. (2.2) it is obvious that the scattering efficiency 𝐼/ 𝐼0 

is inversely proportional to 𝜆4 and 𝑅2, meaning that the scattering of light by smaller 

particles is enhanced by increasing the frequency of the radiation (reducing wavelength) or 

reducing their distance from the light source. It is also concluded that the scattering 

efficiency is enhanced by increasing the particle size, as it is proportional to 𝑑6. Therefore, 

the size of the particles employed in PIV applications becomes the critical parameter for 

increasing the scattering efficiency.  
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The scattering efficiency of a particle is plotted as a function of scattering angle in Figure 

3.6. Two different distances between the light source and the scattering plane as well as 

multiple particle sizes were investigated. In most PIV setups the CCD camera is installed 

perpendicularly (90o) to the laser light sheet, where the scattering efficiency is minimized. 

A striking observation is that scattering efficiency for 10 nm particles is of the order of ~10-

24 and that for 100 nm particles of the order of 10-18, both of which are extremely low values, 

which explain the low particle count rate observed experimentally when particles with d 

100 nm are employed. 

 

 

Figure 3.6: Rayleigh scattering efficiency for particles as a function of scattering angle using Eq. 

(2.2). The wavelength of the laser light used is 532 nm and the value of the refractive index for Al 

is 0.938777. 

 

 

3.2 Tracer Particles (Relaxation time) 

The dynamics of a particle suspended in a flow play a crucial role for the faithful 

visualization of the flow, especially in supersonic flows, where, due to the existence of 

shock waves, the velocity fluctuations are very steep.  The assumption of spherical particle 

shape is valid for small droplets and monodisperse solid particles that are commonly used 

in PIV applications. Melling [80] quantified the particle’s response according to the 

relaxation time (𝜏𝑝), which is defined as the time needed for the velocity lag ˆ ˆ ˆ
p fV U U   
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to be reduced by a factor of 
1

𝑒
 = 0.368, where ˆ

pU  and ˆ
fU   are the instantaneous velocities 

of the particle and fluid respectively.  

 More specifically, he used a simplified form of the equation for unsteady motion of a 

suspended sphere for PIV measurements in gases,  

 
ˆ
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a modified Stoke’s drag coefficient  
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and the Knudsen number Kn as 
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where 𝑙 is the mean free path of the gas, to express the relaxation time through the following 

equation:  
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It is obvious from Eq. (2.6) that the particle’s response is a function not only of particle’s 

properties but fluid’s as well. As the flows characteristics are determined by the fluid 

selection and the particle’s density by the particle’s type, the particle’s diameter 𝑑𝑝 is the 

only property remained to adjust for the minimization of the relaxation time. Thus, it is 

deduced that the smaller the particle’s size is, the more accurate its response in the flow’s 

fluctuations will be, as it is also shown in Figure 3.7, in which the smaller particles recover 

faster after the shock [80].  

However, the reduction in particle’s diameter would result in a subsequent reduction of 

particle’s scattering efficiency mentioned in section 3.1 and thus in all PIV applications a 

compromise between the increased scattering efficiency of bigger particles and the accurate 

representation of the flow is inevitable.  

A list of particles used for seeding in gas flows along with the particle size and the laser 

characteristics is presented in Table 1 [80]. The particles have a typical size of ~1 μm or 
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greater and the only exceptions are the 2TiO  and 2 3Al O  particles with size 0.7-1 μm and 

0.3 μm respectively. 

 

Table 1: Seeding particles in gas flows [80]. 

 

 

 

Figure 3.7: Particle response downstream of an oblique shock [80]. 

 

For the visualization of gas flows, solid or liquid particles are used. Solid tracers have 

the drawback of agglomeration, which results in the formation of bigger particles of 

unknown size, and liquid tracers have the disadvantage of fast evaporation. The relaxation 

time and consequently the response of the particles is estimated as the tracers pass through 
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a shock wave, known as shock wave test [81], [82], [83], [84], [85], [86],  [87], [88] and 

also demonstrated previously in Figure 3.7. 

Ghaemi et al. [89] used a Spark Discharge Source in argon to generate 10 nm primary 

particles, which through rapid coagulation and oxidation were grown to aggregates of 1μm. 

These aggregates exhibit a fractal-like structure, which enhance the light scattering, in 

contrast to the particles with a spherical shape. The experimental investigation through an 

oblique shock of these particles showed a relaxation time of 0.27μs, which is approximately 

a reduced order of magnitude with respect to the compact agglomerated with an 

approximate 2.0 μs relaxation time [89]. 

The fast response of Al particles is contrasted against 2TiO particles of smaller size (~0.5 

μm). A significantly greater relaxation time of 2.0 μs is shown, which is attributed to the 

greater effective density of 2TiO particles, highlighting the capabilities of the former ones 

to perform laser-based measurements in supersonic and hypersonic flows [89]. 
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Chapter 4:  

Experimental Setup and Approach 

4.1 Hardware  

Besides the main setup for the PIV experiments, described in detail in section 4.1.1 

(Figure 4.1), another setup was also implemented. In this secondary setup it is possible to 

switch between two configurations (Figure 4.2): the Scanning Mobility Particle Sizer 

(SMPS) explained in section 4.1.2, through which particle concentrations are measured, 

and the DMA explained in section 4.1.3, through which particle size selection is 

implemented for PIV experiments. 

 

 

Figure 4.1: Schematic of the PIV setup.   
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Figure 4.2: Schematic of the implementation of DMA and CPC devices. With green color are 

displayed the parts that belong only to the SMPS mode, with blue color the parts that belong only 

to the Particle Size Selection with the DMA and with black color are displayed the parts that are 

part of both configurations. 

 

4.1.1 Particle Image Velocimetry (PIV) apparatus 

The procedure of the setup presented in Figure 4.1 is as following: the nitrogen flow is 

seeded with tracer nanoparticles capable of scattering laser light. A heated capillary is then 

used to transfer the ions from the atmospheric pressure into the first vacuum compartment 

operated at 20 or 5 mbar, where the flow undergoes expansion. Two Nd: YAG lasers 

irradiate the jet and a CCD camera is used to capture the illuminated by the particles light. 

At the end, a 2D velocity vector field is produced. The spark discharge source (SDG), the 

electrospray ionization source (ESI) and the Nd:YAG lasers will be separately explained 
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later in subsections 4.1.1.1, 4.1.1.2 and 4.1.1.3 respectively. A nitrogen generator is used 

to supply the carrier gas, which is seeded with tracer particles and inserted into the vacuum 

chamber through the capillary. 

The capillary has 0.5 mm inner diameter, 1/16 inches (1.5875 mm) external diameter 

and 80 mm length. In order to heat the capillary to the specific temperature of 200 °C two 

100 Watt and 230 V heaters are connected to it, as shown in Figure 4.3. A type K 

thermocouple is also installed, to monitor the temperature in real time. 

 

 

Figure 4.3: Setup of capillary, heaters and thermocouple on the vacuum chamber. 

 

The sealing between the tube coming from the spark source and the capillary was 

achieved using thread sealing tape as shown in Figure 4.4. 

 

Figure 4.4: Capillary sealing before (a) and after (b) using the thread sealing tape. 

 

When the experiments include the AerolensTM, a 5x5 mm2 and 100 mm long rectangular 

glass channel is installed a few millimeters downstream the capillary. The four corners of 

the AerolensTM are painted black, as shown in Figures 4.5, 4.6, to minimize the laser 

reflections and consequently the resulted noise captured by the camera. 
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Figure 4.5: AerolensTM glass channel.   

 

The vacuum chamber is comprised of two vacuum compartments. The first vacuum 

chamber is where the nitrogen flow exits the capillary and undergoes expansion.  

AerolensTM is positioned a few millimeters downstream from the capillary’s aperture, as 

shown in Figure 4.6, and confines the entire under-expanded flow.  

 

 

Figure 4.6: Side view of the capillary’s outlet.  

 

The AerolensTM extends till the second consecutive compartment, where at the rear end 

the pumping is applied through a 28 m3/h rotary pump. The first and second compartments 

(chambers) are hermetically separated and are only connected via the AerolensTM, thus the 

entire gas load is directed through the AerolensTM. The second chamber operates at a 
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pressure of 26.6 or 6.6 mbar (depending on the case). In order to be able to investigate the 

nitrogen flow throughout the entire length of the AerolensTM, the vacuum chamber is set 

up in two different configurations, as shown in Figure 4.7. 

 

 

Figure 4.7: The configuration (a) is used for the visualization of the flow inside the first 75 mm of 

AerolensTM, while configuration (b) is used for the remaining 25 mm. 

 

The experimental parameters, such as the distance between capillary’s exit and the 

entrance of AerolensTM, the chamber’s pressure, etc., are kept unaltered for both 

configurations. 

The image capturing is achieved with a PowerView Plus 4MP Camera, which is 

designed for Particle Image Velocimetry measurements and displayed in Figure 4.8. 

 



33 

 

 

Figure 4.8: The PowerView Plus 4M Camera (a) and the settings used for the experiments (b).  

A critical parameter for the PIV experiments is the precise focusing of the camera, as 

the particles should look like very small bright spots. This is achieved by concentrating 

many particles inside the chamber, while no pumping is happening, by inputting some 

smoke, e.g. when burning a paper. The final result of the focused camera is displayed on 

Figure 4.9 and the settings of the camera on Figure 4.8. 

 

 

Figure 4.9: Visualization of the particles when the camera is focused.  
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 Two modes of operation are available: the Free-Run mode, which helps in the initial 

diagnostics and the alignment of the system, and the Frame Straddling mode, which is used 

for the actual PIV measurements. The camera captures two consecutive image frames of 

the illuminated flow field as one image capture and through the Insight 3GTM software the 

frames and their particles can be later separately examined.  The time between the two laser 

pulses, called Delta T, is dependent on the velocity of the flow field and can be adjusted 

within the Insight 3GTM software [90]. The sequence diagram of the camera in the Frame 

Straddling mode is presented below: 

 

 

Figure 4.10: Sequence diagram of the camera in Frame Straddling mode [84]. 

 

The Synchronizer is a timing and control device that plays a very crucial role, as it 

constitutes the communication path between all the devices connected to it (laser, camera 

and computer) and manages to make them all work together by sequencing them properly. 

Thus, the delay between the laser pulses is precisely adjusted to the image captures of the 

CCD camera through the synchronizer. 

 

 

Figure 4.11: The synchronizer.   
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In the current experiment, the flow was investigated at four different positions. The 

optical access for the CCD camera and the double-pulsed Nd-YAG laser is made possible 

through window ports arranged at right angles. The ports are sealed by using 3 mm thick 

acrylic sheet when not in contact with the laser beam or glass for the ports that the laser 

beam enters or exits. The laser sheet comes through the side port of the vacuum chamber, 

passes through the axis of the flow and exits from the other side port. The orientation of the 

CCD camera is perpendicular to the side port and thus the CCD camera is placed above. 

The interior of the vacuum chamber is painted black in order for the reflections to be 

minimized. The alignment of the system for this experiment is a matter of crucial 

importance. For this reason, a supporting frame for the whole PIV experiment was designed 

and constructed. Figure 4.12 depicts the experimental rig including the Nd-YAG lasers, the 

power supplies, the CCD camera, the spark source, the vacuum chamber and the nitrogen 

generator.  
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Figure 4.12: The spark discharge source, the vacuum chamber, the AerolensTM and the supporting 

frame were all designed by the team of Fasmatech Science and Technology SA. 

 

All the experiments were conducted in the laboratories of Fasmatech Science and 

Technology S.A., facilitated in the National Centre of Scientific Research "Demokritos", 

Athens, Greece. 

 

4.1.1.1 Spark Discharge Source (SDG) 

The design of the Spark Discharge Source was based on a published work of Ghaemi et 

al. [89], in which, as mentioned in section 3.2, agglomerates of fractal-like geometry with 

an enhanced scattering efficiency are created. Aluminum was used for the electrodes of the 

spark source and nitrogen as the carrier gas.  

The power supply of the spark source operates at two basic configurations: the “free 

spark” mode and the “resistive spark” mode, as presented in Figure 4.13.  
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Figure 4.13: Schematic diagram of the “free spark” mode (a) and the “resistive spark” mode (b). 

 

In the free spark mode the current is allowed to run freely during the charging and 

discharging of the capacitor. On the other hand, in the resistive spark mode the resistor R1 

is introduced between the power supply and the capacitor in order to limit the current during 

the charging and the resistor R2 is introduced in the discharge path. 

The effect of limiting the current during charging and discharging of the capacitor has a 

major influence on the size distribution of the particles. Thus, in order to investigate the 

particle size distribution as a function of operating parameters (breakdown voltage, 

frequency, gas flow, etc.), experiments were conducted with a Scanning Mobility Particle 

Sizer (SMPS) system, as presented in section 4.1.2. The spark source created by Fasmatech 

Science and Technology S.A. and used in the experiments of this work is presented in 

Figure 4.14. 
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Figure 4.14: The spark source used in the experimental setup. 

 

4.1.1.2 Electrospray Ionization (ESI) 

The Electrospray Ionization was implemented in Particle Image Velocimetry with the 

use of fluorescent molecules in previous experimental work of Fasmatech Science and 

Technology S.A., where Rhodamine B was used inside methanol [22]. 

 

Figure 4.15: (a) The capillary holder and AerolensTM are shown from the side port of the installed 

apparatus. (b) Cross section of the 3D ESI model [22]. 
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The results indicated a highly inaccurate visualization of the flow compared to the 

computational calculations that probably emanates from incomplete desolvation of the 

ionized clusters. 

In the current work 100 nm fluorescent particles inside water with an excitation maxima 

of 540 nm and emission maxima of 560 nm were implemented. 

 

 

Figure 4.16: Close up view of the ESI source (a), (b) and experimental rig of the implementations 

of the ESI source in the PIV experiments (c). 
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4.1.1.3 Nd: YAG Lasers 

For the conducted experiments the Twins BSL lasers from Quantel were used, which 

belong to the category of the Double- pulse Nd: YAG laser systems. The laser produce 

green light at 532 nm wavelength, with a short duration of 10 ns and a medium energy of 

120 mJ. The short duration of the pulse manages to “freeze” the motion of supersonic flows 

and the use of double pulsed laser ensures the short times between the pulses, which are 

required for such applications [92].  

In a PIV experiment the laser uses optics in order to output a light sheet that irradiates 

the flow field. The properties of this light sheet are of vital importance and are adjusted 

with the help of a cylindrical and a spherical lens. The cylindrical lens receives the 

collimated laser beam and diverges it in the height direction. The thickness of the light 

sheet is controlled by the spherical lens and the camera focuses at the point where the waist 

of the light sheet is created, which is also set to be the axis of the capillary [93]. 

 

 

Figure 4.17: Top view (a) and side view (b) of the light sheet optics. [93]. 

 

In the conducted experiments a -50 mm cylindrical lens and a 200 mm spherical lens 

were used, resulting in a laser beam of 210 μm thickness and 18 mm height. 
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Figure 4.18: Specifications of light sheet optics [93]. 

 

Laser alignment is a very critical parameter for receiving accurate and reliable results 

on the velocity of the flow. For the alignment of the 0.2 mm laser beam with the 0.5 mm 

capillary’s outlet a procedure is followed, in which first a level is used in order to calibrate 

approximately the chamber to the laser in both axes (Figure 4.19). When both the laser and 

the chamber are brought to 0 degrees, cable ties are used on the chamber and progressively 

tightened while using the level to maintain the calibration, in order to keep the chamber 

stable. 

 

 

Figure 4.19: Chamber calibration with the level.  

 

Afterwards, two metal slits are used, as shown in Figure 4.20. The one is adjusted on the 

entrance port and the other on the exit port of the vacuum chamber. The laser beam should 

enter the one slit and exit the other, in order to be certain that everything is aligned. 
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Figure 4.20: (a) Laser alignment with the use of slits and (b) close up view of the slit.  

 

Then comes the final step of the calibration of the beam to the capillary’s axis. Paper-

markers, as shown in Figure 4.21, are used on the capillary while the laser’s height is 

increased or lowered respectively through the screws on its supporting frame. 

 

Figure 4.21: Laser alignment with the use of thermal paper behind the capillary. 

  

Finally, the calibration is verified or even improved by firing the laser directly on the 

capillary on low power. While wearing the safety glasses and with the use of a flashlight to 

light the capillary’s exit, the laser beam can be seen and checked if it fires to the axis of the 

capillary. 

 

4.1.2 Scanning Mobility Particle Sizer (SMPS) 

A Scanning Mobility Particle Sizer (SMPS) system, described previously in section 2.2, 

was made available by the “Environmental Radioactivity Laboratory” in Demokritos. 

For this configuration, the valve going to the CPC should be open and the valve going 

to the vacuum chamber closed, as shown in Figure 4.22 (c). A guide on how to use the 

SMPS is given in Appendix C. 
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Figure 4.22: Photograph of the experimental system used for measuring size distributions, showing 

the spark discharge source, the DMA and the CPC.  

 

It was found that, depending on the current flowing into the spark, the particle 

distributions change dramatically. For better understanding of the spark source’s operation, 

two different capacitors (Figure 4.23) and three wirings that change the resistor value were 

examined in the tests. The red pins modify the R2 resistor and the black pins the R1 resistor, 

as shown in Figure 4.24. The results are presented in section 5.1. 

 

 

Figure 4.23: (a) 10 nF – 6kV capacitor, (b) 2.5nF – 15kV capacitor. 
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Figure 4.24: (a) Wiring 1, (b) Wiring 2, (c) Wiring 3, (d) Wiring 4. 

 

 

4.1.3 Implementation of DMA for Particle Size Selection in PIV 

The use of the DMA to allow only particles of a specific size to enter the vacuum 

chamber would give an end to the big problems of the deviation in particle size, the aging 

of the spark source, etc. The experimental setup, used for the particle size selection through 

the DMA, is presented in Figure 4.25. For this configuration, the valve going to the CPC 

should be closed while the valve going to the vacuum chamber should be open, as shown 

in Figure 4.25(c). 
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Figure 4.25: Photograph of the experimental setup, used for selecting specific particle size during 

the PIV experimental procedure.  

 

Unfortunately, the particle concentration was too low, even when bigger particles of 

100-200 nm were selected for seeding the nitrogen flow. Therefore, the time of the 

experiment would be extremely prolonged, making impossible to run it. A guide on how to 

select the size of the particles with the DMA is given in Appendix C. 

 

 

4.2 Insight 3GTM Software for Image Processing 

The utilized PIV system includes a commercial software package that enables the image 

capture and process as long as the visualization of the velocity vector fields. The Insight 

3GTM software can measure the flow velocity using the Cross-Correlation technique (Figure 

4.26). With this technique the first laser pulse exposes the first frame and the second laser 

pulse the second frame, thus optimizing the signal-to-noise ratio.  
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Figure 4.26: Cross Correlation technique in Particle Tracking Velocimetry [94]. 

 

The main difficulty encountered with this particular software is that it is designed for 

PIV applications which are developed at atmospheric pressure conditions, where both the 

tracer particle concentrations and the particle sizes are considerably larger than those 

encountered in a low pressure chamber. Therefore, the software algorithms are developed 

to specifically treat ensembles rather than individual particles.  

It must be noted that the Insight 3GTM software package does include a Particle Tracking 

Velocimetry algorithm, but a minimum number of 16 particles within a single interrogation 

window is required in order for the algorithm to respond accurately, which is not met in the 

experiments of this work. 

The Insight 3GTM software also enables the generation of “Maximum Intensity” images. 

It calculates the pixel-wise maximum intensity of the list of input images and creates a 

single image carrying the entire information. This tool has been really helpful for the 

validation of the vector field produced by the PTV custom code, developed in MatlabTM.  

The “Maximum Intensity” Image Generator was used intensively when investigating the 

flow field inside the glass channel, in which the enhanced noise near the wall boundaries 

resulted in many misleading vectors.  

A comparison between the resulted vector map and the image generated from the list of 

the input images gives valuable information. For example, Figure 4.27 was one of the 

comparisons that were made, in order to conclude that there are no particles near the walls 

with velocity as high as 540 m/s, thus these misleading vectors should be removed. On the 

other hand, it was unexpected that slow particles with velocity lower than 60 m/s existed 

near the jet’s axis. A guide on how to use the Insight 3GTM software is presented in 

Appendix B.  
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Figure 4.27: Comparison of (a) the vector field created by the PTV code and (b) the generated 

image using the Insight 3GTM software of 21 pairs of images, in which the code found a particle.  
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4.3 Custom Software for Particle Tracking Velocimetry (PTV) 

Due to the low particle concentration in the experiments of the current work the method 

of Particle Tracking Velocimetry was implemented for the identification of the particles 

and the need for a custom code was indispensable. Crocker and Grier have described 

methods for tracking Brownian motion in a liquid phase [95] and developed a Particle 

Tracking Code in IDL [96], which was later translated into a Matlab version by Blair and 

Dufresne [97], and Kilfoil [98] respectively. 

The code accomplishes the Particle Tracking in 5 basic stages:  

a. Image Restoration, 

b. Locating Particles, 

c. Refining Location Estimates, 

d. Noise Discrimination and Tracking in Depth, 

e. Linking Locations into Trajectories. 

The stage of Image Restoration deals with the correction of imperfections of the 

individual image, which originate mostly by the sensor and circuitry of the digital camera. 

More specifically, the particles should look like bright spots on black background and thus 

a spatial bandpass filter is used to smooth the image and subtract the background. The 

bandpass filtering is achieved in two stages:  

First, a lowpass filter is used by convolving the original image with a Gaussian kernel, 

where σ is the standard deviation of the Gaussian distribution and determines the degree of 

smoothing as shown in Figure 4.28. The equation of a Gaussian function in two dimensions 

is [99]: 
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In Eq. (3.1) the indices i and j range from 1 to 2048 and correspond to points in a matrix, 

which contains brightness intensity values as recorded by the CCD camera (24-bit sensor). 
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Figure 4.28: Application of Gaussian blurring by applying a (a) 3x3 kernel, (b) 5x5 kernel and (c) 

7x7 kernel [92]. 

 

Next, a highpass filter is used for the removal of the noise in the background, by applying 

a boxcar average over a region of extend 2w+1, where w is an integer larger than a single 

sphere’s apparent radius in pixels, but smaller than an intersphere separation. The 

corresponding convolution is defined as 
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An implementation of equations (3.2) and (3.3) in combination is achieved with the 

convolution kernel 
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The locating of the particles is achieved by first identifying all the pixels in the image 

that are above a threshold, which is defined as the minimum brightness of a pixel that could 

be a maxima. The area within a distance w of each one of these local maxima is then 
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checked for brighter pixels. The local maxima that have no brighter pixels in their 

neighborhood are considered as candidate particle locations. The size of the particles is also 

taken into account and, when running experiments in Polydisperse mode, every area of 5x5 

pixels of non-zero brightness is considered a particle. If multiple local maxima are found 

in this area, the code will keep only the brightest.  

The centroid of the particle location estimates is then calculated to sub-pixel accuracy. 

The offset from a local maxima at (x, y) to the brightness-weighted centroid of the pixels 

in a region around (x, y) is calculated as 
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    being the integrated brightness of the sphere’s image.  

Lastly, after removing the noise, comes the linking of the particle locations into 

trajectories.  For each particle identified in the first image, all possible identifications of its 

position in that image with its new position in the second (successive) image are considered. 

Finally, the identification, which results in the minimal total squared displacement, is 

chosen and the trajectories are produced. The result is a list containing the original data 

rows sorted into a series of trajectories, which are then written to a text file in the form 

depicted in Table 2. 

 

Table 2: The coordinates and the corresponding velocities outputted by the PTV code. 

X location 

(pixels) 

Y location 

(pixels) 

Vx 

(pixels/us) 

Vy 

(pixels/us) 

V 

(pixels/us) 

 

Fasmatech Science and Technology S.A. had developed and successfully used in 

previous experiments a PTV code in Matlab, which utilized the previous methodology, as 

developed by Blair and Dufresne [97]. The code worked efficiently for experiments of free 

jet expansion, but it was inapplicable for the experiments of this work. The AerolensTM 

consists of glass and therefore the development of noise, especially at its boundaries, is 

favored, due to the laser reflections (Figure 4.29). As noise presents very similar 

characteristics with a particle, the code found difficulties distinguishing noise from 
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particles and thus it resulted in misleading trajectories or in the interruption of the software 

due to excessive combinatorics that encountered. 

 

 

Figure 4.29: Image captured via 3G Insight software during experiments (a) at the exit of capillary 

and (b) at the entrance of AerolensTM. 

 

The solution to this problem was to create a custom background image, which would 

only contain the noise developed by the laser reflections. This background image would be 

subtracted from every image being processed, thus leaving them with only the particles. 

The whole idea for the creation of the background image depended on the fact that a particle 

is almost impossible to be seen on exactly the same position more than once and that the 

noise is repeatedly observed at specific regions. That means, that if a local maxima 

(possible a particle) is found twice at the exact same position, then it is not a particle but 

noise. 

For the better understanding of the details that will be explained next, it is mentioned 

that Matlab perceives a greyscale image (also known as monochrome or black-and-white 

image) as a data matrix, whose values represent the pixel intensity of the image (Figure 

4.30). The values range from 0 (total black) to 255 (white), thus allowing the representation 

of 256 shades of gray.  
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Figure 4.30: A greyscale image (a), combined with its light intensity values (b) and the intensity 

values by themselves in a matrix (c) [100]. 

 

The procedure for the creation of the background image is as following: at first, the 

background image is totally black (all pixels have zero intensity values) and some pair of 

images are investigated for local maxima using the methods for Image Restoration and for 

Locating Particles that are mentioned above. Every time a local maxima is found in any of 

them, the value of that specific pixel is increased by 1: 

 

_ (i, j) _ (i, j) 1;background image background image   

 

In the end, the background image will contain pixel values ranging from 0 to the number 

of the pair of images processed (e.g. intensity values between 0 and 1000, if 1000 pairs of 

images were investigated for local maxima). The resulted image gives valuable information 

for 3 cases:  

-If a pixel has value 0, then there is no noise or particle in that position in any of the 

images investigated.  

-If a pixel has value 1, then there is a particle in that position in one of the images 

investigated. 

-If a pixel has value > 1, then that is noise and not a particle, as it is impossible for a 

particle to be found twice on exactly the same position.  

Therefore, all the pixels with value > 1, consist the background image, which will be 

deleted from every image through processing in the main PTV code.  
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It is obvious that the greater the amount of images used for the creation of the 

background image, the more detailed the mapping of the noise will be, as it is demonstrated 

in Figure 31. The walls of AerolensTM were cropped in order for the code to run faster, as 

it is impossible for a particle to be located there. 

 

 

Figure 4.31: Resulted background image using (a) 500, (b) 2500, (c) 5000 and (d) 7500 images 

respectively, in which both the entrance of AerolensTM and the exit of capillary are shown. 

 

However, an excessive use of images could result in deleting a great amount of pixels 

and as a result, getting valuable information from noisy areas, such as near the walls of 

AerolensTM  or near the capillary is hindered. Finally, the ideal number of images that 

should be used for the creation of the background image is not fixed and it should be 

selected depending on the experimental conditions and the noise that is present.  

Aiming to the more accurate identification of the particles, two additional processes have 

been implemented:  

 -In order to accept a local maxima as a particle, it is required that all pixels inside a 

radius of 2 pixels from its local maxima are non-zero. 

-When the background image is deleted from every image, it is not deleted only the one 

pixel with value >1, but also the other 8 pixels around it (radius of 1). 

Considering that a particle covers a much bigger area (Figure 4.32), it is believed that 

no valuable information is lost during this procedure. 
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Figure 4.32: Zoomed-in picture of a particle found in an image. 

 

The flowchart of the code for the creation of the background image for each image, as 

well as the flowchart of the main PTV code are presented in the diagrams in Figures 4.33 

and 4.34 respectively. 

 

 

Figure 4.33: Flowchart of the creation of the background image.  
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Figure 4.34: Flowchart of the main PTV code.  

 

The resulted text file contains the trajectories in pixels and thus they need to be converted 

into mm before creating the final vector map. The pixel to mm calibration is achieved by 

using the known dimension in mm (Figure 4.35) in conjunction with the corresponding 

number of pixels.  

More specifically, it was taken into consideration: 

a. the capillary’s external diameter, 

b. the width of AerolensTM and  
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c. the known distance between the capillary’s exit and the 

entrance of AerolensTM. 

 

 

Figure 4.35: Known distances used to calibrate pixels to mm. 

 

The PTV code can be found in Appendix A. 
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Chapter 5:  

Experimental Results 

5.1 SMPS Results 

In the following Figures (Figure 5.1 - Figure 5.5) the voltage, frequency and particle 

concentration for various combinations Capacitor-Wiring are presented. The results show 

that the more resistive the mode, the particle distributions tend to become more 

monodisperse, with reduced particle size and concentration.   
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• 10 nF Capacitor –Wiring 1:  

 

Figure 5.1: The voltage trace on oscilloscope (a), the frequency spectrum (b), and the particle 

concentration (c) for the Free Spark mode using a 10 nF capacitor.  
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• 10 nF Capacitor –Wiring 2: 

 

Figure 5.2: The voltage trace on oscilloscope (a), the frequency spectrum (b), and the particle 

concentration (c) for the Resistive Spark mode (R1=82 kΩ) using a 10 nF capacitor.  
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• 10 nF Capacitor –Wiring 3:  

 

Figure 5.3: The voltage trace on oscilloscope (a), the frequency spectrum (b), and the particle 

concentration (c) for the Resistive Spark mode (R2=470 Ω) using a 10 nF capacitor.  



61 

 

• 2.5 nF Capacitor –Wiring 1:  

 

Figure 5.4: The voltage trace on oscilloscope (a), the frequency spectrum (b), and the particle 

concentration (c) for the Free Spark mode using a 2.5 nF capacitor.  
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• 2.5nF Capacitor –Wiring 2:  

 

Figure 5.5: The voltage trace on oscilloscope (a), the frequency spectrum (b), and the particle 

concentration (c) for the Resistive Spark mode (R1=82 kΩ) using a 2.5 nF capacitor.  
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5.2 PTV Results 

The structure of the jet inside the first vacuum chamber is investigated over two pressure 

ranges, 20 and 5 mbar respectively, using 2 3Al O  particles generated by the Spark Discharge 

Source. These experiments were conducted on the Polydisperse mode with the tail of the 

distribution decaying at ~100 nm, as previously demonstrated in Figure 5.1.  

More specifically, in subsections 5.2.1 and 5.2.2 the results of an expansion inside 

AerolensTM are presented for 20 and 5 mbar respectively, for the first 24 mm downstream 

the capillary exit, for the far-field region ~63 mm downstream and at the exit of AerolensTM.  

In subsection 5.2.3 the results of a free jet expansion at 20 mbar pressure are presented 

for the first 24 mm downstream the capillary exit.  

Finally, in subsection 5.2.4 the applicability of the Electrospray Ionization Source using 

100 nm fluorescent particles was tested and results for the corresponding flow field are 

presented. 

 

5.2.1 Expansion into AerolensTM at 20 mbar pressure using 2 3Al O  particles 

The AerolensTM is installed 9.6 mm downstream the capillary exit. PTV experimental 

results are obtained at the outlet of the capillary, the entrance of the channel, ~63 mm 

downstream and at a few mm downstream the exit of the 100 mm duct. 

Figure 5.6 shows the formation of the jet discharging into the bore of the AerolensTM 

obtained experimentally (a) and computationally (b). The barrel shock, the formation of  a 

Mach disk a few mm downstream the capillary exit, followed by the silent zone, as well as 

the jet boundaries are clearly depicted in the experimental data.  
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Figure 5.6: Expansion inside AerolensTM at 20 mbar pressure for experimental (a) and 

computational (b) results, respectively. 

 

The axial velocity obtained with CFD calculations in comparison with the velocity 

vector field obtained experimentally is plotted over the axial distance in Figure 5.7. In the 

near field region, the velocity of the PTV data disagrees significantly with the calculated 

one, proving that the relaxation time of the Polydisperse mode is not low enough to follow 

the velocity fluctuations and illustrate the diamond-shock pattern. In the far-field region of 

the jet, the velocity decays progressively as demonstrated by the computational tool, 

however, there is clear deviation in velocity.  
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Figure 5.7: Axial velocity profile of the under-expanded jet at 20 mbar pressure.  

 

Further investigation of the under-expanded jet is presented in Figure 5.8 and Figure 5.9, 

where the PTV velocity measurements are plotted over the radial distance. In Figure 5.9 

the interaction of the jet with the wall boundaries of AerolensTM becomes visible and the 

flow starts decelerating.  
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Figure 5.8: Radial velocity profiles of the under-expanded jet at 20 mbar pressure for the first 9 

mm downstream the capillary exit.  
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Figure 5.9: Radial velocity profile of the under-expanded jet at 20 mbar pressure at 10 mm - 24 

mm downstream the capillary exit. 
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Further downstream inside the AerolensTM the flow has decelerated to velocities <100 

m/s and has transformed to unsteady laminar, as shown in Figure 5.10 and Figure 5.11 (a-

c). The measured flow is characterized by wide error bars. 

 

 

Figure 5.10: Visualization of the flow field at 20 mbar pressure 63 mm downstream the capillary 

exit. 

 

 

Figure 5.11: Radial velocity profiles of the under-expanded jet at 20 mbar pressure at 63 mm - 78 

mm downstream the capillary exit. 

 

Finally, the fully developed laminar flow, established a few mm downstream the 

AerolensTM exit is presented in Figure 5.12 and Figure 5.13 (a-c), where the velocity of the 

gas has a parabolic profile of less than 50 m/s. 
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Figure 5.12: Visualization of the flow field at 20 mbar pressure 126 mm downstream the capillary 

exit. 

 

Figure 5.13: Radial velocity profiles of the under-expanded jet at 20 mbar pressure at 126 mm -

140 mm downstream the capillary exit. 

 

5.2.2 Expansion into AerolensTM at 5 mbar pressure using 2 3Al O  particles 

The AerolensTM is installed 8.7 mm downstream the capillary exit. PTV experimental 

results are obtained at the outlet of the capillary, the entrance of the channel, ~63 mm 

downstream and at a few mm downstream the exit of the 100 mm duct. 

Figure 5.14 shows the formation of the jet discharging into the bore of the AerolensTM 

obtained experimentally (a) and computationally (b). The barrel shock, the formation of  a 

Mach disk a few mm downstream the capillary exit, followed by the silent zone, are clearly 

observed in the experimental data. The jet boundaries, especially on the upper side, are not 

fully visualized, as fewer particles were captured at those positions. It is obvious that the 

jet enters the AerolensTM with a slight inclination, due to the fact that the jet is not 

completely aligned to the capillary’s outlet. 
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Figure 5.14: Expansion inside AerolensTM at 5 mbar pressure for experimental (a) and 

computational (b) results respectively. 

 

The axial velocity obtained with CFD calculations in comparison with the velocity 

vector field obtained experimentally is plotted over the axial distance in Figure 5.15. In the 

near field region the velocity of the PTV data varies significantly from the calculated one, 

proving that the relaxation time of the Polydisperse mode is not low enough to follow the 

velocity fluctuations and illustrate the diamond-shock pattern. Even in the far-field region 

of the jet, there is a clear deviation between the CFD and the experimental data with the 

experimental velocity being greater than 370 m/s.  
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Figure 5.15: Axial velocity profile of the under-expanded jet at 5 mbar pressure. 

 

Further investigation of the under-expanded jet is presented in Figure 5.16 and Figure 

5.17, where the PTV velocity measurements are plotted over the radial distance. In Figure 

5.17 (a-f) the interaction of the jet with the wall boundaries of AerolensTM becomes visible 

and the flow starts decelerating.  
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Figure 5.16: Radial velocity profiles of the under-expanded jet at 5 mbar pressure for the first 9 

mm downstream the capillary exit. 
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Figure 5.17: Radial velocity profile of the under-expanded jet at 5 mbar pressure at 10 mm - 24mm 

downstream the capillary exit. 

Further downstream inside AerolensTM the flow has deaccelerated to velocities  less than 

200 m/s and has transformed to unsteady laminar, as shown in Figure 5.18 and Figure 5.19 

(a – c). The flow is characterized by wide error bars. 
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Figure 5.18: Visualization of the flow field at 5 mbar pressure 63 mm downstream the capillary 

exit. 

 

Figure 5.19: Radial velocity profile of the under-expanded jet at 5 mbar pressure at 63 mm – 78 

mm downstream the capillary exit. 

 

Finally, the transitional and turbulent character of the flow is suppressed and a fully 

laminarized flow with a near-parabolic velocity profile of less than 200m/s is presented in 

Figure 5.20 and Figure 5.21 (a-c). 
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Figure 5.20: Visualization of the flow field at 5 mbar pressure 126 mm downstream the capillary 

exit. 

 

Figure 5.21: Radial velocity profile of the under-expanded jet at 5 mbar pressure at 126 mm – 142 

mm downstream the capillary exit. 

 

 

5.2.3 Free Jet Expansion at 20 mbar pressure using 2 3Al O  particles 

PTV experimental results are obtained at the outlet of the capillary for the first ~30mm. 

Figure 5.22 shows the formation of the jet discharging into the bore of the AerolensTM 

obtained experimentally (a) and computationally (b). The barrel shock, the formation of  a 

Mach disk a few mm downstream the capillary exit, followed by the silent zone, as well as 

the jet boundaries are clearly observed in the experimental data.  
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Figure 5.22: Free jet expansion at 20 mbar pressure for experimental (a) and computational (b) 

results respectively. 

 

The axial velocity obtained with CFD calculations in comparison with the velocity 

vector field obtained experimentally is plotted over the axial distance in Figure 5.23. In the 

first 2mm the supersonic region of the jet wasn’t captured and thus there is not data to 

compare. However, in the next few mm the velocity of the PTV data differs slightly from 

the computational calculations. In the far-field region of the jet, the velocity was expected 

to decay, but a further acceleration of the flow is displayed instead.  
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Figure 5.23: Axial velocity profile of the under-expanded jet at 20 mbar pressure.  

 

Further investigation of the under-expanded jet is presented in Figure 5.24(a-f), where 

the PTV data is plotted over the radial distance.  
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Figure 5.24: Radial velocity profile of the under-expanded jet at 20 mbar pressure for the first 29 

mm downstream the capillary exit.  

 

 



79 

 

 

5.2.4 Free Jet Expansion at 20 mbar pressure using fluorescent particles 

PTV experimental results are obtained 5 mm downstream the capillary exit using an 

Electrospray Ionization Source at 20 mbar pressure. Figure 5.25 shows a comparison 

between the flow field in which fluorescent particles were used and the flow field presented 

in subsection 5.2.3, in which 2 3Al O  particles were employed. The velocity of the latter 

particles is obviously lower, which can be attributed to the larger particle size (~100 nm). 
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Figure 5.25: Flow field 5 mm downstream a free jet expansion using 100 nm fluorescent particles 

(a) and 2 3Al O  particles (b) respectively. 
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Chapter 6: Discussion 

Even though the properties of the flow in the first few mm between the expansion inside 

AerolensTM and the Free Jet expansion at 20 mbar was expected to be identical, the velocity 

of the latter was significantly higher. An additional acceleration of the flow downstream 

the silent zone reaching velocities up to ~800 m/s was also demonstrated, which was not 

observed when the jet expanded inside the AerolensTM. This is attributed to the fact that 

when AerolensTM is implemented in the experiments the laser operates on low power, due 

to the high reflections of the glass channel. On the other hand, the Free Jet expansion 

experiments were achieved on high laser power, which probably results in the illumination 

of particles of smaller size and consequently an enhanced particle rate overall.  

When working on high laser power, three facts were observed that were never seen at 

lower laser power:  

a. A “ghost” particle is often observed on the first frame near the tracked particle, 

revealing the future particle position on the second frame. The PTV code sometimes 

tracks both the real and the “ghost” particle on the first frame, as showed in Figure 

6.1(b), thus calculating no displacement between the “ghost” particle on the first 

frame and the particle on the second frame, as they have the exact same position. 

 

 

Figure 6.1: “Ghost” particle observed in the first frame as showed in the Insight 3G software (a) 

and in the PTV custom software (b). 

 

b. Even though the particle should be displayed as bright spots on black background, 

sometimes the reflections coming from a particle are that high that they create a 

reflection tail. In such cases, the PTV code has difficulty in finding the center of the 
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particle, as it finds multiple centers (Figure 6.2(b)). This is encountered by deleting 

the too bright pixels. 

 

 

Figure 6.2: Reflection tail created by a particle as showed in the Insight 3G software (a) and in the 

PTV custom software (b). 

 

c. Particle break down into smaller pieces was sometimes also observed (Figure (6.3)). 

 

Figure 6.3: Visualization of the particle before (a) and after (b) its break down, due to the high 

laser power.  

 

None of the three above observations produce large problems during the post processing 

of the data and in the worst case scenario the code does not track the specific particles. As 

the particle rate is considerably improved when working on high laser power and also the 

jet’s characteristics are more accurately visualized, it would be concluded that all 

experiments should be run on high laser power. 

However, the only important problem that arises with high laser power is the higher 

reflections, especially near the capillary, in conjunction to its reflection to the glass used on 

the rear port for the laser exit. That is also the reason that no particles were managed to be 

investigated on the supersonic region of the jet, just downstream the capillary exit, 
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presented previously in Figure 5.22 in subsection 5.2.3. In the following Figure (6.4) the 

background noise is presented, with and without installing the rear glass on the vacuum 

chamber, respectively. 

 

 

Figure 6.4: Produced noise due to laser reflections when the rear glass is installed (a) and not 

installed (b) on the vacuum chamber. 

 

In the results presented in subsection 5.2.2, in which the jet expanded inside AerolensTM 

at 5 mbar pressure, it is obvious that the AerolensTM was not fully calibrated to the capillary, 

as the supporting flange in which AerolensTM was installed, did not support it totally 

straight. 

Taking all the above into account, the experiments of this work indicate that a redesign 

of the vacuum chamber is necessary in order to increase the accuracy of the experimental 

results. Thus, great attention should be paid to three important factors: 

a. The minimization of the reflections near the capillary, by trying other materials for 

the capillary with better absorption or by installing the rear glass at an angle in order 

to change the direction of the reflections. 

b. The easier and more precise calibration of the vacuum chamber to the laser, by using 

rods, as Fasmatech Science and Technology S.A. already has implemented in its 

newer designs. 

c. The better and more stable support of AerolensTM glass channel, in order to be totally 

calibrated to the capillary exit. 

Finally, it must be noted that the testing of the ESI source with the fluorescent particles 

gave very promising results. The particle rate was amazingly enhanced and thus the 

experimental time is reduced by weeks if not months.  
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Chapter 7:  

Conclusion and Future work 

The flow field in the fore vacuum of a Mass Spectrometer was investigated in this work 

using Particle Image Velocimetry. The flow was investigated both during a Free Jet 

expansion at 20 mbar, as well as inside AerolensTM at 5 and 20 mbar respectively. For these 

experiments polydisperse distributions of 2 3Al O  particles generated by a Spark Discharge 

Source were employed. The great advantages of the AerolensTM optics at intermediate 

pressures were presented, as a fully developed laminarized flow was achieved at the exit of 

the glass channel. The need of running the experiments on the higher laser power possible 

was indicated, as it results in a more accurate velocity map and in a reduced amount of 

time. 

Additional experiments were conducted in order to test the applicability of the 

Electrospray Ionization Source, using fluorescent particles for such PTV applications, 

which led to very promising results.  

Future research would be interesting to include the corresponding experiments of the 

Free Jet expansion on both high laser power and on the Monodisperse mode, as it has been 

proved that monodisperse distributions lead to more accurate results [101]. Unfortunately, 

that will be very difficult inside AerolensTM, due to the enhanced laser reflections that 

would probably damage the camera. 

In addition, the employment of fluorescent particles using the ESI source should be 

further investigated, especially with smaller particle size, as it solves the biggest problem 

encountered when running PIV experiments at high vacuum: the low particle rate. 
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Appendix A 

Codes 

What follows is the Matlab code, developed for the following functions:  

 

• Particle Tracking 

“PTV_Background_noisemapping.m” – Calls the bpass and pkfnd functions and generates 

an image containing the noise coordinates for each frame. This image will be used as the 

background image in PTV_remove_noisemapping.m. 

“PTV_remove_noisemapping.m” – Calls the bpass, cntrd, pkfnd and track functions and 

generates a “.txt” file containing the coordinates and velocity of particles. The “.txt” file 

will be then used to create the vectormap.  

 

The “bpass.m”, “pkfnd.m”, “cntrd.m” and “track.m” created by John C. Crocker and Eric 

R. Weeks have been used (http://site.physics.georgetown.edu/matlab/). 

 

• Creation of Vectormap 

“loadpoints_0mm.m” 

“display_coloured_vectors.m” 
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PTV_Background_noisemapping.m 

 

clear all 
close all  
  
lnoise1=0.9;    %bpass 
lnoise2=0.9; 
lobject1=5;    %bpass 
lobject2=5; 
th1=7.0;    %pkfnd 
th2=7.0; 
sz1=5;    %cntrd 
sz2=5; 
maxdisp=100;    %track 
dt=1;   %microseconds 
%pixmm=7.11; 
  
x0=80;     
y0=50;    %pixels 
x=1900; 
y=1900; 
  
theta=-90.5;  
rect=[x0 y0 x y]; 
  
  
  
  
%%%%%%%%%%%%%%%%fopen a single file%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%START%%%%%%%%%%%%%%%%%%%%% 
folder = uigetdir; 
Files = dir(folder); 
files = {Files.name};isdir = [Files.isdir]; 
files(isdir) = []; 
s = listdlg('ListString', files); 
selectedFiles = files(s); 
  
if iscell(selectedFiles) == 0 %if select only one file, then the data will not be a cell   
     
    image = imread(selectedFiles); 
    if image==-1                % If this returns a -1, we did not open the file successfully. 
       error('File not found or permission denied'); 
    end        
        
end 
%%%%%%%%%%%%%%%%fopen a single file%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%END%%%%%%%%%%%%%%%%%%%%%% 
  
  
  
  



97 

 

 k=0;    %loop counter. When k=n, don't clear imageA imageB imgA imgB fobjectA fobjectB 
(line 227)  
n=length(selectedFiles); 
  
  
for i=1:2:n  
     
    if i==1         
        image_number=1         
    else         
        image_number=i-image_number         %for more than 1 frames: image_number=i-
image_number 
    end 
     
    flag=1; 
     
    imageA(:,:) = imread(selectedFiles{i}); 
    imageB(:,:) = imread(selectedFiles{i+1}); 
     
    imageA=imrotate(imageA,theta); 
    imageB=imrotate(imageB,theta); 
  
  
  
%%%%%%%%%%%%%%%%remove damaged pixels %%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%START%%%%%%%%%%%%%%%%%%%%% 
 
%some pixels on the camera were damaged and thus needed to be removed 
    %%%%low damaged pixel line%%%%     
    for ipB=1:209 
         
        for jpB=1:2043 
             
            imageA(1707+ipB,40+jpB)=0;  % (y,x) 
            imageB(1707+ipB,40+jpB)=0; 
             
        end 
         
    end     
     
    %%%%vertical damaged pixel line%%%%     
    for ipC=1:310 
         
        for jpC=1:15 
             
            imsubA(1160+ipC,1222+jpC)=0;  % (y,x) 
            imsubB(1160+ipC,1222+jpC)=0; 
                         
        end 
         
    end     
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    %%%%small damaged spot%%%%       
    for ipC=1:19 
         
        for jpC=1:12 
             
            imageA(1342+ipC,1562+jpC)=0;  % (y,x) 
            imageB(1342+ipC,1562+jpC)=0; 
                         
        end 
         
    end 
     
    %%%%big damaged spot on pixel line%%%%       
    for ipC=1:181 
         
        for jpC=1:231 
             
            imageA(1675+ipC,1519+jpC)=0;  % (y,x) 
            imageB(1675+ipC,1519+jpC)=0; 
                         
        end 
         
    end 
  
     
    %%%aerolens upper wall boundary%%%%   
    for ipE=1:220 
         
        for jpE=1:867 
             
            imageA(480+ipE,111+jpE)=0; 
            imageB(480+ipE,111+jpE)=0; 
             
             
        end 
         
    end 
  
  
    %%%%aerolens lower wall boundary%%%%   
    for ipF=1:210 
             
        for jpF=1:861 
                 
            imageA(1200+ipF,111+jpF)=0; 
            imageB(1200+ipF,111+jpF)=0; 
                             
        end 
             
    end 
     
%%%%%%%%%%%%%%%%remove damaged pixels %%%%%%%%%%%%%%%% 
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%%%%%%%%%%%%%%%%%%%%END%%%%%%%%%%%%%%%%%%%%% 
         
  
    cimageA(:,:) = imcrop(imageA(:,:),rect);    %crops the image rectangular 
    cimageB(:,:) = imcrop(imageB(:,:),rect); 
     
   
    imgA(:,:)=bpass(cimageA(:,:),lnoise1,lobject1);    % Implements a real-space bandpass 
filter. See bpass.m for more info.    
    imgB(:,:)=bpass(cimageB(:,:),lnoise2,lobject2); 
  
             
    fobjectA(:,:)=pkfnd(imgA(:,:),th1,sz1);    % finds local maxima in an image to pixel level 
accuracy. See pkfnd.m for more info.           
    fobjectB(:,:)=pkfnd(imgB(:,:),th2,sz2); 
         
                
    sfobjectA=size(fobjectA(:,:));    %e.g. sfobjectA = 127  2 
    sfobjectA=sfobjectA(1);    %Number of local maxima found with pkfnd e.g. sfobjectA = 127 
                 
    sfobjectB=size(fobjectB(:,:)); 
    sfobjectB=sfobjectB(1); 
     
     
    if i==1 
        size_imgA=size(imgA,1); 
  
        for i=1:size_imgA 
            for j=1:size_imgA 
              peaks_A(i,j)=0;   %Create a black image same size as imgA    
              peaks_B(i,j)=0; 
            end 
        end 
    end 
     
  
    for i=1:sfobjectA 
         
        d=fobjectA(i,1);    %fobjectA is a matrix with 2 columns and sfobjectA rows. It contains 
the coordinates of local maxima. 
        e=fobjectA(i,2); 
        peaks_A(e,d) = peaks_A(e,d)+1;    %Thus, we say here e.g. go to peaks_A(1175,1146) and 
increase intensity by 1. 
  
    end 
  
  
    for i=1:sfobjectB  
         
       d=fobjectB(i,1); 
       e=fobjectB(i,2); 
       peaks_B(e,d) = peaks_B(e,d)+1; 
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    end 
   
     
    k=k+1; 
     
    if k~=n        
        clear imageA imageB imgA imgB fobjectA fobjectB 
    end 
           
  
end 
  
  
oneA=zeros(size_imgA); %oneA=peaks_A;    %pixels encounteres only once, hopefully only 
particles 
oneB=zeros(size_imgA); 
noiseA=zeros(size_imgA);    %the noise that will consist the background image in main code. 
noiseB=zeros(size_imgA); 
  
  
for i=1:size_imgA 
    for j=1:size_imgA 
        if peaks_A(i,j)== 1 
            oneA(i,j)=500;    %From the peaks_A keep only the local maxima found once (particles)                
        end 
        if peaks_B(i,j)== 1 
            oneB(i,j)=500;                   
        end 
        if peaks_A(i,j)> 1 
            noiseA(i,j)=1000;   %From the peaks_A keep only the local maxima founde more than 
once (noise) 
        end         
        if peaks_B(i,j)> 1 
            noiseB(i,j)=1000; 
        end 
    end 
end 
  
  
figure,%('Color',[1 1 1]), 
imagesc(oneA);    % Scale data and display as image. imagesc(...) is the same as IMAGE(...) 
except the data is scaled to use the full colormap. 
colormap(gray);    %Color look-up table. 
xlabel({'pixels'});    % adds text "pixels" beside the X-axis on the current axis. 
ylabel({'pixels'});    % adds text "pixels" beside the Y-axis on the current axis. 
set(gca,'DataAspectRatio',[1 1 1]);    %gca: Get handle to current axis. The first element 
specifying the intensity of red light, the second green, and the third blue.  Color intensity can 
be specified on the interval 0.0 to 1.0. For example, [0 0 0] is black, [1 1 1] is white 
impixelinfo;  
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figure,%('Color',[1 1 1]), 
imagesc(noiseA);    % Scale data and display as image. imagesc(...) is the same as IMAGE(...) 
except the data is scaled to use the full colormap. 
colormap(gray);    %Color look-up table. 
xlabel({'pixels'});    % adds text "pixels" beside the X-axis on the current axis. 
ylabel({'pixels'});    % adds text "pixels" beside the Y-axis on the current axis. 
set(gca,'DataAspectRatio',[1 1 1]);    %gca: Get handle to current axis. The first element 
specifying the intensity of red light, the second green, and the third blue.  Color intensity can 
be specified on the interval 0.0 to 1.0. For example, [0 0 0] is black, [1 1 1] is white 
impixelinfo; 
  
figure,%('Color',[1 1 1]), 
imagesc(noiseB);    % Scale data and display as image. imagesc(...) is the same as IMAGE(...) 
except the data is scaled to use the full colormap. 
colormap(gray);    %Color look-up table. 
xlabel({'pixels'});    % adds text "pixels" beside the X-axis on the current axis. 
ylabel({'pixels'});    % adds text "pixels" beside the Y-axis on the current axis. 
set(gca,'DataAspectRatio',[1 1 1]);    %gca: Get handle to current axis. The first element 
specifying the intensity of red light, the second green, and the third blue.  Color intensity can 
be specified on the interval 0.0 to 1.0. For example, [0 0 0] is black, [1 1 1] is white 
impixelinfo;     
  
imwrite(noiseA,'00_20171201_backgroundimageA.tiff');   %Create the background image 
imwrite(noiseB,'00_20171201_backgroundimageB.tiff'); 
% imwrite(oneA,'particles.tiff'); 
imwrite(oneB,'particles.tiff'); 
  

 

   
 
  

  



102 

 

PTV_Remove_noisemapping.m 

 

clear all 
close all 
  
backgroundimage_A = imread('00_20171201_backgroundimageA.TIFF');  %Name of image 
created by PTV_Background_Noisemapping.m 
backgroundimage_B = imread('00_20171201_backgroundimageB.TIFF'); 
  
%%%%%%%%%%%%%%%fopen a single file%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%START%%%%%%%%%%%%%%%%%%%%%%% 
folder = uigetdir; 
Files = dir(folder); 
files = {Files.name};isdir = [Files.isdir]; 
files(isdir) = []; 
s = listdlg('ListString', files); 
selectedFiles = files(s); 
  
if iscell(selectedFiles) == 0 %if select only one file, then the data will not be a cell   
     
    image = imread(selectedFiles); 
    if image==-1                % If this returns a -1, we did not open the file successfully. 
       error('File not found or permission denied'); 
    end         
         
end 
%%%%%%%%%%%%%%%fopen a single file%%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%END%%%%%%%%%%%%%%%%%%%%%%%%% 
  
  
  
lnoise1=0.9;    %bpass 
lnoise2=0.9; 
lobject1=5;    %bpass 
lobject2=5; 
th1=10.0;   %pkfnd 
th2=10.0; 
sz1=5;    %cntrd 
sz2=5; 
maxdisp=100;    %track 
dt=1;   %microseconds 
% pixmm=7.11; 
  
x0=80;     
y0=50;    %pixels 
x=1900; 
y=1900; 
  
theta=-90.5;  
rect=[x0 y0 x y]; 
size_img=size(backgroundimage_A,1); 
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k=0;    %loop counter. When k=n, don't clear imageA imageB imgA imgB fobjectA fobjectB 
(line 227)  
flag=1; 
n=length(selectedFiles); 
  
  
for i=1:2:n  
     
%     if i==1         
%         image_number=1         
%     else         
%         image_number=i-image_number    %for more than 1 frames: image_number=i-
image_number      
%     end 
     
    flag=1; 
     
    imageA(:,:) = imread(selectedFiles{i}); 
    imageB(:,:) = imread(selectedFiles{i+1}); 
     
    imageA=imrotate(imageA,theta); 
    imageB=imrotate(imageB,theta); 
     
  
%%%%%%%%%%%%%%%%%remove damaged pixels%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%START%%%%%%%%%%%%%%%%%%%% 
  
    %%%%low damaged pixel line%%%%     
    for ipB=1:209 
         
        for jpB=1:2043 
             
            imageA(1707+ipB,40+jpB)=0;  % (y,x) 
            imageB(1707+ipB,40+jpB)=0; 
             
        end 
         
    end     
     
    %%%%vertical damaged pixel line%%%%     
    for ipC=1:310 
         
        for jpC=1:15 
             
            imsubA(1160+ipC,1222+jpC)=0;  % (y,x) 
            imsubB(1160+ipC,1222+jpC)=0; 
                         
        end 
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    end    
     
      %%%%small damaged spot%%%%       
    for ipC=1:19 
         
        for jpC=1:12 
             
            imageA(1342+ipC,1562+jpC)=0;  % (y,x) 
            imageB(1342+ipC,1562+jpC)=0; 
                         
        end 
         
    end 
     
          %%%%big damaged spot on pixel line%%%%       
    for ipC=1:181 
         
        for jpC=1:231 
             
            imageA(1675+ipC,1519+jpC)=0;  % (y,x) 
            imageB(1675+ipC,1519+jpC)=0; 
                         
        end 
         
    end 
  
     
    %%%aerolens upper wall boundary%%%%   
    for ipE=1:220 
         
        for jpE=1:867 
             
            imageA(480+ipE,111+jpE)=0; 
            imageB(480+ipE,111+jpE)=0; 
             
             
        end 
         
    end 
  
  
    %%%%aerolens lower wall boundary%%%%   
    for ipF=1:210 
             
        for jpF=1:861 
                 
            imageA(1200+ipF,111+jpF)=0; 
            imageB(1200+ipF,111+jpF)=0; 
                             
        end 
             
    end 
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%%%%%%%%%%%%%%%%%remove damaged pixels%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%END%%%%%%%%%%%%%%%%%%%% 
     
  
  
    cimageA(:,:) = imcrop(imageA(:,:),rect);    %crops the image rectangular 
    cimageB(:,:) = imcrop(imageB(:,:),rect); 
     
   
    imgA(:,:)=bpass(cimageA(:,:),lnoise1,lobject1);    % Implements a real-space bandpass 
filter. See bpass.m for more info.    
    imgB(:,:)=bpass(cimageB(:,:),lnoise2,lobject2);     
     
                 
    for ii=1:size_img 
        for jj=1:size_img 
            if backgroundimage_A(ii,jj) > 1 
                imgA(ii,jj)=0;    %remove the noise(background image) from imgA       
  
                imgA(ii,jj-1)=0;    %remove also +/-1 pixels  
                imgA(ii,jj+1)=0;        
                imgA(ii-1,jj)=0;          
                imgA(ii-1,jj-1)=0; 
                imgA(ii-1,jj+1)=0;  
                imgA(ii+1,jj)=0;      
                imgA(ii+1,jj-1)=0; 
                imgA(ii+1,jj+1)=0;          
                 
%                 imgA(ii,jj-2)=0;    %remove also +/-2 pixels  
%                 imgA(ii,jj+2)=0;                           
%                 imgA(ii-1,jj-2)=0; 
%                 imgA(ii-1,jj+2)=0;        
%                 imgA(ii+1,jj-2)=0; 
%                 imgA(ii+1,jj+2)=0;                    
%                 imgA(ii-2,jj)=0; 
%                 imgA(ii-2,jj-1)=0; 
% %                 imgA(ii-2,jj-2)=0; 
%                 imgA(ii-2,jj+1)=0; 
% %                 imgA(ii-2,jj+2)=0;                 
%                 imgA(ii+2,jj)=0; 
%                 imgA(ii+2,jj-1)=0; 
% %                 imgA(ii+2,jj-2)=0; 
%                 imgA(ii+2,jj+1)=0; 
% %                 imgA(ii+2,jj+2)=0;                
            end 
             
            if imgA(ii,jj)>1000    %if something is very bright, remove it 
                imgA(ii,jj)=0;     
                imgA(ii,jj-1)=0; 
                imgA(ii,jj+1)=0;        
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                imgA(ii-1,jj)=0;           
                imgA(ii-1,jj-1)=0; 
                imgA(ii-1,jj+1)=0;  
                imgA(ii+1,jj)=0;         
                imgA(ii+1,jj-1)=0; 
                imgA(ii+1,jj+1)=0;  
            end 
                 
             
             
            if backgroundimage_B(ii,jj) > 1 
                imgB(ii,jj)=0;    %remove the noise(background image) from imgB    
                 
                imgB(ii,jj-1)=0;    %remove also +/-1 pixels  
                imgB(ii,jj+1)=0;       
                imgB(ii-1,jj)=0;    
                imgB(ii-1,jj-1)=0; 
                imgB(ii-1,jj+1)=0;  
                imgB(ii+1,jj)=0;        
                imgB(ii+1,jj-1)=0; 
                imgB(ii+1,jj+1)=0;     
                 
%                 imgB(ii,jj-2)=0; 
%                 imgB(ii,jj+2)=0;                           
%                 imgB(ii-1,jj-2)=0; 
%                 imgB(ii-1,jj+2)=0;        
%                 imgB(ii+1,jj-2)=0; 
%                 imgB(ii+1,jj+2)=0;                    
%                 imgB(ii-2,jj)=0; 
%                 imgB(ii-2,jj-1)=0; 
% %                 imgB(ii-2,jj-2)=0; 
%                 imgB(ii-2,jj+1)=0; 
% %                 imgB(ii-2,jj+2)=0;                 
%                 imgB(ii+2,jj)=0; 
%                 imgB(ii+2,jj-1)=0; 
% %                 imgB(ii+2,jj-2)=0; 
%                 imgB(ii+2,jj+1)=0; 
% %                 imgB(ii+2,jj+2)=0; 
            end 
            if imgB(ii,jj)>1000    %if something is very bright, remove it 
                imgB(ii,jj)=0;     
                imgB(ii,jj-1)=0; 
                imgB(ii,jj+1)=0;        
                imgB(ii-1,jj)=0;           
                imgB(ii-1,jj-1)=0; 
                imgB(ii-1,jj+1)=0;  
                imgB(ii+1,jj)=0;         
                imgB(ii+1,jj-1)=0; 
                imgB(ii+1,jj+1)=0;  
            end 
        end 
    end 
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    fobject=pkfnd(imgA(:,:),th1,sz1);   
    sfobject=size(fobject(:,:)); 
    sfobject=sfobject(1); 
     
    for sp=1:sfobject    %in order to be a particle, it has to have at least one layer of nonzero 
pixels around its local maxima 
        if imgA(fobject(sp,2)-1,fobject(sp,1)) > 0 ... 
            & imgA(fobject(sp,2)+1,fobject(sp,1)) > 0 ... 
            & imgA(fobject(sp,2),fobject(sp,1)-1) > 0 ...  
            & imgA(fobject(sp,2)-1,fobject(sp,1)-1) > 0 ...  
            & imgA(fobject(sp,2)+1,fobject(sp,1)-1) > 0 ... 
            & imgA(fobject(sp,2),fobject(sp,1)+1) > 0 ... 
            & imgA(fobject(sp,2)-1,fobject(sp,1)+1) > 0 ... 
            & imgA(fobject(sp,2)+1,fobject(sp,1)+1) > 0 ...    %till here is a radius of 1 non-zero 
particles 
            & imgA(fobject(sp,2),fobject(sp,1)-2) > 0 ... 
            & imgA(fobject(sp,2)-1,fobject(sp,1)-2) > 0 ... 
            & imgA(fobject(sp,2)+1,fobject(sp,1)-2) > 0 ... 
            & imgA(fobject(sp,2),fobject(sp,1)+2) > 0 ... 
            & imgA(fobject(sp,2)-1,fobject(sp,1)+2) > 0 ... 
            & imgA(fobject(sp,2)+1,fobject(sp,1)+2) > 0;    %till here is a radius of 2 non-zero 
particles   
             
             
        fobject(sp,:)=fobject(sp,:); 
  
                          
        else  
            fobject(sp,:)=0;     
                         
        end    
    end 
     
    if isempty(fobject)== 0 
        nonzero=find(fobject(:,1)~=0); 
        fobjectA=fobject(nonzero,:);  
    else         
        fobjectA=0; 
    end 
  
     
     
    if fobjectA~=0; 
        dlmwrite('ImID_20171201_aerolens_20mbar_1pos.txt',selectedFiles{i},'-
append','delimiter','\t');    %write image name with particles in frameA, even if untrackable 
with B         
        sfobjectA=size(fobjectA(:,:)); 
        sfobjectA=sfobjectA(1); 
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        fcentroid(:,:)=cntrd(imgA(:,:),fobjectA(:,:),sz1);    %calculates the centroid of bright spots 
to sub-pixel accuracy.                     
        xyzsA(:,:)=horzcat(fcentroid(:,1:2),1*ones([sfobjectA 1])); 
                             
    else                     
        flag=0;    
                  
    end 
     
    clear fobject sfobject   
     
     
     
    fobject=pkfnd(imgB(:,:),th1,sz1);  
    sfobject=size(fobject(:,:)); 
    sfobject=sfobject(1); 
     
    for sp=1:sfobject    %in order to be a particle, it has to have at least layer of nonzero pixels 
around it  
        if imgB(fobject(sp,2)-1,fobject(sp,1)) > 0 ... 
            & imgB(fobject(sp,2)+1,fobject(sp,1)) > 0 ... 
            & imgB(fobject(sp,2),fobject(sp,1)-1) > 0 ...  
            & imgB(fobject(sp,2)-1,fobject(sp,1)-1) > 0 ...  
            & imgB(fobject(sp,2)+1,fobject(sp,1)-1) > 0 ... 
            & imgB(fobject(sp,2),fobject(sp,1)+1) > 0 ... 
            & imgB(fobject(sp,2)-1,fobject(sp,1)+1) > 0 ... 
            & imgB(fobject(sp,2)+1,fobject(sp,1)+1) > 0 ...    %till here is a radius of 1 non-zero 
particles 
            & imgB(fobject(sp,2),fobject(sp,1)-2) > 0 ... 
            & imgB(fobject(sp,2)-1,fobject(sp,1)-2) > 0 ... 
            & imgB(fobject(sp,2)+1,fobject(sp,1)-2) > 0 ... 
            & imgB(fobject(sp,2),fobject(sp,1)+2) > 0 ... 
            & imgB(fobject(sp,2)-1,fobject(sp,1)+2) > 0 ... 
            & imgB(fobject(sp,2)+1,fobject(sp,1)+2) > 0;    %till here is a radius of 2 non-zero 
particles          
                   
             
        fobject(sp,:)=fobject(sp,:); 
  
                          
        else  
            fobject(sp,:)=0; 
                         
        end    
    end 
     
    if isempty(fobject)== 0 
        nonzero=find(fobject(:,1)~=0); 
        fobjectB=fobject(nonzero,:);  
    else         
        fobjectB=0; 
    end 
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    if fobjectB(:,:)~=0;                
                 
        sfobjectB=size(fobjectB(:,:)); 
        sfobjectB=sfobjectB(1); 
                    
        fcentroid2(:,:)=cntrd(imgB(:,:),fobjectB(:,:),sz2);    %calculates the centroid of bright 
spots to sub-pixel accuracy. 
        xyzsB(:,:)=horzcat(fcentroid2(:,1:2),2*ones([sfobjectB 1]));                                         
                
    else                 
        flag=0; 
                %delete(selectedFiles{i},selectedFiles{i+1});                 
    end            
                      
    clear fobject sfobject fobjectA sobjectA fobjectB sobjectB  fcentroid fcentroid2     
     
               
     
if flag~=0;    %if the pkfnd has found coordinates of local maxima                  
             
             
            xyzs2(:,:)=vertcat(xyzsA(:,:),xyzsB(:,:));    % Vertical concatenation of matrices xyzsA 
and xyzsB. 
             
            trp(:,:)=track(xyzs2(:,:),maxdisp);    %Constructs n-dimensional trajectories from a 
scrambled list of particle coordinates determined at discrete times 
             
            clear xyzsA xyzsB xyzs2 
  
             
             
            sztrp=size(trp(:,:));        
            sztrp=sztrp(1);         
  
            if sztrp>max(trp(:,4));                  
                 
                for m=2:sztrp 
                     
                    if trp(m,4)==trp(m-1,4);          
  
                        xp(:,m)=(trp(m,1)+trp(m-1,1))/2; 
                        yp(:,m)=(trp(m,2)+trp(m-1,2))/2; 
                        vx(:,m)=(trp(m,1)-trp(m-1,1))/dt; %*pixmm/dt; 
                        vy(:,m)=(trp(m,2)-trp(m-1,2))/dt; %*pixmm/dt; 
                        magn(:,m)=sqrt(vx(:,m).^2+vy(:,m).^2);                             
                         
                    else 
                         
                        xp(:,m)=0; 
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                    end 
                     
                end 
                 
                xp(:); 
                sxp=size(xp(:)); 
                sxp=sxp(1); 
                 
                loc=find(xp(:)~=0); 
                 
                if loc~=isempty(loc);%                      
                     
                    vecdat(:,1) = xp(:,loc); %xp(:,loc)*(pixmm/1000); 
                    vecdat(:,2) = yp(:,loc); %(y-yp(:,loc))*(pixmm/1000); 
                    vecdat(:,3) = vx(:,loc); 
                    vecdat(:,4) = vy(:,loc); 
                    vecdat(:,5) = magn(:,loc); 
                     
                 
%                 vecscale=0.5; 
%                 figure('Color',[1 1 1]), 
%                 quiver(vecdat(:,1),vecdat(:,2),vecdat(:,3),vecdat(:,4),vecscale); 
%                 xlabel({'x (mm)'}); 
%                 ylabel({'y (mm)'}); 
%                 axis([0 1968 0 1998]); 
                     
                    k=k+1; 
                     
                    if k==1 
                         
                        addvec=vecdat; 
                         
                    else 
                         
                        addvec=vertcat(addvec,vecdat);%                          
                         
                    end 
                     
                     
                else 
                     
                    flag=2; 
                    disp('Warning: Particle Tracking was not possible'); 
                    %dlmwrite('20171201_case01_no_tracking_possible.txt',selectedFiles{i},'-
append','delimiter','\t'); 
%                       delete(selectedFiles{i},selectedFiles{i+1}); 
                     
                end 
                 
            else 
                 
                flag=2; 
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                disp('Warning: Particle Tracking was not possible'); 
                %   dlmwrite('20171201_case01_no_tracking_possible.txt',selectedFiles{i},'-
append','delimiter','\t'); 
%                   delete(selectedFiles{i},selectedFiles{i+1}); 
                %              
            end 
             
            if flag~=2; 
                dlmwrite('20171201_aerolensCapExit_20mbar.txt',addvec,'\t'); 
            end 
         
else 
            clear xyzsA xyzsB 
            disp('Warning: Particles were not found'); 
         
            delete(selectedFiles{i},selectedFiles{i+1});    %Delete images that don't contain 
particles 
         
         
     
end 
     
    clear trp sztrp vx vy magn xp yp sxp loc vecdat 
     
    clear imageA imageB imgA imgB 
     
end 
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loadpoints_0mm.m 

 

clear all 
close all 
  
  
[filename, pathname] = uigetfile( ... 
    {'*.txt', 'All Text-Files (*.txt)'; ... 
        '*.*','All Files (*.*)'}, ... 
    'Select Dimilimted Text File to Load'); 
 if isequal([filename,pathname],[0,0]) 
    return 
 else 
    File = fullfile(pathname,filename); 
    vecdat=dlmread(File); 
  
 end 
  
  
pixmm=8.2616;   %this is the ratio between pixels and mm. 
yt=2048*pixmm/1000; 
xc=1900*pixmm/1000;    %When investigating further downstream e.g. at 63mm, sum here 
+63. 
yc=1900*pixmm/1000; 
y0=(1024-50)*pixmm./1000;   %The jet's axis can be from here calibrated to the capillary's 
centre. 
% y0=512*pixmm./1000; 
    vecdat(:,1)=-(vecdat(:,1)*pixmm/1000); 
    vecdat(:,2)=((vecdat(:,2))*pixmm/1000); 
    vecdat(:,3)=-vecdat(:,3)*pixmm; 
    vecdat(:,4)=-vecdat(:,4)*pixmm; 
    vecdat(:,5)=vecdat(:,5)*pixmm; 
    maxvec=min(vecdat(:,1)); 
     
     vecdat(:,1)=vecdat(:,1)+xc;                   %-disp_pixels+cutpix; 
%      vecdat(:,2)=y0-(yc-vecdat(:,2)); 
vecdat(:,2)=y0-vecdat(:,2)-0.2+0.7; 
     
     
figure('Color',[1 1 1]), 
quiver(vecdat(:,1),vecdat(:,2),vecdat(:,3),vecdat(:,4)); 
%legend(num2str(vec_magn)); 
xlabel({'x (mm)'}); 
ylabel({'y (mm)'}); 
  
  
    [filename, pathname] = uiputfile( ... 
        {'*.txt';'*.*'}, ... 
        'Save as');  
    % If 'Cancel' was selected then return 
    if isequal([filename,pathname],[0,0]) 
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        return 
    else 
        % Construct the full path and save 
        filename=[filename]; 
        File = fullfile(pathname,filename); 
        dlmwrite(File,vecdat(:,:),'\t'); 
  
    end 
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display_coloured_vectors.m 

 

clear all 
close all 
  
[filename, pathname] = uigetfile( ... 
    {'*.txt', 'All Text-Files (*.txt)'; ... 
        '*.*','All Files (*.*)'}, ... 
    'Select Dimilimted Text File to Load'); 
 if isequal([filename,pathname],[0,0]) 
    return 
 else 
    File = fullfile(pathname,filename); 
    vecdat=dlmread(File); 
  
 end 
  
 s=size(vecdat); 
 n=s(1); 
   
  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%% 
  
for i=1:size(vecdat) 
  
if abs(vecdat(i,5))>0 & abs(vecdat(i,5))<30 
     
    vecdat1(i,1)=vecdat(i,1); 
    vecdat1(i,2)=vecdat(i,2); 
    vecdat1(i,3)=vecdat(i,3); 
    vecdat1(i,4)=vecdat(i,4); 
    vecdat1(i,5)=vecdat(i,5); 
      
else 
     
    vecdat1(i,1)=0; 
    vecdat1(i,2)=0; 
    vecdat1(i,3)=0; 
    vecdat1(i,4)=0; 
    vecdat1(i,5)=0; 
     
end 
  
end 
  
    x1=vecdat1(:,1); 
    y1=vecdat1(:,2); 
    v1=vecdat1(:,3); 
    u1=vecdat1(:,4); 
    magn1= vecdat1(:,5); 
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    nonzero1=find(v1~=0); 
     
    x1=vecdat1(nonzero1,1); 
    y1=vecdat1(nonzero1,2); 
    v1=vecdat1(nonzero1,3); 
    u1=vecdat1(nonzero1,4); 
    magn1=vecdat1(nonzero1,5); 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%% 
  
  
for i=1:size(vecdat) 
  
if abs(vecdat(i,5))>30 & abs(vecdat(i,5))<100 
     
    vecdat2(i,1)=vecdat(i,1); 
    vecdat2(i,2)=vecdat(i,2); 
    vecdat2(i,3)=vecdat(i,3); 
    vecdat2(i,4)=vecdat(i,4); 
    vecdat2(i,5)=vecdat(i,5); 
     
else 
     
    vecdat2(i,1)=0; 
    vecdat2(i,2)=0; 
    vecdat2(i,3)=0; 
    vecdat2(i,4)=0; 
    vecdat2(i,5)=0; 
     
end 
  
end 
  
    x2=vecdat2(:,1); 
    y2=vecdat2(:,2); 
    v2=vecdat2(:,3); 
    u2=vecdat2(:,4); 
    magn2= vecdat2(:,5); 
     
    nonzero2=find(v2~=0); 
     
    x2=vecdat2(nonzero2,1); 
    y2=vecdat2(nonzero2,2); 
    v2=vecdat2(nonzero2,3); 
    u2=vecdat2(nonzero2,4); 
    magn2=vecdat2(nonzero2,5); 
     
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%% 
  
for i=1:size(vecdat) 
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if abs(vecdat(i,5))>100 & abs(vecdat(i,5))<200 
     
    vecdat3(i,1)=vecdat(i,1); 
    vecdat3(i,2)=vecdat(i,2); 
    vecdat3(i,3)=vecdat(i,3); 
    vecdat3(i,4)=vecdat(i,4); 
    vecdat3(i,5)=vecdat(i,5); 
     
else 
     
    vecdat3(i,1)=0; 
    vecdat3(i,2)=0; 
    vecdat3(i,3)=0; 
    vecdat3(i,4)=0; 
    vecdat3(i,5)=0; 
     
end 
  
end 
  
    x3=vecdat3(:,1); 
    y3=vecdat3(:,2); 
    v3=vecdat3(:,3); 
    u3=vecdat3(:,4); 
    magn3= vecdat3(:,5); 
     
    nonzero3=find(v3~=0); 
     
    x3=vecdat3(nonzero3,1); 
    y3=vecdat3(nonzero3,2); 
    v3=vecdat3(nonzero3,3); 
    u3=vecdat3(nonzero3,4); 
    magn3=vecdat3(nonzero3,5); 
     
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%% 
  
for i=1:size(vecdat) 
  
if abs(vecdat(i,5))>200 & abs(vecdat(i,5))<260 
     
    vecdat4(i,1)=vecdat(i,1); 
    vecdat4(i,2)=vecdat(i,2); 
    vecdat4(i,3)=vecdat(i,3); 
    vecdat4(i,4)=vecdat(i,4); 
    vecdat4(i,5)=vecdat(i,5); 
     
else 
     
    vecdat4(i,1)=0; 
    vecdat4(i,2)=0; 
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    vecdat4(i,3)=0; 
    vecdat4(i,4)=0; 
    vecdat4(i,5)=0; 
     
end 
  
end 
  
    x4=vecdat4(:,1); 
    y4=vecdat4(:,2); 
    v4=vecdat4(:,3); 
    u4=vecdat4(:,4); 
    magn4= vecdat4(:,5); 
     
    nonzero4=find(v4~=0); 
     
    x4=vecdat4(nonzero4,1); 
    y4=vecdat4(nonzero4,2); 
    v4=vecdat4(nonzero4,3); 
    u4=vecdat4(nonzero4,4); 
    magn4=vecdat4(nonzero4,5); 
     
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%% 
  
for i=1:size(vecdat) 
  
if abs(vecdat(i,5))>260 & abs(vecdat(i,5))<340 
     
    vecdat5(i,1)=vecdat(i,1); 
    vecdat5(i,2)=vecdat(i,2); 
    vecdat5(i,3)=vecdat(i,3); 
    vecdat5(i,4)=vecdat(i,4); 
    vecdat5(i,5)=vecdat(i,5); 
     
else 
     
    vecdat5(i,1)=0; 
    vecdat5(i,2)=0; 
    vecdat5(i,3)=0; 
    vecdat5(i,4)=0; 
    vecdat5(i,5)=0; 
     
end 
  
end 
  
    x5=vecdat5(:,1); 
    y5=vecdat5(:,2); 
    v5=vecdat5(:,3); 
    u5=vecdat5(:,4); 
    magn5= vecdat5(:,5); 
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    nonzero5=find(v5~=0); 
     
    x5=vecdat5(nonzero5,1); 
    y5=vecdat5(nonzero5,2); 
    v5=vecdat5(nonzero5,3); 
    u5=vecdat5(nonzero5,4); 
    magn5=vecdat5(nonzero5,5); 
     
     
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%% 
  
for i=1:size(vecdat) 
  
if abs(vecdat(i,5))>340 & abs(vecdat(i,5))<400 
     
    vecdat6(i,1)=vecdat(i,1); 
    vecdat6(i,2)=vecdat(i,2); 
    vecdat6(i,3)=vecdat(i,3); 
    vecdat6(i,4)=vecdat(i,4); 
    vecdat6(i,5)=vecdat(i,5); 
     
else 
     
    vecdat6(i,1)=0; 
    vecdat6(i,2)=0; 
    vecdat6(i,3)=0; 
    vecdat6(i,4)=0; 
    vecdat6(i,5)=0; 
     
end 
  
end 
  
    x6=vecdat6(:,1); 
    y6=vecdat6(:,2); 
    v6=vecdat6(:,3); 
    u6=vecdat6(:,4); 
    magn6= vecdat6(:,5); 
     
    nonzero6=find(v6~=0); 
     
    x6=vecdat6(nonzero6,1); 
    y6=vecdat6(nonzero6,2); 
    v6=vecdat6(nonzero6,3); 
    u6=vecdat6(nonzero6,4); 
    magn6=vecdat6(nonzero6,5); 
     
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%% 
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for i=1:size(vecdat) 
  
if abs(vecdat(i,5))>400 & abs(vecdat(i,5))<480 
     
    vecdat7(i,1)=vecdat(i,1); 
    vecdat7(i,2)=vecdat(i,2); 
    vecdat7(i,3)=vecdat(i,3); 
    vecdat7(i,4)=vecdat(i,4); 
    vecdat7(i,5)=vecdat(i,5); 
     
else 
     
    vecdat7(i,1)=0; 
    vecdat7(i,2)=0; 
    vecdat7(i,3)=0; 
    vecdat7(i,4)=0; 
    vecdat7(i,5)=0; 
     
end 
  
end 
  
    x7=vecdat7(:,1); 
    y7=vecdat7(:,2); 
    v7=vecdat7(:,3); 
    u7=vecdat7(:,4); 
    magn7= vecdat7(:,5); 
     
    nonzero7=find(v7~=0); 
     
    x7=vecdat7(nonzero7,1); 
    y7=vecdat7(nonzero7,2); 
    v7=vecdat7(nonzero7,3); 
    u7=vecdat7(nonzero7,4); 
    magn7=vecdat7(nonzero7,5); 
     
    
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%% 
  
for i=1:size(vecdat) 
  
if abs(vecdat(i,5))>480 & abs(vecdat(i,5))<540 
     
    vecdat8(i,1)=vecdat(i,1); 
    vecdat8(i,2)=vecdat(i,2); 
    vecdat8(i,3)=vecdat(i,3); 
    vecdat8(i,4)=vecdat(i,4); 
    vecdat8(i,5)=vecdat(i,5); 
     
else 
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    vecdat8(i,1)=0; 
    vecdat8(i,2)=0; 
    vecdat8(i,3)=0; 
    vecdat8(i,4)=0; 
    vecdat8(i,5)=0; 
     
end 
  
end 
  
    x8=vecdat8(:,1); 
    y8=vecdat8(:,2); 
    v8=vecdat8(:,3); 
    u8=vecdat8(:,4); 
    magn8= vecdat8(:,5); 
     
    nonzero8=find(v8~=0); 
     
    x8=vecdat8(nonzero8,1); 
    y8=vecdat8(nonzero8,2); 
    v8=vecdat8(nonzero8,3); 
    u8=vecdat8(nonzero8,4); 
    magn8=vecdat8(nonzero8,5); 
     
        
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%% 
  
for i=1:size(vecdat) 
  
if abs(vecdat(i,5))>540 & abs(vecdat(i,5))<580 
     
    vecdat9(i,1)=vecdat(i,1); 
    vecdat9(i,2)=vecdat(i,2); 
    vecdat9(i,3)=vecdat(i,3); 
    vecdat9(i,4)=vecdat(i,4); 
    vecdat9(i,5)=vecdat(i,5); 
     
else 
     
    vecdat9(i,1)=0; 
    vecdat9(i,2)=0; 
    vecdat9(i,3)=0; 
    vecdat9(i,4)=0; 
    vecdat9(i,5)=0; 
     
end 
  
end 
  
    x9=vecdat9(:,1); 
    y9=vecdat9(:,2); 



121 

 

    v9=vecdat9(:,3); 
    u9=vecdat9(:,4); 
    magn9= vecdat9(:,5); 
     
    nonzero9=find(v9~=0); 
     
    x9=vecdat9(nonzero9,1); 
    y9=vecdat9(nonzero9,2); 
    v9=vecdat9(nonzero9,3); 
    u9=vecdat9(nonzero9,4); 
    magn9=vecdat9(nonzero9,5); 
%      
%      
%         
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%% 
%          
%     for i=1:size(vecdat) 
%  
% if abs(vecdat(i,5))>580 & abs(vecdat(i,5))<620 
%      
%     vecdat10(i,1)=vecdat(i,1); 
%     vecdat10(i,2)=vecdat(i,2); 
%     vecdat10(i,3)=vecdat(i,3); 
%     vecdat10(i,4)=vecdat(i,4); 
%     vecdat10(i,5)=vecdat(i,5); 
%      
% else 
%      
%     vecdat10(i,1)=0; 
%     vecdat10(i,2)=0; 
%     vecdat10(i,3)=0; 
%     vecdat10(i,4)=0; 
%     vecdat10(i,5)=0; 
%      
% end 
%  
% end 
%  
%     x10=vecdat10(:,1); 
%     y10=vecdat10(:,2); 
%     v10=vecdat10(:,3); 
%     u10=vecdat10(:,4); 
%     magn10= vecdat10(:,5); 
%      
%     nonzero10=find(v10~=0); 
%      
%     x10=vecdat10(nonzero10,1); 
%     y10=vecdat10(nonzero10,2); 
%     v10=vecdat10(nonzero10,3); 
%     u10=vecdat10(nonzero10,4); 
%     magn10=vecdat10(nonzero10,5); 
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sqx=[10.0:0.1:10.0+100]; 
sqy=[2.5:0.1:3.8]; 
     
  
figure1 = figure('Color',[1 1 1]); 
  
% Create axes 
axes1 = axes('Parent',figure1,... 
    'FontWeight','bold',... 
    'FontSize',12,... 
    'DataAspectRatio',[1 1 1]); 
  
val=0.5; 
  
hold on 
  
quiver(x1,y1,v1,u1,0.2,'Color',[0 0 1]); 
  
quiver(x2,y2,v2,u2,0.2,'Color',[0.2 0.6 1]); 
  
quiver(x3,y3,v3,u3,0.2,'Color',[0.2 0.8 1]); 
  
quiver(x4,y4,v4,u4,0.3,'Color',[0.2 1 1]); 
  
quiver(x5,y5,v5,u5,1,'Color',[0 1 0]); 
  
quiver(x6,y6,v6,u6,0.6,'Color',[0.6 1 0]); 
  
quiver(x7,y7,v7,u7,0.7,'Color',[1 1 0]); 
  
quiver(x8,y8,v8,u8,0.8,'Color',[1 0.7 0]); 
  
quiver(x9,y9,v9,u9,val,'Color',[1 0 0]); 
%  
% quiver(x10,y10,v10,u10,val,'Color',[1 0 1]); 
  
% plot(sqx,2.5,'-k'); 
% plot (10.0,sqy,'-k'); 
% plot(sqx,3.8,'-k'); 
% plot(sqx,-2.5,'-k'); 
% plot(sqx,-3.8,'-k'); 
% plot (10.0,-sqy,'-k'); 
  
axis equal; 
  
% quiver(x8,y8,v8,u8,'Color',[1 0 0],'AutoScaleFactor',8*step); 
  
h=legend('0-30m/s','30-100m/s','100-200m/s', '200-260m/s',... 
       '260-340m/s', '340-400m/s','400-480m/s','480-540m/s','540-580m/s' ); 
    set(h,'Location','NorthWest','Orientation','horizontal'); 
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xlabel({'x (mm)'}); 
ylabel({'y (mm)'}); 
  
axis([0 20 -8 8]); 
set(gca,'XTick',[0:2:20]); 
set(gca,'YTick',[-8:1:8]); 
hold off 
  
vecdatt=sortrows(vecdat,3); 
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Appendix B 

Insight 3GTM Software User Guide.  

 

Configure the Capturing Settings  

First, the Sychronizer must be turned on (Figure B.1), the Camera connected and the 

Laser Power Supplies turned on. Otherwise, an Error Message will be displayed when 

starting the software.  

 

 

Figure B.1: Photograph of the Synchronizer, when turned on. 

 

Afterwards, the Insight 3GTM Insight Software can be initialized. When the window is 

displayed, will be directed to the “Exp Tree” tab by default, where all the runs are presented 

on the left, trough a TreeView visualization.  

When clicking on the “+” icon on any of the runs presented on the TreeView, the 

contained folders will be displayed. Inside the “Raw Data” the images captured during the 

experiment can be found.  

This is really useful when something in the images needs to be examined, e.g. a specific 

particle, the noise from the capillary reflection, etc.  

To start a new run, click “New Run” on the top left of the window (Figure B.2). 
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Figure B.2: Main window of the Insight 3GTM software. All the previous runs are displayed on the 

left side. 

 

When the new run is created, click on the “Capture” tab at the bottom of the window, 

where the main capturing settings are configured. 

From the scroll-down list displayed next to “Capture”, three options can be chosen: the 

Single, the Continuous and the Sequence.  

The Continuous mode is very useful, as no images are saved on the disk. This is used 

when calibrating the laser, setting the camera focus, etc.  

The Sequence mode is the one used when running experiments, where images are 

captured and saved on the hard disk. When Sequence mode is selected, the icon on the right 

can be clicked and a “Sequence Setup” window will pop up. The “Number of Captures” is 

the number of pair of images that will be captured at this Capture round. When the number 

of images is reached, the laser stops. The “Start Number” is the number from which the 

name of the image will start. For example, if the Number of Captures is 100 and the Start 
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Number is 23, then the name of the first captured image will be 23 and the name of the last 

one will be 122. 

The laser has 3 power options to select: High, Medium and Low. Even though all of 

them have default values, the values can be modified through the “Laser Energy Setup” 

pop-up window, in order to manually change the laser power.  

 

 

Figure B.3: Configuration of the capturing settings before starting an experiment. 

 

The Timing Setup should be configured as shown in the Figure B.4 below: 
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Figure B.4: Configuration of the Timing Setup. 

 

In order to start the laser, first the two start buttons should be pushed on the Remote 

Controller. The top one starts the Flashlamp and the second the Q-Switch.  

 

Figure B.5: Photograph of the Remote Controller, when the Flashlamp and the Q-switch are both 

turned on. 
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When both leds are on, then either the “Laser On” or the “Capture” button on the display 

should be clicked. The “Laser On” will start the laser, but not the camera, and is mostly 

used when calibrating the laser. On the other hand, the “Capture” button starts both the 

Laser and the Camera, and that needs to be clicked in order to capture images.  

When the number of images is reached, the laser stops, and both the “Stop” buttons on 

the remote box should be pushed and the “Laser Off”, “Stop” buttons on the display should 

be clicked. 
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Image Generator 

When a new image needs to be generated, which is a result of many images summed 

together, as described in section 4.2, first select the images that will be summed, right click, 

and then select “Open”. Then click on the “Analysis” tab.  

The software has many tools that can be selected by clicking the “Setup” icon on the 

“Pre-processing” section. The one for generating the image is the “Image Generator”. 

Through the “Output Setup” button, the name of the generated image can be changed. When 

ready, click on the “Start” button. The generated image will be saved on the “Analysis” 

folder of the current Run.  

 

 

Figure B.6: Procedure for generating a new image using existing ones. 
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Appendix C 

Instructions for using the DMA and CPC.  

 

Introduction to the Hardware 

The Electrostatic Classifier used to configure the parameters of the Differential Mobility 

Analyzer (DMA) is presented in the Figure C.1 below.  

 

 

Figure C.1: Photograph of the Differential Mobility Analyzer. The main parameters for 

configuration (Panel Ctrl, Sheath Flowrate, DMA Voltage) are shown. 

 

1) Two modes are available: the “Analog Ctrl” and the “Panel Ctrl”. In the “Analog 

Ctrl” mode, the DMA receives commands from the CPC and the DMA Voltage is 

set automatically. This is the mode for investigating size distributions and particle 
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concentration of the spark source. In the “Panel Ctrl” mode, the DMA voltage should 

be set to a specific value. This is the mode to select the particle size in the exit of the 

DMA. 

2) The Sheath Flowrate goes from 0 to 15 lpm. When the flowrate is reached, the led 

in the middle (“SHEATH FLOW”) will be green. If 15 lpm cannot be  

reached, set to 14.5 lpm. 

3) The DMA Voltage should be set to a specific value when the DMA works on  

“Panel Ctrl” mode. Starts from 10 V and thus particles sizes that need smaller voltage 

value cannot be selected. 

 

Turning off procedure: Set DMA Voltage and Sheath Flowrate to OFF before turning 

off the device. 
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The Condensation Particle Counter (CPC) is presented on the following Figure C.2.  

 

 

Figure C.2: Photograph of the Condensation Particle Counter (CPC).  

 

1) The Butanol should be placed higher than the CPC device. 

2) When is green, the device is ready to use. 

3) This is the inlet of the CPC.  

WARNING! 

The inlet flow of the CPC should never be less than the flow that it is supposed to 

get. For example, if it is set on the 1.5 lpm mode, then inlet flow should be at least 

1.5 lpm. 
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Turning on/off procedure: Turn on the flow to CPC BEFORE turning on the CPC. 

Turn off the flow to CPC AFTER turning off the CPC. 

 

Laptop is used only when DMA works on “Analog Ctrl” mode. The “Aerosol 

Instrument Manager” software is used. 

 

 

Figure C.3: Photograph of the laptop used for the collection of the particle size distribution. 
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“Analog Ctrl” mode 

Configure the DMA: 

First of all the DMA should be set on the “Analog Ctrl” mode.  

Typically, the Sheath Flow is 10 or 5 times the CPC flow e.g. if the 0.3 mode is chosen in 

the CPC, then the flow is set to 3.0 lpm. Thus, the value of the Sheath Flow can be selected 

according to the needs of the experiment, but it is important to remember to change the 

default values in the software as well.  

The exit of the DMA should be connected to the CPC inlet. A filter must be used to ensure 

that the flow in the CPC is always adequate. 

 

Configure the CPC: 

First of all navigate by turning the shaft to the “Inlet Flow Mode”. By pushing the shaft, 

choose one of the two modes available: the 0.3 mode and the 1.5 mode. 

When the Sheath Flow is lowered, the minimum particle diameter that can be detected gets 

higher (it will be shown on the laptop when setting the properties). That’s why the 0.3 mode 

has the disadvantage that it can measure particles with minimum diameter 13 nm. The 

appropriate CPC flow/Sheath flow ratio can be chosen according to the needs. For example, 

the CPC flow can be set at 1.5 lpm and the Sheath Flow at 7.5 lpm without any problem, 

but at 1.5 lpm the particle concentration could be too high for the CPC to be measured 

correctly.  

If the particle concentrations are high, there is a great chance that the CPC will output an 

error warning. This is the main reason that an additional chamber was used to dilute the 

particle concentrations. Knowing that the capillary flow is ~1lpm, 10 lpm were also used 

in the additional chamber, in order to achieve a 1/10 dilution.  

 

Configure the Laptop: 

Hardware Settings: 

1) In the “CPC Model and Flow Rate” tab, the “3776 low” is chosen for the 0.3 mode 

and the “3776 high” for the 1.5 mode. 

2) In the “DMA Flow Rate (lpm) tab, the ratio between the “Sheath” and “Aerosol” 

should be 10/1 in order to achieve a “strict” size selection from the DMA e.g. 10 

nm ± 2 nm. If the Sheath Flow is lower e.g. 7 lpm, then the distribution will be 

broader and the number concentrations higher. The “Sheath” is the Sheath Flow 

that is set on the DMA and here 14.5 lpm was chosen, because the CPC had 

difficulty reaching the 15 lpm. The “Aerosol” is the flow that can be pumped 

through the capillary, which is ~1 lpm. 
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3) The “Size Range Bounds” (Diameter) is where the drawback of the 0.3 mode was 

shown (that the minimum detectable particle diameter is 13 nm) after clicking the 

“Set to Max Range” button. 

4) The Scan Time is how much time will be needed for a full scan. Set it to 3’. 

5) The “Length”, “Inner Radius” and “Outer Radius” should be set as shown in the 

following image.  

 

 

Figure C.4: Configuration of the Hardware Settings of the “Aerosol Instrument Manager” 

software. 

 

Scheduling: 

The scheduling time is set to 5 min, which means that it will take a new sample every 5 

minutes.  

In the Hardware Settings the Scan Time was set to 3 minutes, which means that 2 minutes 

remain before going to the next sample. This remained time is used by the CPC to “clean” 

itself.  
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Figure C.5: Configuration of the Scheduling parameters of the “Aerosol Instrument Manager” 

software. 

 

  



137 

 

Physical properties: 

 

Figure C.6: Configuration of the Physical Properties parameters of the “Aerosol Instrument 

Manager” software. 
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Communications: 

 

Figure C.7: Configuration of the Communication parameters of the “Aerosol Instrument Manager” 

software. 
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“Panel Ctrl” mode 

Configuring the DMA: 

First of all the DMA should be set on the “Panel Ctrl” mode.  

Typically, the Sheath Flow is 10 or 5 times the flow that is pumped through the capillary. 

The latter will give broader distribution and higher concentration and thus more particles 

will enter the vacuum chamber. Thus, the value of the Sheath Flow can be selected 

according to the needs of the experiment. 

The DMA Voltage should be set to a specific value, which corresponds to a specific particle 

size. The voltage can be found through the “Aerosol Instrument Manager” and how this is 

achieved will be explained below. 

The exit of the DMA can be either connected to the capillary and continue run the PIV 

experiments or to the inlet of the CPC and thus check the concentration of the particles of 

this specific size. 

 

Find the voltage value for a specific particle size: 

Three things are vital for the determination of the voltage that the DMA should be set: 

• The Sheath Flow that the DMA will have during the experiments. 

• The Flow that is pumped through the capillary (Aerosol). 

• The desirable particle size for the PIV experiments. 

Caution! If any of these values change, the voltage should be recalculated! 

Open the “Aerosol Instrument Manager” and go to Hardware Settings. Input everything 

like would do in the “Analog Ctrl” mode and the appropriate Sheath Flow and Aerosol 

Values.  

Change the Lower and Upper values to the desirable size and the corresponding voltage 

value will be shown below at the “Voltage Range” as shown below. 

1) Set manually the desirable particle size e.g. 9.8 – 10.2 nm. 

2) The voltage value that the DMA should be set, is shown here.  

For example, for a Sheath Flow = 10 lpm and Aerosol = 1 lpm, the voltages for 10 nm 

and 50 nm would be: 

(9.31-10nm) -> 20-23V (mean = 21.5V) 

(48.7-50nm) -> 494-528V (mean = 511V) 

Caution! If the voltage value = “<10”, that means that this particle size cannot be 

selected, because DMA voltage cannot go lower than 10V. 
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Figure C.8: Procedure for finding the appropriate voltage value to set the DMA for a desired 

particle size. 

 

For example, in the following tables is presented the voltage at which the DMA should 

be set for a sheath flow rate of 10 lpm and 5 lpm respectively.  

 

Table 3: The voltage values for 10 nm, 50 nm and 100 nm particle size respectively, when running 

on a 10 lpm sheath flow rate. 

Particle size (nm) Voltage (V) 

10 21.5 

50 511 

100 1773.5 

 

Table 4: The voltage values for 10 nm, 50 nm and 100 nm particle size respectively, when running 

on a 5 lpm sheath flow rate. 

Particle size (nm) Voltage (V) 

10 10.5 

50 255.5 

100 886.5 

 


