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Καινοτόμες και εύρωστες μαθηματικές τεχνικές αυτόματης

ταύτισης δεδομένων εικόνων

Περίληψη

Οι διαδικασίες επεξεργασίας εικόνων συχνά περιλαμβάνουν τη σύγκριση εικόνων

που απεικονίζουν τις ίδιες ή παρόμοιες σκηνές. Αυτές μπορεί να λαμβάνονται από

διαφορετικές θέσεις, σε διαφορετικές χρονικές στιγμές, υπό διαφορετικές συν-

θήκες φωτισμού ή με τη χρήση διαφορετικών μέσων λήψης.

Για παράδειγμα, στην Ιατρική απεικόνιση, λόγω της συμπληρωματικής φύσης των

απεικονιστικών μεθόδων, χρειάζεται η σύγκριση εικόνων από διαφορετικούς αι-

σθητήρες (όπως για παράδειγμα CT-MRI, CT- PET) για να εκτιμηθεί η κατάσταση
του ασθενούς, ώστε να αποφασιστεί το πλάνο θεραπείας. Η ταύτιση ιατρικών

εικόνων με ελάχιστο σφάλμα συμβάλλει στην ακριβέστερη διάγνωση και, κατά

συνέπεια, στην καλύτερη μεταχείριση και ταχύτερη ίαση του ασθενούς, αλλά και

στη συντόμευση της παραμονής του στο νοσοκομείο με τη ταυτόχρονη μείωση

του ιατρικού κόστους. Δορυφορικές εικόνες συχνά συγκρίνονται για την ανίχνευ-

ση φυσικών ή ανθρωπογενών αλλαγών στο περιβάλλον, επόπτευση των φυσικών

πόρων ή και ανανέωση των ψηφιακών χαρτών. Σε αυτή την περίπτωση, ένα μικρό

σφάλμα στην ταύτιση εικόνων τηλεπισκόπησης οδηγεί σε γεωγραφική απόκλιση

πολλών χιλιομέτρων.

Παρά τη χρήση τους σε πολλούς επιστημονικούς τομείς, η Ταύτιση Εικόνων (Im-
age Registration) παραμένει ένα άλυτο πρόβλημα ως προς τις μεθόδους σύγκρισης
και βελτιστοποίησης. Σκοπός της ερευνητικής διαδικασίας αυτής της διδακτο-

ρικής διατριβής είναι ο σχεδιασμός καινοτόμων και εύρωστων μεθόδων για την

αυτόματη ταύτιση δεδομένων εικόνων. Για αυτό το σκοπό, σχεδιάστηκαν αριθμη-

τικές μέθοδοι προσεγγίσεων βασισμένες σε διαφορετικές μεθευρετικές μεθόδους

(metaheuristics) σε συνδυασμό με μηχανική μάθηση και αναζήτηση ενσωμάτωσης
intensity-based μεθόδων. ΄Εγινε προσπάθεια να αναπτυχθεί μία ικανή αυτόματη
μέθοδος που να μπορεί να χρησιμοποιηθεί για οποιοδήποτε ζεύγος εικόνων με δε-

δομένα από διάφορες πηγές.

Η δομή της ερευνητικής μεθοδολογίας της διατριβής περιλαμβάνει τα παρακάτω

στάδια:

• Μεθευρετική Βελτιστοποίηση (Meta-heuristic optimization): Στη μαθημα-
τική μοντελοποίηση του προβλήματος της ταύτισης εικόνων, θεωρείται ως

ένα πρόβλημα βελτιστοποίησης, όπου η αντικειμενική συνάρτηση είναι η ο-

μοιότητα (ανομοιότητα) των εικόνων και οι εικόνες ταυτίζονται αν αυτή η

συνάρτηση μεγιστοποιείται (ελαχιστοποιείται). Γι΄ αυτό η μέθοδος βελτιστο-

ποίησης πρέπει να είναι εύρωστη και ικανή να βελτιστοποιεί τη συνάρτηση

με τον ελάχιστο δυνατό αριθμό επαναλήψεων.

• Υπολογιστικό κόστος: Στη Μεθευρετική Βελτιστοποίηση, οι επαναλαμβα-
νόμενες εκτιμήσεις της αντικειμενικής συνάρτησης αυξάνουν το υπολογιστι-

κό κόστος. Γι΄ αυτό, έγινε έρευνα για τη μείωση του υπολογιστικού κόστους

με τη χρήση Surrogate Models, τα οποία κατασκευάζονται με τη χρήση με-
θόδων μηχανικής μάθησης. Παρά το γεγονός ότι χρησιμοποιούνται συχνά

στη Μεθευρετική Βελτιστοποίηση, τα μοντέλα αυτά δεν είχαν χρησιμοποιη-

θεί στην ταύτιση δεδομένων εικόνων.

• Μέτρο ομοιότητας: Το μέτρο ομοιότητας είναι ένας σημαντικός παράγο-
ντας στην ταύτιση των εικόνων, διότι χρησιμοποιείται για τη σύγκριση τους.
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Στην παρούσα έρευνα, δόθηκε έμφαση στα intensity-based measures, λόγω
των πλεονεκτημάτων τους. Σκοπός είναι η εύρεση ενός τρόπου μείωσης της

έκτασης των μειονεκτημάτων τους. Συγκεκριμένα, έγινε έρευνα σε μέτρα ο-

μοιότητας βασισμένα στη στατιστική απόκλιση του Renyi (Renyi divergence),
η οποία έχει χρησιμοποιηθεί ευρέως στην ταύτιση εικόνων.

Τα καινοτόμα επιτεύγματα που προκύπτουν από την ερευνητική διαδικασία της

διατριβής μπορούν συνοπτικά να περιγραφούν ως:

• Βελτιστοποίηση: Στην αρχή, χρησιμοποιήθηκαν γενετικοί αλγόριθμοι, οι ο-
ποίοι έχουν χρησιμοποιηθεί ευρέως στην ταύτιση εικόνων. Συγκεκριμένα,

έγινε πρόοδος στην έρευνα σχετικά με τη σχέση του ρυθμού μετάλλαξης

και του αριθμού των elits στους elitist γενετικούς αλγορίθμους και πώς ε-
πηρεάζουν τη βελτιστοποίηση. Παρατηρήθηκε ότι ο αυξημένος αριθμός των

elites ή/και ο αυξημένος ρυθμός μετάλλαξης συντελεί σε καλύτερη βελτιστο-
ποίηση. Παρόλαυτα, εξαιτίας των μειονεκτημάτων τους, έγινε προσπάθεια

εστίασης σε αλγορίθμους οι οποίοι δεν είχαν χρησιμοποιηθεί στην ταύτιση

εικόνων μέχρι σήμερα. Η Αρμονική Αναζήτηση (Harmony Search) ήταν μία
καλή εναλλακτική λόγω της απλής υλοποίησης και της ικανότητας να εκ-

μεταλλεύεται αποτελεσματικότερα τις υποψήφιες λύσεις. Η διαδικασία αυτή

δεν είχε χρησιμοποιηθεί στην ταύτιση εικόνων. Στη διάρκεια της ερευντι-

κής διαδικασίας, αρχικά τροποποιήθηκε η μεθόδος σε μία νέα καλύτερη και

ταχύτερη μέθοδο η οποία συνδυάζει αρμονική αναζήτηση με τον αλγόριθμο

ALOPEX.Αυτή τη μέθοδο συγκρίναμε με μεθόδους ταύτισης του λογισμικού
ITK (Insight Toolkit for Segmentation and Registration) και προέκυψε ταύτιση
μεγαλύτερης ακρίβειας. Επίσης, κατασκευάσαμε ένα νέο κριτήριο τερματι-

σμού βασισμένο στη μέση τιμή και την τυπική απόκλιση της συνάρτησης

ομοιότητας των υποψηφίων λύσεων. Τέλος, επεκτείναμε τον αλγόριθμο αυ-

τό και σχεδιάσαμε έναν νέο, ταχύτερο αλγόριθμο, ο οποίος εκμεταλλεύεται

αποτελεσματικότερα τις υποψήφιες λύσεις.

• Surrogate models με Μηχανική Μάθηση: Παρά τις βελτιώσεις στη βελτι-
στοποίηση, οι επαλαμβανόμενες εκτιμήσεις της ομοιότητας των εικόνων για

κάθε υποψήφια λύση αυξάνουν σημαντικά το υπολογιστικό κόστος. Αυτό το

κόστος γίνεται μεγαλύτερο στην περίπτωσή μας λόγω του ήδη σημαντικού

υπολογιστικού κόστους των intensity- based methods. Για αυτό το σκοπό,
χρησιμοποιήθηκαν μέθοδοι μηχανικής μάθησης για την κατασκευή αποτελε-

σματικής, ακριβούς και υπολογιστικά φθηνής προσέγγισης της συνάρτησης

ομοιότητας των εικόνων. Από τις μεθόδους που μελετήσαμε, η μέθοδος

Support Vector Regression (SVR) ήταν η μέθοδος με το ελάχιστο σφάλμα
προσέγγισης. Η μερική αντικατάσταση της αρχικής συνάρτησης ομοιότητας

από την SVR μείωσε το υπολογιστικό κόστος της βελτιστοποίησης μέχρι
και 47% χωρίς ταυτόχρονη μείωση της ποιότητας των αποτελεσμάτων.

• Μέτρο Ομοιότητας: Οι intensity-based methods συγκρίνουν τις εντάσεις των
pixels μέσω στατιστικών ή άλλων μαθηματικών μέτρων. Το πιο επιτυχημένο
και ευρύτατα χρησιμοποιημένο είναι η Αμοιβαία Πληροφορία (Mutual Inform-
ation). Η επιτυχία αυτών οδηγησε στην έρευνα και άλλων παρόμοιων στατι-
στικών μέτρων. Στην παρούσα έρευνα δόθηκε έμφαση σε μέτρα ομοιότητας

βασισμένα στη στατιστική απόκλιση του Renyi, η οποία έχει χρησιμοποιηθεί
στην ταύτισης εικόνων. Στα πλαίσια της έρευνας, έγιναν πειράματα για την

κατανόηση της σχέσης μεταξύ της παραμέτρου α του Renyi και του ποσο-
στού δειγματοληψίας της εικόνας και πως επηρεάζουν το λάθος της ταύτισης

εικόνων. Τα αποτελέσματα έδειξαν ότι η αύξηση της παραμέτρου α μειώνει
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το λάθος της ταύτισης ακόμα και όταν χρησιμοποιούμε μικρό ποσοστό της

εικόνας.

• Συρραφή εικόνων: Τα παραπάνω επιτεύγματα χρησιμοποιήθηκαν για την
κατασκευή μία νέας μεθόδου για Συρραφή εικόνων (Image Stitching), οι
οποίες έχουν ληφθεί από μικροσκόπιο. Αυτή η μέθοδος συγκρίθηκε με

μία μέθοδο από το Fiji, ένα πακέτο ελεύθερου λογισμικού ανοικτού κώδικα
για επεξεργασία εικόνας, το οποίο χρησιμοποιείται από νευροεπιστήμονες,

ιατρούς και βιολόγους. Σε αντίθεση με τη μέθοδο του Fiji, του οποίου
το αποτελέσμα εξαρτάται από εναν μεγάλο αριθμό παραμέτρων, η μέθοδός

μας χρησιμοποιεί λιγότερες παραμέτρους. Αυτό καθιστά την εφαρμογή μας

εύχρηστη για το μέσο χρήστη ώστε να κατασκευάσει υπερεικόνες μεγάλης

ανάλυσης από το συνδυασμό μικρότερων εικόνων.

Συμπερασματικά, παρά την αύξηση των δημοσιεύσεων στην ταύτιση εικόνων με

τη χρήση μεθευρετικών μεθόδων βελτιστοποίησης των intensity-based methods,
τα τελευταία 15 χρόνια, εξακολουθεί να υπάρχει ένα ερευνητικό κενό στον τομέα

αυτό, εξαιτίας των παρακάτω λόγων:

• Μεγάλος αριθμός των Μεθευρετικών μεθόδων βελτιστοποίησης: Υπάρχει
ένας μεγάλος αριθμός μεθόδων, όπου οι περισσότερες έχουν δοκιμαστεί

ελάχιστα ή καθόλου. Επιπλέον, θα ήταν χρήσιμο να ερευνηθεί η ενοποίηση

μεθευρετικών και συμβατικών μεθόδων, κάτι το οποίο δεν προέκυψε από τη

βιβλιογραφική μας αναζήτηση.

• Παρά το ότι τα Surrogate Models, έχουν επιτυχώς χρησιμοποιηθεί σε διάφο-
ρα προβλήματα βελτιστοποίησης, δεν έχουν χρησιμοποιηθεί στην Ταύτιση

εικόνων. Η χρήση τους μπορεί να μειώσει το υπολογιστικό κόστος και τη

διάρκεια της διαδικασίας.

Σε αυτήν την ερευνητική διαδικασία, ενσωματώθηκαν τεχνικές σε μεθόδους ταύ-

τισης εικόνων με τη χρήση μεθευρετικών αλγοριρίθμων (σε μετασχηματισμούς

rigid και affine) τόσο ως προς τη χρήση μιας μεθόδου βελτιστοποίησης (η οποία
δεν είχε χρησιμοποιηθεί ως σήμερα) όσο και στην εισαγωγή των Surrogate Mo-
dels. Παρά τις βελτιώσεις που εισήχθησαν, υπάρχει περιθώριο για επιπλέον έρευνα
επεκτείνοντας την ερευνητική διαδικασία μου σε άλλα πολυπλοκότερα προβλήματα

ταύτισης εικόνων και προηγμένες μεθόδους ελαχιστοποίησης κόστους για μεγα-

λύτερη μείωση του κόστους της ταύτισης δεδομένων χωρίς απώλεια ποιότητας των

αποτελεσμάτων.

Τα αποτελέσματα της ερευνητικής δραστηριότητας έχουν μέχρι τώρα παρουσιαστεί

στην επιστημονική κοινότητα μέσω των παρακάτω δημοσιευμένων εργασιών:

1. Spanakis, C., Mathioudakis, E., Kampanis, N., Tsiknakis, M., & Marias, K.
(2016, October). A new approach in image registration. In 2016 IEEE Inter-
national Conference on Imaging Systems and Techniques (IST) (pp. 449-453).
IEEE.

2. Spanakis, C., Mathioudakis, E., Tsiknakis, M., & Marias, K. (2018, October).
Elitism in intensity-based image registration. In 2018 IEEE International Con-
ference on Imaging Systems and Techniques (IST) (pp. 1-5). IEEE.

3. Spanakis, C., Mathioudakis, E., Tsiknakis, M., Kampanis, N., & Marias, K.
(2018, July). Function Approximation for Medical Image Registration. In
2018 41st International Conference on Telecommunications and Signal Pro-
cessing (TSP) (pp. 1-5). IEEE.
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4. Spanakis, C., Mathioudakis, E., Kampanis, N., Tsiknakis, M., & Marias, K.
(2019). Machine-learning regression in evolutionary algorithms and image
registration. IET Image Processing, 13(5), 843-849.

5. Spanakis, C., Mathioudakis, E., Kampanis, N., Tsiknakis, N., & Marias, K.
(2019, December). Renyi divergence and non-deterministic subsampling in
Rigid Image Registration. In 2019 IEEE International Conference on Imaging
Systems and Techniques (IST) (pp. 1-6). IEEE.
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Abstract

In image processing, it is quite common to compare images that depict the same
scene or similar scenes. Often, these images are acquired from different viewpoints,
at different times, under different lighting conditions or using different media. For
example, in Medical Imaging, due to the complementary nature of the imaging me-
thods, we need to compare images from different sensors (CT-MRI, CR-PET, etc.)
in order to assess the condition of the patient and the treatment plan. Medical Image
Registration with minimum error contributes to diagnosis that is more accurate and,
therefore, better treatment and faster recovery of the patient, to his shorter stay in the
hospital, with the consequent reduction of medical costs. Images from satellites are
often compared in order to detect natural or man-made changes in the environment,
supervise the natural resources or update maps. Even the smallest error in remote
sensing Image Registration may correspond to deviation of several kilometers.
Despite its application in several areas, Image Registration remains an unsolved pro-
blem with respect to image similarity methods and optimization. The purpose of this
thesis is the design of new, robust methods for the automatic alignment of image data.
To this end, an approach based on different metaheuristic methods, in combination
with machine learning and further search in intensity-based similarity methods is
developed. Since we tried to develop a novel and robust automatic method, that can
be used globally on any possible image pair. The data we used are from various
applications. The thesis can be divided into three areas of focus:

• Meta-heuristic optimization: From a mathematical point of view, image regi-
stration is an optimization problem, where the objective function is the simila-
rity (dissimilarity) of the images and the images are aligned, when this image is
maximized (minimized). Therefore, optimization method must be robust and
able to optimize the objective function using an few iterations as possible.

• Computational cost: In meta-heuristic optimization, the repetitive estimations
of the objective function increases the computational cost. Therefore, we did
research on minimizing the computational cost with the use of Surrogate mo-
dels, which are constructed via machine learning methods. Although these are
often used in metaheuristic optimization, they have never been used in image
registration.

• Similarity measure: The similarity measure is an important key in image re-
gistration, because it is used for the comparison of the images. In our research,
we focused on the intensity-based similarity measures, because of their advan-
tages. The purpose is to find a way to minimize the effect of their disadvan-
tages. In our work, we focused on metrics based on Renyi divergence, which
have been mostly used in image registration.

Respectively, our achievements are the following ones:

• Optimization: Initially, we started with genetic algorithms which have been
widely used in image registration. Progress has been made on our search re-
garding the relation between mutation rate and the number of the elites in elitist
genetic algorithms and how they affect optimization. An increased number of
elites or/and increased mutation rate leads to more robust optimization. Still,
due to their inherent disadvantages, we later tried to focus on other optimiza-
tion methods that have not been used in image registration. Harmony Search
was a good candidate due to its simplicity and ability to exploit more suffi-
ciently the candidate solutions. Also, it has not been used in image registra-
tion. During our research, we initially managed to modify the basic Harmony
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Search optimization method into a new, better method which combines har-
mony search with ALOPEX algorithm. This method has been compared with
ITK (Insight Toolkit for Segmentation and Registration) methods and has out
competed them in terms of accuracy. Also, we devised a new termination cri-
terion based in the combination of the mean and the standard deviation of the
similarity estimation of the candidate solutions. Secondly, we expanded this
algorithm and devised a new one, which has exploits even more sufficiently
and faster the candidate solutions.

• Machine-Learning-based Surrogate Models: Despite the improvements in op-
timization, the repetitive estimations of the similarity of the images for each
candidate solution increases the computational cost. This cost is even greater
due to the inherent computational cost of the intensity-based methods. Here,
we used machine learning methods in order to construct Surrogate Models that
produce an efficient, accurate and cheap estimation of the images’ similarity.
Among the methods we studied, Support Vector Regression (SVR) was the
method with the minimum approximation error. The partial substitution of the
original similarity method by SVR reduced the minimization cost up to 47%
without quality loss of our results.

• Similarity measure: Intensity-based methods compare the pixel intensities of
the images via statistical or mathematical measures. The most successful
and widely used is Mutual Information and its derivatives. Their success has
spawned research on other similar information-based statistic measures. Our
research has focused on similarity metrics based on Renyi divergence, which
has been widely used in image registration. In our experiments, we tried to
understand the relation between the parameter α of Renyi divergence and the
sub-sampling factor and how it affects the registration error in image registra-
tion. The results have shown that the increase of the parameter α reduces the
registration error even when the used image sample is small registration error
even when the used image sample is small.

• Image Stitching: Last but not least, the achievements above were used in prac-
tice for the creation of a new method for stitching images acquired from mi-
croscope. This method has been compared with the one used in Fiji, an open
source image processing package that has been used by neuroscientists, doc-
tors and biologists. Unlike, the Fiji method, whose results depend on a number
of parameter values inserted by the users, our method has fewer parameters
which make it easier for the average user to use and create hyper-analysis im-
ages via combination of smaller ones.

Overall, we claim that, despite the increase of the publications on metaheuristic-
optimization-oriented intensity-based image registration over the last fifteen years,
there is still a gap in the research in that area, due to the following reasons:

• Vast number of Metaheuristic Optimization methods. There is a huge number
Metaheuristic Optimization methods in existence (most of them have never
been used at all or have not been exploited thoroughly), each one of them
having its own advantages and disadvantages. Also, research is needed in the
fusion of metaheuristics and conventional optimization methods, which, as far
as we know from the literature review, is

• Despite the fact that Surrogate Models have been successfully used in other
optimization problems, they have not been used in image registration. The use
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of Surrogate Models can reduce the computational cost and reduce the duration
of the process.

In this thesis, we added a new component in metaheuristic-oriented intensity-based
rigid and affine registration regarding not only the use of a previously unused
optimiza-tion method, but also the introduction of Surrogate models in image re-
gistration. Despite the improvements we introduced, there is a lot of work that can
be done by expanding our work in other more complex registration problems and ad-
vanced reduction cost methods for further total reduction of the registration process
without quality loss. Future research in image registration includes the combina-
tion/merge of more reduction cost methods as well as the integration of machine
learning in metaheuristic optimization with the purpose of meta-optmimization.
The results of the research activity have so far been presented to the scientific com-
munity through the following published:

1. Spanakis, C., Mathioudakis, E., Kampanis, N., Tsiknakis, M., & Marias, K.
(2016, October). A new approach in image registration. In 2016 IEEE Inter-
national Conference on Imaging Systems and Techniques (IST) (pp. 449-453).
IEEE.

2. Spanakis, C., Mathioudakis, E., Tsiknakis, M., & Marias, K. (2018, October).
Elitism in intensity-based image registration. In 2018 IEEE International Con-
ference on Imaging Systems and Techniques (IST) (pp. 1-5). IEEE.

3. Spanakis, C., Mathioudakis, E., Tsiknakis, M., Kampanis, N., & Marias, K.
(2018, July). Function Approximation for Medical Image Registration. In
2018 41st International Conference on Telecommunications and Signal Pro-
cessing (TSP) (pp. 1-5). IEEE.

4. Spanakis, C., Mathioudakis, E., Kampanis, N., Tsiknakis, M., & Marias, K.
(2019). Machine-learning regression in evolutionary algorithms and image
registration. IET Image Processing, 13(5), 843-849.

5. Spanakis, C., Mathioudakis, E., Kampanis, N., Tsiknakis, N., & Marias, K.
(2019, December). Renyi divergence and non-deterministic subsampling in
Rigid Image Registration. In 2019 IEEE International Conference on Imaging
Systems and Techniques (IST) (pp. 1-6). IEEE.
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Chapter 1

Introduction

As it is aforementioned, the purpose of this thesis is the design of new innovative
and robust methods for the automatic alignment of image data. For that purpose, we
describe image registration as well as the problems and the methods that have been
designed.

1.1 Image Registration
Image registration [1,2] is the process of transforming image data in a single coordin-
ate system. These data maybe multiple images, often acquired at different times,
from different sensors or under different lighting conditions. In its simplest form, we
have two images, known as Floating/Source image and Reference/Target/ image.
In this case, the first image is geometrically transformed so that their common fea-
tures occupy the same place in the common coordinate system.
Image registration is an important field in image analysis and computer vision be-
cause it is widely used in a number of different areas either as a preprocessing step
of more complex processes or as such.

1.1.1 Medical Imaging
Despite the technological advances in medical imaging, there is no medical imaging
system that can depict in clarity the condition of the patient. Different imaging meth-
ods depict related but different aspects of the patient’s condition and the information
they provide the doctors with is, at best, complementray. For example, CT (Computer
Tomography) depicts bone details more accurately, while MRI (Magnetic Resonance
Imaging) provides the doctors with details regarding the soft tissues. Both methods
lack the ability of PET (Positron Emission Tomography) and SPECT to depict accur-
ately biological processes [3]. On the other hand, PET and SPECT delinate poorly
anatomy. Therefore, it is crucial to align medical images [4] in order to obtain all the
information about the patient with minimum registration error. In the area of medical
image analysis, image registration has been widely used in diagnosis [5], treatment
planning [4, 6, 7] and image- guided surgery [8–12]. It has also been used in more
special applications such as registration of pre- and post- operative images in sur-
gical interventions [4] and atlas mapping. Medical image registration with minimum
error contributes to a more accurate diagnosis, proper medical strategy to address the
health problems and, consequently, to faster treatment and recovery of the patient as
well as reduction of the medical costs.
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(a): Floating Image (b): Reference Image

(c): Corrected subfigure (a) (d): Difference Image

Figure 1.1: Example of Medical image Registration: (a)

1.1.2 Remote Sensing
In remote sensing, Earth and planetary scientists need to create mosaics of satellite
images and observe the changes through the course of time for environmental and
basic science studies [13]. More analytically, image registration in remote sensing
can be classified [13] in the following way:

• Multimodal registration: Aligniment of data acquired from different sensors
[14]. It enables the integration of complementary information. Some of its
applications are agricultural and crop forecasting, water urban planning and
disease control.

• Temporal registration: It can be used for the detection of changes and survey-
ing resources (natural and agricultural) as well as features that change over
time.

• Viewpoint registration: Here we have integration of information from one
moving platform or multiple platforms into 3D models. It is widely used in
application such as landmark navigation [15, 16], flying formation and planet
navigation [17].

• Template registration: Applications in this category such as Object search and
map updating search for correspondence between new sensed data and previ-
ously developed model/dataset.

The environmental changes, whether natural or man-made, on the landscape over
time makes the comparison between the images difficult. The lighting conditions,
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(a): Floating Image (b): Reference Image

(c): Corrected subfigure (a) (d): Difference Image

Figure 1.2: Example of Rigid image Registration: (a)

the weather patterns (clouds or fog) as well as the different image sensors make im-
age registration a challenge.
Studies in [18, 19] have shown that even a small registration error is translated into a
divergence of the range of kilometers. This can lead to the miscalculations of global
measurements such as the computation of the Normalized Difference Vegetation In-
dex (NDVI).Therefore, the image registration methods in Remote Sensing must be
robust and the errors must be as small as possible.

1.1.3 Image Stitching
Image Stitching [20] is the process of creating high-resolution panoramas through
the combination of multiple images with overlapping fields of view. It is widely used
in many applications, some of which are the following ones:

• Medical Imaging [21]

• Video Stitching [22]

• High resolution mosaics in satellite imaging

The process of stitching is divided into the following sub-processes:

1. Image Registration: The process of aligning the images so that their mutual
characteristics occupy the same space in the common coordinate system.

2. Calibration: This process aims to minimize differences between an ideal lens
models and the camera-lens combination that was used, optical defects such as
distortions, exposure differences between images, vignetting, camera response
and chromatic aberrations.
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3. Blending: It involves the adjustment of the colours in order to deal with expos-
ure differences.

Image Registration is the first step and the "sine qua non" factor in Image Stitching,
where the images are aligned in order to create the mosaic. Without correct image
registration, it is impossible to create a proper mosaic that will depict the details we
want to present. Therefore, since multiple images are involved, the image registration
methods need to be robust and with minimal error in each image pair.

(a): First image (b): Second Image

(c): Third Image

(d): Result of Image Stitching

Figure 1.3: Example of Image Stitching
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1.1.4 Robotic Vision
Viewpoint calibration [23] is a method of manipulating hand-eye for the generation
of calibration parameters for viewpoint control and object grasping. Apart from inter-
action with objects, path planning and dynamic perception are useful for successful
navigation [24] in human environments. Image Registration is essential in robotic
vision [25], because accurate vision sensor calibration and robust robot-vision con-
trol are the "sine qua non" factors for the development of autonomous and intelligent
robotic systems [23]. Image Registration methods must be robust, accurate and fast.
Although many methods use feature-based comparison methods for faster registra-
tion [23–25], intensity-based methods [26] have started to gain popularity.

1.2 Research Methodology for Image Registration
In image registration, the main unresolved needs are the following ones [27]:

• Accuracy: It is an important factor for the performance of image registration.
For example, in remote sensing, an image registration error by only one pixel
can introduce more than 50% error in change detection applications via use of
Normalized Difference Vegetation Index [28]. Another example is Augmen-
ted Reality Navigation in dental surgery. In such procedures, highly precise
operations are required, where the accuracy error must be less than 1mm. [29].

• Robustness: Image Registration can be modeled as an optimization problem,
where the objective function is an image similarity function whose arguments
are the transformation. The alignment of considered successful, if the global
optimum of the objective function is found, i.e. the transformation that max-
imizes the similarity of the images. The optimization method should be able
to cope with all image pairs regardless of their origin, lighting conditions and
the timepoints at which they are acquired.

• Duration/Computational Cost: In many cases, especially where the objective
function has many Degrees of Freedom, extensive search must be applied for
the location of the global optimum. This can easily increase the computational
cost/duration of the image registration process, especially if the objective func-
tion is costly. In this case, it is a challenge to create an real-time image regis-
tration application. Such an applicaion can be extremely helpful in cases such
as real time surgery [29].

• Similarity measures: Similarity measures is an important criterion to evaluate
the similarity of the images (for a given transformation) during the image re-
gistration process. A similarity measure must be robust and ab,e to describe
quantitatively the similarity of two images for any given transformation. The
most common way to compare images is to use either common features or
statistic measures. The latter has been applied successfully in multi-modal im-
age registration where it is more difficult to find common features between the
images.

• Convergence to local optima: In the context of image registration, optimiza-
tion is the location of the optimal transformation that best aligns the images.
Many optimization techniques have been employed for image registration such
as Conventional optimization methods (e.g. Powell’s method and Levenberg-
Marquardt alorithm) and Metaheurstic methods.
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• Automatic image registration: It is very helpful in cases where there is need for
minimum human interaction such as image-guided surgeries [27]. They can be
efficient as they require less time and minimum efforts from user during the
image registration process. However, their performance depends highly on
accuracy and optimization algorithms.

The rationale behind the research presented in this thesis is to develop new automatic
image registration methods that can cover the above needs as much as possible. Be-
ing able to align images with maximum accuracy and robustness and minimum Dur-
ation/Computational cost can be useful in many areas where it is used. Therefore, it
is important to study the parameters that contribute to whether these needs are met,
how they have modelled the numerous image registration methods and what more
is presented in this thesis. In the next chapters, a detailed analysis for the research
will be presented. More analytically, in the second chapter a literature review will be
presented regarding these factors as well as the recent trends in intensity-based image
registration and how they address its problems. In the third chapter, the methodolo-
gies as well as the methods that were used for the improvements in image registration.
The results will be discussed in the fourth chapter. Finally, in the fifth chapter the
conclusion and the future plans will be presented.
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Chapter 2

Mathemacical Methods

2.1 The problem of Image Registration
The issues of accuracy, robustness, computational cost/duration, automation and sim-
ilarity measures and local optima convergence are determined by the following para-
meters:

• Deformation modeling

• Similarity estimation

• Optimization methods

Each one of these parameters affects the performance of an image registration
method not only directly, but also indirectly by contributing the severity of the o-
thers. For example, an increase of the complexity of the deformation model leads
to an increase of the Degrees Of Freedom (DOF) of the optimization problem. The
increase of DOF increases exponentially the search space, which requires a robust
optimization method to solve the problem.
On the other hand, the similarity method may have several local optima (regardless
of the complexity of the deformation model). Also the similarity method must be
robust and salient, regardless the lighting conditions, sensors or different times, at
which the images were acquired.
Optimization methods must be able to find the global optimum at the minimum com-
putational cost, no matter the images we want to align. Out of these open paramet-
ers, optimization methods have been the most important one, upon which extensive
reasearch has been conducted over the past twenty years, producing a number of
methods that deal with that problem. The ability of the optimization method to lo-
cate the global optimum, regardless of the degree of freedom of our problem is an
open problem in image registration, due to the fact that there are many optimization
methods (each one with its own advantages and disadvantages). Also, due to the fact
that there is no single method that effectively compares any image pair to be aligned,
extensive research has been done on intensity-based methods [30] due to their ability
to align images from different modalities, which makes it difficult to find common
features between them. What we propose, are the following:

• Use of simpler optimization methods with minimum dependence from para-
meters.

• Use of machine learning as a means of computational cost reduction.

• Study of other similarity methods.
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2.2 Current methods and their Main Drawbacks
Due to the vast range of applications to which image registration is applied, it is not
surprising that many methods have been developed that address the problem from a
different perspective. However, there is not a general method that is optimized for
all uses. To be more exact, image registration methods differ from each other with
respect to the different approaches [31] of:

• Deformation Models: In image registration, we need to know the transfor-
mations that need to be applied on the Source image so that it can be properly
transformed and, thus, be aligned to the Target image.

• Similarity/Comparison: An important problem is how to calculate their simi-
larity. Some methods use image features, while other methods use pixel values
for the comparison of the images.

• In Image Registration, the goal is to find the transformation that maximizes
the similarity between two images. From a mathematical point view, it is an
optimization problem where the objective function is the similarity between
two images, whose estimation depends on the transformation we apply on the
image.

2.2.1 Deformation Models
The choice of the deformation is important as it defines, on one hand, the richness
of description of the transformation and, on the other hand, the computational ef-
ficiency. In Figures 2.1-2.4, examples of transformations are presented, where, in
each subfigure, the left image is the original image and the right image is the result
of the respective transformation. The number of parameters that the image registra-
tion process estimates throughout the deformation range from 3 in the case of rigid
registration (6 if the images are 3D) to millions in the case of non-parametric dense
transformations.
Rigid Transformation is described by Eq.2.2, where x is the rotation angle and tx, ty
is the translation along axis x and y respectively. It is mostly used in cases where
there is no affine transformation (such as shearing and scaling) or elastic ones. One
example of rigid registration is image registration of brain images [32–38] or as pre-
processing step for non-rigid registration [39]. The greatest challenge is the elastic or
non-linear transformations. Unlike linear transformations, the non-linear ones tend
to be local and non uniform. The problem in non-rigid registration is the mathemat-
ical modeling of the deformation [40].

TTranslation =

 1 0 0
0 1 0
tx ty 1

 (2.1)

TRigid =

 cos(x) sin(x) 0
− sin(x) cos(x) 0

tx ty 1

 (2.2)

TAffine =

a b 0
c d 0
e f 1

 (2.3)
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Figure 2.1: Translation example

Figure 2.2: Rigid transformation example

2.2.2 Similarity methods
Similarity methods assess the physical correspondence between the common features
of the images that are compared. The ideal image comparison metric should be able
to compare images irrespective of the sensors (same or different), lighting conditions

23



Figure 2.3: Affine transformation example

Figure 2.4: Elastic transformation example

and the difference in the time of the acquirement.
Most similarity methods are classified into the following categories [41]:

• Feature-based methods: These methods use the common features of the images
such points [42] (SIFT [43] and SURF [44, 45]), edges [46–48] and contours
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[49] for the comparison of the images. Since, they use a small part of the
images for the similarity estimation, they are fast. They are mostly used in
cases where the images are rich in details such as remote sensing and computer
vision. On the other hand, in medical imaging the images are not rich in such
details. Also, it is difficult to find distinctive and salient features that can be
used in different lighting conditions and multi-modal imaging. This can be
partially be dealt with via manually placed landmarks. Last but not least, there
may be in general greater need for preprocessing.

• Intensity-based methods: Unlike the methods of the previous category,
intensity-based methods compare the pixel patterns of images via mathe-
matical or statistical measure. The idea is that two images are perfectly
aligned, when the measure is maximized/minimized. Some of the most com-
mon intensity-based methods are Mean Squared Difference (MSD), Cross-
Correlation, Mutual Information and Normalized Mutual Information. The
advantage of these methods lies in their robustness and the need for minimal,
if any, preprocessing of the images.Some of them are useful for monomodal
registration such as sum of mean. Mutual Information and Normalized Mutual
Information have been successfully used in multimodal registration producing
robust and reliable results. In fact, their wide and successful use has spawned a
family of new information-based statistic measures such as Renyi divergence,
Tsalis divergence. However, their robustness and accuracy can be affected [41]
by the way of estimating the probability distributions and the choice of the in-
terpolator.
Another disadvantage is the need to use all the pixel intensities (or at least a
significant percetage of them) for the estimation of the similarities. This can
lead to an increase of the computational cost. Also, they rely on the assump-
tion of independence and stationarity of the intensities from pixel to pixel [4],
without taking into account their spatial dependencies. Further, the intensity
relationship is assumed to be spatially stationary. As a result, such measures
tend to fail when registering two images corrupted by spatially-varying intens-
ity distortion.

• Hybrid methods: Instead of focusing exclusively on either features or pixel
intensities, several hybrid methods have been constructed in order to [50–52].
In this way, it is possible to combine the advantages of both methods, while
minimizing the effects of their respective disadvantages.

2.2.3 Optimization methods
Image registration is perceived as an optimization problem where we seek for the
transformation that maximizes the similarity of the images. Therefore, depending on
the complexity of the problem, the proper optimization method must be chosen.
The optimization methods that are used in image registration are classified into the
following categories.

• Conventional Mathematical methods: Common optimization methods that
are used in this category are the Powell’s minimization method [33, 53],
Levenberg-Marquardt [51, 54], Steepest Gradient Descent, Quasi-Newton
methods [55]. These methods have been used extensively in image registra-
tion. Despite their simplicity, their success depends on the initial conditions
(i.e. the initial point or/ and direction vectors). In the best scenario, good ini-
tial conditions lead to quick convergence to the global optimum. The worst
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case scenario is a poor choice which leads to convergence to a local optimum,
from which it is difficult, if not impossible, to escape. This problem becomes
more pronounced as the number of dimensions increases.

• Stochastic methods: The inability of the conventional mathematical methods to
deal with the entrapment at the areas of local optima has lead to the increasing
use of stochastic optimization methods. These methods introduce stochasti-
city for the creation of candidate solutions to our problem, which facilitates
the escape from local optima. The most common ones that have been used are
stochastic annealing [56, 57], evolutionary optimization methods (Genetic al-
gorithms [58, 59], Evolution strategy [60, 61], Differential Evolution [62, 63]))
and swarm optimization methods (Particle Swarm Optimization [64–67] , Ar-
tificial Bee Colony [68]). In order to escape local optima and find the global
one, they have to do repetitive estimations of the similarity of the images for
all the candidate solutions they generate. This can increase the computational
cost, especially in the case where even a single estimation alone may be com-
putationally expensive.

2.3 Optimization Methods in Image Registration
When two images (called Fixed/Target and Moving/ Source respectively) are
aligned (given a certain transformation), their similarity (disimilarity) is maximized
(minimized) for that transformation. Therefore, the image registration problem can
be transformed into an optimization problem where the objective function (i.e. the
function we seek to optimize) is the similarity (disimilarity) function, whose inde-
pendent variables are the transformation of the Moving Image. In intensity-based
image registration, the objective function is a mathematical/statistical measure [41]
which uses the pixel intensity values of the images, in order to compare them. Several
optimization techniques have been proposed for image registration

2.3.1 Conventional Optimization Methods
Conventional Mathematical methods [55] have been the first optimization methods
that have been used in image registration. Below we present some of the most well
known ones.

Steepest Gradient Descent

Steepest Gradient Descent [69] is variance of Gradient Descent (1). Using the later,
given an objective function f : RN → R, we start from an initial point x0 ∈ RN and
we calculate a series of points xi(Eq.2.4):

xi+1 = xi − γ∇ f(x)|x=xi
, i = 1, 2, ... (2.4)

where γ > 0 is the step size.
In Table 1, the basic Gradient Descent algorithm is presented, where γ is the step
size, Max_iter is the maximum number of iterations and ε is the tolerance. Despite
its simplicity, it has two major disadvantages:

• It requires the computation of the gradient of the objective function, which can
be computationally expensive, especially when the search space is large and
the objective function alone is computationally expesive.
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Data: γ, Max_iter
Result: best individual

1 x0=random_initialization();
2 for i = 1, 2, . . . ,Max_iter do
3 xi+1 = xi − γ∇ f(x)|x=xi

4 end
5 return best individual

Algorithm 1: Basic Gradient Descent

• The γ parameter affects the performance of the algorithm. A small value of γ
leads to slow convergence, while large values may lead to no convergence at
all. Depending on the optimization problem as well as the different phases of
the optimization process, gamma needs to be adjusted.

• It gets easily entrapped in local minima.

Steepest Gradient Descent can overcome the disadvantage of the γ parameter by
incorporating the gradient in order to reach the optimum.

Data: γ, Max_iter
Result: best individual

1 x0=random_initialization();
2 for i = 1, 2, . . . , N do
3 Choose γ via backtracking or linesearch;
4 xi+1 = xi − γ∇ f(x)|x=xi

5 end
6 return best individual

Algorithm 2: Basic Steepest Gradient Descent

The choice of γ parameter may need to change during the optimization process. For
example, if the initial point x0 is far from the optimum, the value of the parameter
should increase in order to facilitate the quicker convergence, while near the global
optimum the value should be small to avoid steps that will lead to escape from the
area of the global optimum. Therefore, in Steepest Gradient Descent, it is calcu-
lated via backtracking or linesearch using algorithms 1-D optimization algorithms
such as Brent’s minimization algorithm [69]. Although, more efficient than the basic
Gradient Descent, it has its own distinct disadvantages:

• The linesearch along 1-D may increase the computational cost.

• As, we get closer to the optimum, the procedure is reduced to a series of tiny
steps which may slows down the convergence.

Conjugate-gradient

Conjugate-gradient [70] is a method similar to Steepest Gradient Descent. However,
unlike Steepest Descent, this method updates the step size γ not according to the
direction of the gradient, but conjugate to the previous direction.
The calculation of βk−1 varies from variant to variant. For example, in the Fletcher-

Reeves variant [71] βi =
‖∇f(xi+1)‖22
‖∇f(xi)‖22

, while the Polak-Ribiere variant [72] defines

βi =
(∇f(xi+1)−∇f(xi))

T∇f(xi+1)

‖∇f(xi)‖22
. When the objective function is nonlinear,
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Data: γ, Max_iter
Result: best individual

1 x0=random_initialization();
2 d0=random_initialization();
3 for i = 1, 2, . . . , N do
4 Choose γ via linesearch;
5 xi = xi−1 + γdi−1;
6 Calculate βi−1;
7 di = −∇f(xi) + βi−1di−1
8 end
9 return best individual

Algorithm 3: Basic Steepest Gradient Descent

then the later invariant surpasses the previous one in terms of convergence speed [55].
Other variants are:

• Hestenes-Stiefel [73]

• Dai–Yuan [74]

Powell

Powell’s direction set method [53] requires only the evaluation the objective function
itself and not its derivatives. However, unlike the previous methods that require an
initial point, this method also requires a set of initial search vectors. For an objective
function f : RN → R, N search vectors s1, s2, . . . , sN are passed .
Then, the function is minimized along each search vector via bi-directional search
such as Golden-section Search [75] or Brent’s method [76]. The algorithm is presen-
ted in Algorithm 2.

Data: Max_iter,{si}Ni=1 vector set
Result: best individual

1 x0=random_initialization();
2 Create {si}Ni=1 random search vector;
3 for i = 1, 2, . . . ,Max_iter do
4 Find the minima via bi-directional line search{

xi−1 +
∑j

k=1 aksk

}
j=1,...,N

;

5 xi = xi−1 +
∑N

k=1 aksk;
6 Remove from {si}Ni=1 the vector that has contributed most and replave it

with
∑N

k=1 aksk
7 end
8 return best individual

Algorithm 4: Powell’s Method

The advantage of this method is that it does not need any derivatives of the function
and its complexity is dependent entirely on the bi-directional method. However, a
good choice of an initial point and a initial search vector set is very difficult and
often leads to failure quite easily.
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Quasi-Newton

Newton’s minimization method (Alg. 5) uses second derivative or (in the case of
multivariate optimization) the Hessian matrix (∇2(f(xi−1))).

Data: γ, Max_iter
Result: best individual

1 x0=random_initialization();
2 for i = 1, 2, . . . ,Max_iter do
3 Choose γ via linesearch;
4 xi = xi−1 + γ∇2(f(xi−1))∇f(xi−1);
5 end
6 return best individual

Algorithm 5: Newton’s minimization method

Unfortunately, this matrix can be either too expensive or even impossible to be
defined. Therefore, Quasi-Newton methods are used in the case of multivariate
optimization, where the aforementioned problem is solved by building an approx-
imation of it. The general algorithm of the Quasi-Newton optimization method is
described in Alg. 7.

Data: γ, Max_iter
Result: best individual

1 x0=random_initialization();
2 B0 = I;
3 for i = 1, 2, . . . ,Max_iter do
4 Solve ∆xi−1 = −γkB−1i−1∇f(xi−1);
5 xi = xi−1 + ∆xi−1;
6 yi−1 = ∇f(xi)−∇f(xi−1);
7 Compute Bi from Bi−1, yk and ∆xi−1 ;
8 end
9 return best individual

Algorithm 6: Newton’s minimization method

where x0 is the initial point, Bi, i = 0, 1, · · · is the approximation of the Hessian
matrix (B0 is the identity matrix) and γk is the parameter that satisfies the Wolfe
conditions. The methods of calculating the Bi approximation of the Hessian matrix
are presented in Table 2.1.

Table 2.1: Methods for calculating the Bi approximation of the Hessian matrix

Method Bi

BFGS Bi−1 +
yi−1y

T
i−1

yTi−1∆f(xi−1)
− Bi−1∆xi−1(Bi−1∆xi−1)

T

∆xTi−1Bi−1∆xi−1

Broyden Bi−1 +
yi−1 −Bi−1∆xi−1

∆xTi−1∆xi−1
∆xTi−1

DFP
(
I − yi−1∆f(xi−1)

yTi−1∆f(xi−1)

)
Bi−1

(
I −

∆f(xi−1)y
T
i−1

yTi−1∆f(xi−1)

)
+

yi−1y
T
i−1

yTi−1∆f(xi−1)
Broyden family (1− φ)BBFGS

i + φBDFP
i , φ ∈ [0, 1]

SR1 Bi−1 +
(yi−1 −Bi−1∆xi−1)(yi−1 −Bi−1∆xi−1)

T

(yi−1 −Bi−1∆xi−1)T∆xi−1
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Levenberg–Marquardt

Steepest descent and Newton’s Optimization method are complementary in the ad-
vantages they provide. Steepest descent near the global optimum starts doing tiny
steps near the global optimum. On the other hand, Quasi-Newton methods may con-
verge rapidly, however they are particularly sensitive to the starting location. The
Levenberg–Marquardt method fuses the two methods into one as we see in (2.5).

xi+1 = xi − (H + λI)−1∇f(xi) (2.5)

where, H is the Hessian matrix of f , λ is the step size and I is the identity matrix.

Data: γ, Max_iter
Result: best individual

1 x0=random_initialization();
2 B0 = I;
3 for i = 1, 2, . . . ,Max_iter do
4 Solve ∆xi−1 = −γkB−1i−1∇f(xi−1);
5 xi = xi−1 + ∆xi−1;
6 yi−1 = ∇f(xi)−∇f(xi−1);
7 Compute Bi from Bi−1, yk and ∆xi−1 ;
8 end
9 return best individual

Algorithm 7: Quasi Newton’s minimization method

2.3.2 Metaheuristic Optimization Methods
Conventional optimization methods share a common disadvantage, which is the de-
pendence on the nature of the objective function. A convex function without local
optima is an easy task. As the number of the local optima increases, it becomes
easier for these methods to get trapped into areas of local optima, from which it is
difficult to escape. Unless the initial conditions are not good enough, then the global
optimum may not be found. This problem becomes more pronounced as the number
of the function arguments increases. Especially, in the case of image registration,
each image pair that needs to be aligned has a objective function used as a compar-
ison measure that is unique, even when compared with other images pairs that are
acquired from the same sensors and under the same conditions. Initial parameters
that are good for locating the optimal transform in one pair are most probably use-
less in the case of another one.
This problem can be solved by the introduction of stochasticity in our search, i.e.
introduction of elements such as gaussian noise that can help the method escape the
local optimum. Research in stochastic optimization has lead to the design of optim-
ization algorithms that are able to overcome the entrapment in areas of local optima.
The most well- known categories of them are the following ones:

• Evolutionary Algorithms

• Swarm Optimization Methods

2.4 Evolutionary Algorithms in Image Registration
Evolutionary algorithms are metaheuristic algorithms whose mechanisms are in-
spired by the mechanisms of the Darwinian process of evolution such as reproduc-
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tion, mutation and selection. Starting from an initial random population of candidate
solutions, some of them are selected according to their fitness (i.e. their function
estimation) in order to create new solutions. This process is repeated until the ter-
mination criterion(a) is(are) met. Below we present a brief explanation of the evolu-
tionary algorithms along with the presentation of examplary papers where their use
is mentioned.

2.4.1 Genetic Algorithms
Genetic Algorithms are one of the most well-known evolutionary algorithms that
have been used in image registration. They have been used in both in rigid [77, 78]
and affine [79–81] registration and in many applications such as image stitching [82]
and medical imaging [83]. These algorithms are based on the Darwinian idea of
evolution, according to which the fittest individuals of a group are most likely to
reproduce and eventually pass their genes to the next generation, thus supplanting
the least fit ones. As in evolution, new individuals are created via recombination of
the genes from the selected ones of the current generation and they are then mutated.
The Basic Genetic Algorithms( 8) initially create a population of random candidate
solutions of size P. Then, some of them are selected based on their fitness (function
evaluation) for reproduction. The fittest are most probable for selection, although
the least fit ones are not totally disregarded. The probability of reproduction is set
by the Cross-over Rate (CR). After the creation of the new population, its members
are mutated with probability (MR). The mutated population replaces the current
one. This process of Selection, Reproduction and Mutation is repeated until the
termination criteria are met (e.g. Maximum number of iterations).

Data: Population Size P, Mutation rate (MR), Cross-over rate (CR)
Result: best individual

1 Population=initialization(P);
2 while termination criteria not met do
3 S=Select();
4 new_Population = Recombination(CR,S);
5 Mutation(new_Population, MR);
6 Population=new_Population;
7 end
8 return best individual

Algorithm 8: Basic Genetic Algorithm

The parameters that affect the performance of the genetic algorithms are the follow-
ing ones:

• Selection

• Cross-over Rate

• Mutation Rate

Depending on the selection method as well as the values of the last two parameters,
the convergence can be greatly affected. Due to the limitations of genetic algorithms,
several modifications have been proposed in order to overcome them in the context
of image registration. Below we present an indicative table of the GA-based
approaches in image registration.
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Table 2.2: Indicative GA-based approaches in Image Registration

Reference Transformation Description
[84] Rigid+Elastic In the first step of Rigid Registration, a repar-

tition constraint on the population over the
search space based on Latin Squares is in-
troduced, thus ensuring the diversity of the
population from the begining to the end of the
algorithm.

[85] Rigid+Scaling Use of Elitist strategy with adaptive mutation
rate for coarse registration and Least Square
Matching for fine tuning

[79] Affine Use of Elitist strategy. 20% of the best solu-
tions are kept for the next generation. 3% is
produced via random mutations and the rest
via cross-over along with Local gradient cor-
rection of the replication pool.

[86] Rigid Use of Elitist strategy. 20% of the best solu-
tions are kept for the next generation. 3% is
produced via random mutations and the rest
via cross-over.

[87] Affine Hybridization of GA with Powell’s minimiza-
tion method for accurate results.

[88] Rigid Hybridization of GA with DIRECT, a determ-
inistic optimization algorithm for fine tuning

[80] Affine The first operation is a quantum interference
which allows a shift of each qubit in the direc-
tion of the corresponding bit value in the best
solution

[89] Rigid Dynamic mutation range, starting from a large
value and decrease to a smaller value as the
global optimum is reached. Upon termination,
a second search for the global optimum is ap-
plied at a reduced space search around the area
of the best solution that is found at termination
for ensuring that the finely tuned solution is as
close as possible to the global optimum.

[90] Rigid Niche-oriented genetic algorithms, i.e. genetic
algorithms where the population is divided into
sub-populations, each one of them explores a
different portion of the search space, retaining
in this way population diversity

[91] Rigid+Scale Multi-resolution Approach
[57] Rigid+Scale Use of Elitist GA along with Neighborhood

Search and Adaptive mutation rate.
[92] Rigid Adaptive crossover and mutation rate accord-

ing to the fitness of an idividual solution.
When there is need for faster convergence
crossover rate increases and mutation rate de-
creases, while the reverse process is applied
when there is need to expand search and pre-
vent stagnation.
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[93] Affine Niche-oriented genetic algorithms, i.e. genetic
algorithms where the population is divided into
sub-populations, each one of them explores a
different portion of the search space, retaining
in this way population diversity and minim-
izing the probability of entrapment to local
optima.

[94] Affine Multi-resolution Approach
[95] Projective The algorithm starts three times from the be-

ginning, preserving only the best individual
from the previous step and re-initialising the
whole population.

[96] Translation Genetic-algorithm-based image registration is
used as a preliminary step of Image Stitching

[97] Rigid This algorithm combines GA with Simulated
Annealing for Local Search.

[77] Rigid One-point crossover is performed. Mutation of
each bit in the chromosome string of the off-
spring individuals is allowed to change value
with a small mutation probability. Elitism and
Fitness sharing are used for faster convergence
and population-diversity maintanance respect-
ively.

[98] Affine Elitist GA allows two individuals to be kept
unchanged and be integrated into the next gen-
eration.

[99] Rigid+Scaling At each iteration, from the current population
of size P, the m highest solutions are copied
directly to the next generation and the P-m
individuals are Selected via roulette wheel se-
lection. The result of the genetic algorithm will
be the initial point for Powell’s optimization
method.

[100] Affine Multi-resolution Approach
[101] Rigid Adaptive crossover and mutation rate in order

to avoid local optima. Employment of second
crossover and migration strategy in order to
avoid stagnation.

[102] Rigid Use of Blend Crossover and random mutation,
as well as restart strategy

[83] Rigid Multiresolution along with elitist genetic al-
gorithm, plus Downhill Simplex for fine tun-
ing.

33



[78] Affine The approach here has two innovations:

• The first resolution is performed a fixed
number of times, independently of its
outcome. At the end of this process, the
best solutions found are considered for
the second resolution. As the first resol-
ution deals with a low-resolution version
of the input images, this stage of the re-
gistration is cheap in terms of the total
computational effort.

• In the second resolution, which is the
phase of refinement, the searcg space is
altered according to the best solution. In-
stead of having, for each transformation
parameter, the original range [l, u] is re-
placed by [b− (b− l)/h, b+ (u− b)/h],
where b is the value of the parameter in
the best solution and h is the shrinking
factor.

[82] Projective In selecting initial population, GA chooses N
initial individuals randomly in feasible inter-
val. After the introduction of chaos, it selects
L (L is the number of model parameters) initial
values, generating L chaos sequences after n
(n >N) iterations. These chaotic variables are
added to parameter’s intervals and there will
be n feasible solutions. Select N better solu-
tions as the initial population by calculating
their fitness functions. Also, in each loop, a
small-scale disturbance is added to the better
individual and it is iterated for many times.
Choose the best one to keep in the population.
This will do well to the optimization and pre-
vent the local extrema.

[103] Affine This variant used blend crossover (BLX-α) and
random mutation. An important adaptation is
the use of multiple resolution along with re-
start and a search space adaptation mechanism.
Last, but not least, since the second resolution
is the a refinement phase, the search is focused
around the best solution via the range restric-
tion of the transformation parameters.

[104] Rigid+Scale A new addition is the use of arithmetic cros-
sover, where the two offsprings q and p instead
of inheriting variable values from parent a and
b from the second one, they are assigned the
following values: p = γa + (1 − γ)b, q =
(1− γ)a+ γb, γ ∈ [0, 1]
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[105] Translation Micro Genetic Algorithm (µGA) is a variant
of GA, distinguished by the use of high Cross-
over rates and, most importantly, the use of
re-initialization in lieu of mutation.

2.4.2 Evolution Strategies
Evolution Strategies (ES) [106, 107] is a family of evolutionary algorithms, which
unlike the genetic algorithms, relies heavily on mutation and selection for the search
of the global optimum. The simplest form is the (1 + 1) ES. Starting from an initial
random candidate solution, we create a new candidate solution by randomly adding a
normally distributed random value to each of the elements of the current solution. If
the new is better than the current one, then the first replaces the second. Otherwise,
the new one is discarded. This process is then repeated until the termination criteria
are met. The algorithm is the following one:

Data: Step size
Result: best individual

1 Create initial candidate(P);
2 while termination criteria not met do
3 newP = P+GaussianStep(step);
4 if newP is better than P then
5 P=newP;
6 end
7 end
8 return best individual;

Algorithm 9: Basic (1+1)ES

The most important factor is the step size of the search. Very small steps lead to an
unecessary large number of iterations, while a large size step may lead to a crudely
approach the optimum and then moving far away from it. Therfore, instead of a
predetermined step size, it is often to use adaptable step size in our search for the
global optimum. A rule regarding the step size that has been widely used is the 1/5
success rule. According to that rule, after every n mutations, the number of successful
mutations is checked. If this number is less than n/5, increase the step, else if it is
more than n/5, reduce the step.

ES(µ, λ)

Unfortunately, in the previous algorithm, only one candidate solution is updated and,
therefore, tasked to find the global optimum. This intensifies the dependence on
the step length. In the case of a large search space, the convergence to the global
optimum is slow.
In order to solve this problem, an enhanced version of the previous algorithm is used,
named ES(µ, λ). Initially, random population of µ candidate solutions is created. In
each iteration, each one of the population produces λ/µ offsprings on average, so
that the total number of them is λ. The creation of the offspring is applied with the
same way as in ES(1+1). Then, the best µ of the λ offspring replace the current
population. An elitist variant of this algorithm is ES(µ + λ), which in each iteration
combines the current µ-size population with the λ-size population into a single larger
population, from which the best µ candidate solutions are used to replace the µ-size
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population. The reason that makes it an elitist version is that if some of the elements
of the current population are better than the new candidate solutions, they are not
replaced as in ES(µ, λ), but are kept and integrated into the new population. In
the next table, present indicative research papers where ES has been used for image
registration [108].

Table 2.3: ES-based Image Registration methods

Reference Transformation Description
[109] Affine Combination of (µ+ λ)ES with Multiscale

[110] Rigid
Covariance Matrix Adaptation (CMA)
evolution strategy

[111] Rigid+Nonrigid
Covariance Matrix Adaptation (CMA)
evolution strategy+Multiresolution Strategy

[61] Rigid
Covariance Matrix Adaptation (CMA)
evolution strategy

[112] Nonrigid
Covariance Matrix Adaptation (CMA)
evolution strategy

[113] Projective
Covariance Matrix Adaptation (CMA)
evolution strategy

[114] Rigid
Covariance Matrix Adaptation (CMA)
evolution strategy

[115] Rigid+Nonrigid
Covariance Matrix Adaptation (CMA)
evolution strategy (µ, λ)

[116] Rigid
Multi-resolution Covariance Matrix
Adaptation (CMA) evolution strategy

[117] Rigid
Covariance Matrix Adaptation (CMA)
evolution strategy

[118] Piecewise-Rigid
Covariance Matrix Adaptation (CMA)
evolution strategy

[119] Rigid
Covariance Matrix Adaptation (CMA)
evolution strategy

[120]
Covariance Matrix Adaptation (CMA)
evolution strategy

[121] Affine
Covariance Matrix Adaptation (CMA)
evolution strategy

[122] Rigid
Multi-Start Covariance Matrix Adaptation (CMA)
evolution strategy

[123] Rigid
Covariance Matrix Adaptation (CMA)
evolution strategy

[124] Rigid+Scale Hybridization of ES with PSO

2.4.3 Differential Evolution
Differential Evolution (DE) [125] is a method that optimizes a problem via combina-
tion of the positions of existing solutions from the population. If the new position of
a solution is an improvement, then it is accepted and is inserted into the population,
otherwise the new position is simply discarded. In 12, the basic Differential Evolu-
tion algorithm is presented.
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Data: Step size
Result: best individual

1 Create initial candidate(P);
2 while termination criteria not met do
3 newP = P+GaussianStep(step);
4 for i=1:µ do
5 Produce bλ/µc offisprings based on the i−th parrent;
6 end
7 Replace the parrent with the best µ offsprings
8 end
9 best individual=best of the current population return best individual;

Algorithm 10: Basic ES(µ, λ)

Data: Step size
Result: best individual

1 Create initial candidate(P);
2 while termination criteria not met do
3 newP = P+GaussianStep(step);
4 for i=1:µ do
5 Produce bλ/µc offisprings based on the i−th parrent;
6 end
7 Merge current P and new newP into one single population and choose

the best µ solutions to replace the current population P.
8 end
9 best individual=best of the current population return best individual;

Algorithm 11: Basic ES(µ+ λ)

Each new candidate solution y is created using Eq.2.6.

yi =

{
xi ,with probability CR or if i=R
ai + F · (bi − ci) , else

(2.6)

where x, a, b, c are solutions of the current population, distinct from each other, y is
the new solution, i is the i−th parameter and CR, F are the crossover weight and
the weighting factor respectively. The former controls the amount of recombination,
while the latter controls the amplification of differential variation. In detail, a high
value of F leads to significant differential variation of the elements of solutions a, b
and c, which increases the ability of the alorithm to escape local optima, while a low
F leads to heavy dependence on solution a and therefore leads to quick local optima
entrapment. On the other hand, an increased CR value leads to the construction of
solutions that resemble much more xwhich can lead to diminished ability to combine
good solutions to create better ones.
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Data: CR,F,POPSIZE
Result: best individual

1 Create initial candidate population P of size(POPSIZE);
2 while termination criteria not met do
3 newP = P+GaussianStep(step);
4 for x ∈ Population do
5 Choose three solutions a, b, c, distinct both from x and from each

other;
6 Pick up a randomly chosen variable Rfrom x;
7 for xi ∈ x do
8 Pick a random number r ∈ [0, 1];
9 if r < CR or xi =R then

10 yi = ai + F (bi − ci)
11 end
12 else
13 yi = xi
14 end
15 end
16 ;
17 if y better than x then
18 y replaces x
19 end
20 end
21 end
22 best individual=best of the current population return best individual;

Algorithm 12: Basic DE

Table 2.4: Indicative Differential Evolution-based Image Registration Methods

Reference Transforma-
tion

Description

[126] Rigid An early example of the use of DE in medical
image registration, where, instead of yi = ai +
F (bi − ci), we have yi = ai + F (bi − ci) +
(besti − ai)

[127] Rigid PSO is combined with DE and they are per-
fomed alternately. At odd generations, the
new particles are formed using the original
PSO, while at even generations, the DE is per-
formed.

[128] Rigid DE is combined with Powell’s Direction Set
Method

[129] Rigid Parallel variant of DE. The mutation strategy
here is DE/rand-to-best/1 and the candidate
solutions are distributed across a grid. Initializ-
ation, evaluation and selection can be done in
parallel, while the computational cost of repro-
duction is minimized in the mutation strategy
by choosing randomly solutions from the
neighbourhood of the one we want to mutate.
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[130] Rigid DE is used to find a rough estimation of the
solution and Regular Step Gradient Descent is
used for refinement

[14] Affine DE is implemented as a distributed algorithm
where several populations of candidate solu-
tions are randomly created and evolving.
Though a locally connected topology, each
population is connected to a certain number of
populations and exchanges canditate solutions
with them.

[62] Affine Satellite Affine image registration using basic
DE.

[131] Affine Multi-resolution variant, where DE is not using
a single mutation method, but it autonomously
adapts is mutation method according to its suc-
cess to create better candidate solutions.

[132] Rigid DE is combined with artificial immune sys-
tems algorithm in order to speed up the regis-
tration process?

[133] Rigid DE is hybridized with Harmony Search
[134] Rigid Two new variants of mutation strategy in DE

are presented: 1) a global mutation strategy
where the same parameters F and CR are ad-
apted dynamically and adopted by all the can-
didate solutions, 2) a local mutation strategy
where the aforementioned parameters are as-
sociated to each individual candidate solution
and are adjusted independently for each.

[135] Affine Orthogonal cross-over based on orthogonal
experimental design [136], is compbined with
DE. After each N iterations of DE, a randomly
chosen percentage of the candidate solutions
is used as parents for recombination and the
best of the new offspring are inserted into the
population. Experiments have proven that this
variant converges faster to the global optimum.

[137] Rigid This variant of DE has two innovations:
1) F is not fixed but adaptive F = F0 ·

2

(
exp(1− G

G+1−Gmax )
)

, where G is the g − th
generation and Gmax is the maximum number
of generations. 2) Mutation strategy DE/best/2
is employed: yi = xbest,i + F · (xr1,i − xr2,i) +
F ·(xr3,i−xr4,i). where r1, r2, r3, r4 are distinct
from each other and from best.

[138] Affine The mutation strategy of DE is incorporated
into the basic Artificial Bee Colony Algorithm
in order to enhance the ability of the latter to
escape local optima.
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[139] Rigid +Scal-
ing

Mutation strategies DE/rand/1 and DE/best/1
are chosen alternatively in terms of the fitness
values

[140] Affine Two innovations are incorporated in this DE
variant: 1) Adaptive F ,2) DE/best/1 and
DE/rand/1 mutation strategies are used by the
good and the ba candidate solutions respect-
ively.

2.5 Swarm Optimization Methods in Image Registra-
tion

Swarm Optimization methods, like evolutionary algorithms belong to the greater
family of metaheuristic algorithms. However, unlike the later, which immitate as-
pects of Darwinian evolution, Swarm Optimization methods are inspired by aspects
of ’collective intelligence’ [141]. Collective intelligence is the result of the coopera-
tion of large number of individuals, known as agents, in the environment. Its charac-
teristics are decentralization, self-organization and distribution throughout the envir-
onment. Examples of collective intelligence are fish schools, flocks of birds and ant
colonies.

2.5.1 Particle Swarm Optimization
Particle Swarm Optimization (PSO) [142] is an optimization method which solves a
given problem via a population (swarm) of candidate solutions, known as particles.
These particles move around in the search space according to simple mathematical
formulae over their position and the velocity. The movement of each particle is
affected by its local best position, but, also, it is guided towards the best known
solutions in the search-space, which are updated, since other particles may find better
potisions.
Starting from a initial population (of size POPSIZE) of random particles with
initial position and velocity xi, vi ∈ RN , respectively and i = 1, 2, . . . , POPSIZE
is the i-th particle. Let pi be the best position of the i-th particle and b the best
position found so far. Then, the basic PSO algorithm is:

vi(j) = ωvi(j) + φprp(pi(j)− xi(j)) + φbrb(b(j)− xi(j)) (2.7)
xi(j) = xi(j) + vi(j) (2.8)

where ω > 0 is the inertial weight that balances the global and local search and
φp, φb are positive constants. Numerous registration methods based on PSO have
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been proposed some of which are presented in Table.

Data: ω,φp,φb,POPSIZE
Result: best individual

1 Create initial candidate population P of size(POPSIZE);
2 for i=1:POPSIZE do
3 Initialize velocity vi U (−|bup − blo|, |bup − blo|);
4 pi=xi;
5 end
6 while termination criteria not met do
7 for i=1:POPSIZE do
8 for j=1:N do
9 rp = U(0, 1), rb = U(0, 1);

10 vi(j) = ωvi(j) + φprp(pi(j)− xi(j)) + φbrb(b(j)− xi(j));
11 xi(j) = xi(j) + vi(j)

12 end
13 if f(xi)>f(pi) then
14 pi = xi;
15 if f(xi)>f(b) then
16 b = xi
17 end
18 end
19 end
20 end
21 best individual=b return best individual;

Algorithm 13: Basic PSO

Table 2.5: Indicative PSO-based Image Registration Methods

Reference Transforma-
tion

Description

[143] Rigid This version of PSO, apart from global best
and local best, incorporates initial user guid-
ance.

[127] Rigid DE with PSO
[144] Rigid Comparison of 3 PSO Variants
[145] Rigid A parallel variable neighborhood selection

based PSO, with improved capability of escap-
ing local optima.

[146] Ri-
gid+Nonrigid

The ω parameter is not constant but steadily
decreasing in order to improve the perform-
ance of the algorithm: ω(t + 1) = ω(t) + dω,
where dω = dωmin−dωmin

Max_iter and Max_iter is the
maximum number of iterations.

[64] Nonrigid The particles are arranged in a dynamic hier-
archy that is used to define a neighborhood
structure. Depending on the quality of their
so-far best-found solution, the particles move
up or down the hierarchy. This gives good
particles that move up in the hierarchy a lar-
ger influence on the swarm.
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[147] Compared to PSO, there is not the third term
when particles update their velocities. In this
case, information communication among the
particles is weakening while the ability of
local searching is reinforced. As a result, each
particle has tendency to vigorously fly into its
nearest extreme point so that the niche emerge.
Since the calculation of the third term doesn’t
exist when particles update their velocities,
the computation load of NPSO algorithm de-
creases a great deal. Moreover, its time com-
plexity is only the linear function of swarm
scale.

[148] Affine Preliminary step for nonrigid registration. PSO
is combined with nonlinear least squares.

[149] Rigid Quantum-behaved PSO with disturbance im-
plementation strategy in order to increase di-
versity in the population and thus avoid entrap-
ment in local minima

[65] Affine Multi-resolution PSO
[150] Affine Hybrid PSO which incorporates two concepts

of GA, crossover and subpopulation
[151] Rigid PSO with subpopulation and crossover
[152] This variant combines Quantum PSO [153]

with
[66] Rigid The velocity of each particle xi is calculated as

vi = w · vi + c1r1(pi − xi) + c2r2(b − xi),
where w is an inertia weight that adjustst the
local and global optimization ability of PSO
and it is not fixed but adaptive. When w value
is bigger, it is easy to jump out of local search,
and strengthen the global optimization ability.
Conversely the smaller w value is beneficial to
the local optimization ability enhancement and
makes global optimization ability weaker.

[154] Rigid PSO with use of initial orientation for avoiding
convergence of the swarm

[155] Nonrigid Quantum-behaved particle swarm optimization
[154] Review
[156] Rigid PSO is used for locating the area of the global

optimum and, then, Powell’s method of min-
imization is used for fine tuning.

[157] Rigid+Scaling
[158] Rigid+Scale Use of fixed inertia weight for the adjustment

of the particle velocity.
[159] Rigid inclusion of an unscented Kalman filter to

guide particle motion, thus increasing the
speed of convergence and reducing the like-
lihood of premature convergence
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2.5.2 Other Swarm Optimization Methods in Image Registration
Although, PSO has been the most widely used Swarm optimization method for image
registration, there are other swarm optimization methods that have been used for
image registration such as:

• Firefly Optimization Algorithm [124, 160]

• Bacterial Foraging Optimization [161, 162]

2.6 Reduction of Computational Cost
Metaheuristic optimization methods, despite their success in image registration, have
one disadvantage that is common to each and everyone of them: the need for repet-
ive evaluations of the objective function for each candidate solution, that exists. This
increases the computational cost, especially when the objective function is already
computationally expensive. The most common means of dealing with it are the fol-
lowing ones:

• Parallelism

• Subsampling

2.6.1 Parallelism
Parallelism is widely used in solving computationally expensive problems. The idea
is that several segments of the original serial code may be broken down into blocks of
code that are independent from each other and, therefore, can be executed parallelly.
Especially, because of the new technological advances in GPU programming, it is
even easier to construct parallel image registration methods. The parallel methods
are categorized with respect to:

• Device where parallel code is executed, i.e. CPU or GPU.

– CPU [151]

– GPU [117, 122, 163–165]

– Both [5, 166–168]

• Standalone [5, 151] [163] or Grid [14, 28, 129, 167, 169–175]

• The degree of parallelization:

– Optimization method [14, 163, 175]

– Objective function [117, 122, 163, 166, 167]

– Both

Table 2.6: Indicative list of Parallel methods of Image Registration

Reference Type Clusters CPU GPU Optimzation
Algorithm

Objective
function

[169] Rigid Yes No No Yes No
[28] Affine Yes No No Yes No
[170] Rigid Yes No No Yes No
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[176] Affine Yes No No Yes No
[172] Non-rigid Yes No No No Yes
[129] Rigid Yes No No Yes No
[177] Non-rigid Yes No No Yes No
[173] rigid+Non-rigid Yes Yes No Yes No
[174] Affine Yes No No Yes No
[163] Non-rigid No Yes Yes No Yes
[14] Affine Yes No No Yes No
[166] Non-rigid No No Yes No Yes
[175] Rigid No Yes No Yes No
[164] Rigid No No Yes No Yes
[151] Rigid No Yes No Yes No
[5] Non-rigid No Yes Yes No Yes
[117] Rigid No Yes Yes Yes Yes
[178] Affine No Yes No Yes No
[168] Non-rigid No Yes Yes No Yes
[165] Non-rigid No Yes Yes Yes Yes
[179] Non-rigid No Yes No Yes Yes
[122] Rigid No No Yes No Yes
[123] Rigid No No Yes No Yes
[180] Non-rigid No Yes Yes Yes Yes

2.6.2 Subsampling
In intensity-based image registration [2, 181],the pixel intensities of the images are
compared via statistical measures such as Sum of Squared Differences [182–184],
Cross-Correlation [181, 185–187] and Mutual Information [30, 32, 33, 37, 88, 188,
189]. Despite their success, the need to use all the pixels of the images increases
the computational cost. This disadvantage is even more pronounced in 3D image
registration. In order to deal with the increased computational cost, several methods
have been proposed such as Parallelism, Algorithm Hybridization and Subsampling.
In the case of subsampling, two main strategies [190] are employed:

• Downscaling of the image [191, 192] (e.g. by factor 1/2, 1/4, etc.). This can
be very helpful in rigid and affine image registration, because the search space
reduces.

• Use of a sample of the pixel intensities. Instead of using all the pixel intensities,
a percentage of them is used (e.g. 50%, 25%). The pixels are selected either at
random with uniform probability or sampled along a regular grid [33, 193].

The first way is widely used in rigid and affine image registration. The reason for
this is the reduced search space in translation. For example, if the original image had
dimensions W ×H, then the translation search space at X and Y axes is (−W,W)
and (−H,H) respectively. However, if we start using a down-scaled version of the
original image e.g. with factor 1/2, then the search space for the aforementioned para-
meters is reduced to (−W/2,W/2) and (−H/2,H/2) respectively. In short, if the
downscale factor is [k : k < 1], then the search space as a whole is reduced by k2 and
k3 in 2D and 3D image registration respectively. In the second case [189, 194–197],
instead of downscaling the image’s size, we choose a sample of the pixel intensities in
order to estimate the similarity. The subsampling factor (i.e. the percentage of pixels
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we choose along the image dimensions), cannot be arbitrarily small without introdu-
cing local minima and deteriorating the image registration robust-ness [55,198,199].
The sampling is either deterministic or non-deterministic. In the first case, a single
subset of pixels is selected and used throughout the registration process. The disad-
vantage of the deterministic subsampling is that convergence to the correct solution
is not guaranteed due to the introduction of bias of the approximation error [111].
Apart from rigid image registration [38], subsampling has been used in non-rigid
image registration, especially in medical imaging [111, 200].

2.7 Our Framework
As part of this doctoral dissertation, the work that has been done to improve auto-
matic image registration is presented. In fact, this work is divided into three parts:

• Optimization Method

• Surrogate models

• Similarity estimation

2.7.1 Optimization Method
Image registration can be interpreted as a optimization problem where the goal is to
maximize (minimize ) an objective function that describes the (dis)similarity between
two images. Therefore, we focused on finding better ways to improve the methods
for optimization. Initially, we started from genetic algorithms and, later we moved
onto Harmony Search which has not been used in image registration and is simpler,
more efficient than Genetic Algorithms.

2.7.2 Surrogate Models Based on Machine Learning
It has been shown that Intensity-based methods are more robust than Feature-based
methods, especially in multi-modal registration, using minimal (if any) image prepro-
cessing at the cost of the increased duration. In order to deal with the computational
cost, Surrogate models [201, 202] have been introduced in image registration.
Unlike previous methods such as parallelism and sub-sampling, which have been ex-
tensively used, Surrogate Models have not been used in image registration as a means
of reduction of computational cost, despite having been heavily used in solving dif-
ficult and computationally expensive engineering problems.

2.7.3 Similarity estimation
The success of Mutual information and its derivatives as a similarity measure, es-
pecially in multi-modal image registration has paved the road for further research
in other intensity-based similarity methods. Specifically, since Mutual Information
of two random Variables X,Y is the Kullback-Leibler divergence (KL-divergence)of
their joint Distribution and the product of their marginal Distributions (

MI(X, Y ) =
∑
x,y

pX,Y (x, y) log
pX,Y (x, y)

pX(x)pY (y)
= KL(X ∩ Y,X × Y ) (2.9)

and KL-divergence is a special case of other more general forms of statistical diver-
gences, one can construct other intensity-based image similarity measures. Among
the most well known Statistical divergences are the following ones:
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• F-divergences

• Tsallis’ divergence

• Renyi divergence

Renyi’s divergence is the most extensively used and has been used not only in ri-
gid [37, 203–205], but also in non-rigid image registration [206–208].
To the best of our knowledge, however, no-one has studied how the robustness regis-
tration may be influenced from the α parameter of Renyi’ divergence. In this thesis,
this is studied together with the effect of subsampling through a series of experiments
conducted on medical image pairs in order to examine how the registration accuracy
is affected by the combination of the following parameters:

• Sub-sampling factor (i.e. the size of the image sample we use).

• α parameter.

In this work, we focused on similarity metrics based on Renyi’ divergece and tried
to examine their robustness depending on the value of the Renyi’s parameter and the
percentage of pixels we use to estimate the similarity of the images.
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Chapter 3

Methodology

3.1 Rationale behind the research
Image Registration methods consist of the following important elements:

• Deformation model: What type of transformation must be applied in order to
align the images.

• Similarity estimation: How the image similarity is estimated, given the image
transformation. Are we going to use Features or Pixel Intensities? Feature-
based methods are computationally cheaper, while Intensity-based methods
are more robust especially when it is difficult to find salient features.

• Optimization method: How to reach the global optimum transformation, i.e.
the transformation that will align the images. The method must be able to find
the global optimum in each case.

Each method is constructed on the basis of different approaches to the above elements
and according to the scientific area where Image Registration is applied. That means
that under certain conditions or at a different scientific area an Image Registration
method may fail. Despite the extensive research in Image Registration during the last
twenty years, it remains an unsolved problem, i.e. there is no global method to match
images acquired by the same or different sensors, under any lighting conditions for
any transformation with minimal error in the minimum time and minimum, if any,
interaction between the user and the method. Because of this and its extensive use
in many scientific areas, there is a need for continuous research for new enhanced
image registration methods that are able to deal with its issues.

3.2 Purpose of the presented work
The purpose of the presented work is to find the means to solve the unresolved issues
or, at least, minimize the degree they affect the image registration problem. The is-
sues of accuracy, robustness and computational cost are highly affected by similarity
measures, transformation and optimization methods. In order to have an efficient
and robust automatic method, accuracy must be high as well as optimization method
must be automatic. Last but not least, the issue of the local optima convergence is af-
fected by the optimization method. In order to deal with the issue of the automation,
intensity-based similarity measures were used, since they require minimum, if any,
image preprocessing. Because of their success and robustness in image registration,
we decided to search for ways of improving them or, at least, minimize the effect of
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their drawbacks. As it is mentioned above, intensity-based methods are able to per-
form better than feature-based ones when the images are poor in features as well as
in multimodal registration. However, they are computational much more expensive
from feature-based methods to the point that in previous decades, their computational
cost was a prohibiting factor and, even now, they are still computationally expensive.
The existence of many local optima in these methods is a problem that can be solved
through the use of a robust optimization method.
Geometric transformation is an important parameter, which has been studied extens-
ively, especially in the context of elastic deformation [40], so in this dissertation no
research on it is presented. In detail, the presented work has focused on the follow-
ing:

• Study of the similarity metrics, with the intention of finding better intensity-
based measures which will solve (at least, partially) the issues of accuracy,
robustness and computational cost.

• Study of the optimization methods, in order to discover better optimization
methods that can cover the issues of accuracy, robustness, automation and local
optima convergence.

• Introduction of machine learning as a means of reducing the computational
cost.

3.3 How the main problems were addressed
The greatest problem with intensity-based methods is the computational cost. In our
study, we tried to focus on a method that that is able to use that is able to find the
optimal transformation while keeping the computational cost as low as possible.

3.3.1 Similarity metrics
The success of intensity-based metrics such as Mutual Information has started an
ongoing research on other statistic measures as (dis)similarity measures in image
registration. Mutual Information is based on Kullback-Leibler Divergence, which,
in turn, is a special case of Renyi Divergence, a family set of statistical divergences.
Although there are many other sets, this one has been most of all used in image
registration, both rigid and nonrigid. In this thesis, we did several experiments on
rigid registration in order to find how the parameter of Renyi divergence affects image
registration.

3.3.2 Study of optimization methods
Our first steps were in genetic-optimization-oriented intensity-based image regis-
tration. Initially, we studied the robustness of elitist genetic algorithms, a variant
of genetic algorithms that surpasses the basic algorithm in terms of robustness and
speed. In our study, we did research on the effect of the mutation rate and the num-
ber of elites that are kept on the robustness of the aforementioned algorithm. Despite
the initial progress we made, we tried to expand to other metaheuristic algorithms
that can address the optimization problem more sufficiently. At the end, we choose
Harmony Search [209, 210] for three reasons:

• Simple implementation.
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• Efficient exploitation of the candidate solutions.

• Unlike other metaheuristic methods (e.g. Genetic Algorithms and PSO), this
algorithm has not been used in image registration.

3.3.3 Introduction of Machine Learning as a means of reducing
the computation cost

One disadvantage shared by all the metaheuristic methods is the repetitive object-
ive function evaluations for each candidate solution that is created. There are sev-
eral methods to reduce the computational cost in image registration such as parallel-
ism and subsampling. In our case we tried to introduce machine-learning regression
methods in order to partially substitute the similarity function with a cheap approx-
imation. Although this approach, known as Surrogate models, has been widely used
in many optimization problems, it has not been used in image registration.

3.4 Achievements
The Achievements are the following ones:

• In our initial study of Genetic Algorithms in Rigid Image Registration [211] we
tried to discover the effects of Mutation rate and the number of elites in elitist
genetic algorithm optimization. The results of our study have shown that the
increase of either the mutation rate and/or the number of the elites make the
optimization method more robust and less probable to diverge from the global
optimum.

• Improving a variant of Harmony Search [209, 210] in the context of Rigid
Image registration [212], thus successfully overcoming certain disadvantages
we faced. Additionally, we devised a new termination criterion based on the
mean and the standard deviation of the similarity estimation of the candidate
solutions of our population.

• Successful introduction of Machine Learning as a means for reduction of com-
putational cost [213] in Rigid Image Registration, which lead to the reduction
of the computational cost by 47%.

• Further improvement of [212] and the creation of a new faster algorithm called
Rehearsal-Harmony Search, which is faster and conducts better exploitation
than the previous algorithm. This variant has been successfully used in Micro-
scopy Image Stitching [214, 215] and affine image registration.

• In image comparison, we did research on similarity metrics based on Renyi
divergence. We did research on the effect of Renyi’s parameter α and the
subsampling factor on the accuracy of our problem. Our study has shown than
an increase of the parameter α leads to smaller registration errors.

3.5 Analysis of the achievements
Meta-heuristic optimization has been used in image registration, regardless of the
transformation (rigid or non-rigid), comparison method (feature-based or intensity-
based) and application areas (medical imaging or robot vision). In the following sec-
tion, we present our initial approach in image registration using genetic algorithms.
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Then, we proceed with the use of Harmony Search as a Meta-heuristic optimizer,
which has never been thoroughly used in image registration. In this section, we
present a brief description of the algorithm, as well as the changes that contribute to
the improvement of the algorithm. The new algorithm variants were used in both in
rigid and affine registration. Last but not least, the introduction of machine learning
as a surrogate model in image registration is presented.

3.6 Rigid Registration

3.6.1 Genetic Algorithms in Image Registration

3.6.2 Description of the basic genetic algorithm
The performance of GA depends on following factors:

• Parameter Values (i.e. Crossover rate, Mutation rate and Population Size)

• Selection method

• Cross-over method

• Mutation-method

Parameter Values

The parameter values can affect the optimization method in numerous ways. A small
population can easily get trapped into local optima, while a large one tends to slowly
converge to the global optimum. Small mutation rates lead to slow convergence to
the global optimum, while large ones tend to destroy good solutions before they can
be exploited, thus leading to random exhaustive search. Last but not least, a high
cross-over rate leads to premature convergence.

Data: Population Size P, Tournament Size (k)
Result: best individual

1 choose k (the tournament size) individuals from the population at random;
2 the best of the k random is inserted into the mating pool;

Algorithm 14: Tournament Selection

Selection process

The selection method must favour the fittest ones without the total exclusion of the
worst solutions. After all, even the worst solution may have elements that can be used
for reaching the global optimum. If the selection method favours only the fittest, then
in the case when the current best solutions are near a local optimum, the exclusion
of the rest solutions can lead to the use of only the ones at the local optimum and,
therefore, to entrapment. There are several selection methods for such as:

• Truncation selection [216]: In this method, the candidate solutions are ordered
according to their fitness (i.e. objective value estimation) and some proportion
p = 1/2, 1/3,etc. of the fittest ones are selected and reproduced 1/p times. It
is the least sophisticated of all the selection method and not often used.
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• Tournament selection [217] : This method runs several tournaments among
few randomly selected individuals from the population. In each tournament,
the best is chosen for reproduction. The size of the randomly selected pop-
ulation affects the probability of choosing the least fit ones. The higher the
number, the smaller the chance is for the least fit to be selected for reproduc-
tion, because there is greater chance to have to compete with fitter solutions.
The advantages of this method are its simple and efficient coding, its parallel-
ization and the selection pressure can be easily adjusted.

• Fitness proportionate selection or Roulette Wheel selection [218]: Each can-
didate solution is assigned with a probability of selection that is proportionate
to its fitness. If an individual i has fitness fi, then its probability of selection
is pi = fi∑P

k=1 fk
. The advantage of the algorithm is that it allows even the

worst candidate to be selected for reproduction since its probability pi is not
zero. Therefore, if that candidate has some good elements, they might be used
during reproduction.

• Stochastic universal sampling [219]: Altough Fitness Proportionate selection
may allow less fit candidate solutions to be used for reproduction, in the case
where a member of the population has disdproportionately larger fitness (ob-
jective function value) from the rest, its assigned probalility of selection is
significantly higher.

• Reward-based selection

Cross-over and Mutation Methods

The most common cross-over methods (Table 3.1) are the following ones:

• Single-point crossover [95]: At a randomly chosent point, the solotions split
and the end-parts are exchanged in order to produce two offspring.

• K-point crossover: A generalization of the previous method where the split is
done in K points.

• Even-odd crossover [220]: Even–odd crossover considers two operators: For
even crossover, the even alleles of the offspring are taken from one parent and
the odd alleles from the other parent. For odd crossover, the opposite is done.

• Uniform crossover [95]: In this method, the elements of the offspring are ran-
domly chosen from those of the parents.

• Blend crossover [95]: Blend crossover chooses a new value for the offspring.
Let xi, yi, xi < yi be the i-th element of parents x and y respectively. Then the
i-th element of the offsping is uniformly chosen from the interval [xi − a(yi −
xi), xi + a(yi − xi)], where a is a parameter of the method.

In the case where the elements of our solutions are numbers, the most common muta-
tion methods are the following ones:

• Swap [95]: Two elements swap their values.

• Flip or Uniform mutation [95, 102–104, 220–222]: The element xi mutates by
sampling a random values from Uniform distribution whose boundaries are the
value boundaries of the element.
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• Gaussian mutation: Each element xi is changed by a random value sampled
from a Gaussian distribution N (0, σ) (i.e. xi = xi +N (0, σ)).

• Quantum mutation [80]:

• Mixed mutation strategies [223–225]: Instead of using only one mutation
strategy, two or more are combined.

• [57, 65, 78, 80, 83, 88, 94, 98, 102–104, 133, 190, 196, 222, 226–231]

Table 3.1: List of Crossover Methods

Description
Crossover Methods Parents Offspring
Single-point Crossover (x1, . . . , xi, . . . xn), (y1, , . . . , yi, . . . , yn) (x1, . . . , xi, yi+ 1, . . . , yn), (y1, , , , , xi, ...xn)
K-point Crossover
Even-odd Crossover (x1, x2, x3, x4), (y1, y2, , y3, y4, ...) (x1, y2, x3, y4, ...), (y1, x2, y3, x4, )
Uniform Crossover (x1, . . . , xn), (y1, . . . , yn) x′i = random(xi, yi)
Blend Crossover (x1, „„ xi,...xn),(y1, „„ yi,...yn)

Table 3.2: List of Mutation Methods

Mutation Methods New value
Swap mutation xixj
Flip mutation xi = Uniform(loweri, upper)

Gaussian mutation xi = xi +N(0, s)
Quantum mutation xi ↔ yi

3.6.3 Elitist Genetic Algorithms
As we described in Parameter values, although mutation helps escaping the areas of
local minima, a high rate may destroy the good solutions of the current population
and they may be replaced by less fit solutions before we can exploit the former ones.
In order to maintain that the best solution(s) will not be quickly discarded (unless we
find better ones), a variant of the Genetic Algorithms has been designed called Elitist
Genetic Algorithms.
In this variant, instead of total replacement of the current population by the new
population, the best solution(s), known as elite(s) is(are) kept and inserted into the
new population, replacing some solution(s) of the new population (usually the worst
one(s)). This strategy ensures that, even if no better solution is found, at least the best
found so far are not discared and lost. This can increase the speed of convergence to
the global optimum.
Because of its ability to converge faster to the global optimum, it has been widely
used in image registration [77, 79, 85, 93, 95, 113, 232–234]. Yest, as far as we know,
no one has studied how the combination of the number of the kept elites and the
mutation rate affects the optimization process and, therefore, the result of the rigid
image registration. More analytically, we wanted to answer the following questions:

• How does the number of the elites affect the outcome of the optimization and,
therefore, the registration process? Intuitively, the elites’ purpose is to provide
information regarding the (possible) location of the global optimum. There-
fore, a higher number of elites may provide us with more information than the
one provided by only one elite.
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• Is the elites’ effect on the optimization affected by the mutation rate? If so,
how does their combination affect the registration process?

In our experiments, we studied how the behaviour of the Elitist Genetic Al-
gorithm is affected for various values of the number of the Elites and the mutation
rate. The results are presented in Chapter 4.

3.6.4 Harmony Search
Harmony Search is a relatively new population-based metaheuristic algorithm [209]
that imitates the music improvisation process through which the musicians search for
the perfect harmony.
More analytically, each harmony consists of notes and jazz musicians are impro-
vising, in order to create the perfect harmony. They create new harmonies accoring
to the following strategy:

• Choose notes from known harmonies and use them unchanged.

• Choose notes from known harmonies and they are slightly changed.

• Play random notes.

If the new harmony is better than the worst harmony of the population, then the
former replaces the latter. Harmony Search explores the search space and creates
new harmonies in a similar maner. The algorithm is presente in Table 4.

Data: h,par,step_size,POPSIZE,MAX_ITER
Result: best individual

1 Create initial candidate population P of size(POPSIZE);
2 for i=1:MAX_ITER do
3 Create new_harmony;
4 for j=1:NV AR do
5 if U(0, 1) < h then
6 Choose k = U_INT (1,MAX_ITER);
7 new_harmony(j)=P [k][j];
8 if U(0, 1) < par then
9 new_harmony(j)+=step_size · U(0, 1);

10 end
11 end
12 else
13 new_harmony(j)=U(minj,maxj);
14 end
15 end
16 if new_harmony better than the worst harmony of P then
17 Replace the latter with the new_harmony;
18 end
19 end
20 best individual= the best P ;
21 return best individual;

Algorithm 15: Basic Harmony Search
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As we see, the algorithm starts from a randomly initialized population P . Then, at
each iteration it creates an new solution new_harmony in the following way:

new_harmony[j] =


P [k][j] with probability h(1-p)
P [k][j] + step_size · U(0, 1) with probability hp
U(minj,maxj) with probability (1-h)

(3.1)
where NV AR is the number of the variables of the solution, h are the probabil-
ity to use element of a solution from the population and par is the probability to
slightly change an element from a randomly chosen solution. (1 − h) is the prob-
ability to choose a random value from the search space using uniform distribution
U(minj,maxj), where minj, maxj are the minimum and maximum values of the
j−th variable. The reasons for choosing this metaheuristic optimization algorithm
are the following ones:

• Unlike Genetic Algorithms and PSO, it has rarely been used in image registra-
tion.

• In GA, each solution s ∈ RNV AR is constructed using two parent-solutions. If
the number the chosen solutions for crossover is N < POPSIZE, then the
number of possible pairs is

(
N
2

)
=

N !

2!(N − 1)
=
N(N − 1)

2
(3.2)

Even if we use Uniform Cross-over method, from each pair we can create
2NV AR possible pairs. Therefore, the maximum number of pairs that can be
produced from the exploitation of the current population is(

N
2

)
· 2NV AR = N(N − 1) · 2NV AR−1 (3.3)

In PSO, a particle moves to a direction dictated by:

– its current position

– its best position

– the position of the optimum found so far.

therefore, each new position is created using n In constrast with GA and PSO,
in Harmony Search each solution of the current population can contribute to the
construction of a new solution. Since the j−th (j = 1, . . . , NV AR) variable
of the new solution can have any of the any of the POPSIZE possible values
P [1][j], P [2][j], . . . , P [POPSIZE][j], then the number of possible pairs is

POPSIZE · POPSIZE · . . . POPSIZE︸ ︷︷ ︸
NV AR

= POPSIZENV AR (3.4)

This strategy has two advantages:

1. Choosing becomes simplified and less time is spent in deciding who
should be used for constructing new solutions. Because of that, the com-
putational cost in Harmony Search is less than that of GA.

2. The solutions of the current population can be more efficiently exploited
and create a greater variety of solutions.

54



• Unlike GA, Harmony Search has two mutation methods. The random
U(mini, maxj) with probability (1 − h) and a step-size random walk
step_size · U(0, 1) with probability hp. The first one ensures the avoidance
of entrapment at an area of a local minimum, while the second one can be used
in order to explore and, therefore, exploit the area of a given solution.

• Last but not least, the performance of GA can be

Initially, we tried started experimenting with a variant of Harmony Search, known
as Global-best Harmony Search (GHS) [235]. This variant has the same step as the
basic Harmony Search. The difference lies in the second step, where the step-sized
adjusted note or a randomly chosen harmony is replaced with a random note of the
best harmony.

new_harmony[j] = best[k] (3.5)

where best is the best harmony found so far and k a randomly chosen variable. We
experimented with this variant in rigid image registration using satellite images (Fig.
3.1, 3.2). The results in the first example were not the expected ones, while in the
second example, the optimization method managed to approach the area of the global
optimum, albeit after a disproportionally large number of iterations. Due to the qual-
ity of the results, we decided to search for a way to improve this GHA in order to deal
with the disadvantages it has. A detailed analysis is provided in the fourth chapter.

3.6.5 Surrogate modelling
In metaheuristic optimization, fitness approximation [236, 237] is often used in or-
der to deal with demanding computational problems. The reasons for using fitness
approximation are the following ones:

• The objective function is computationally expensive. In the case of the
intensity-based methods, even if a sample of the images is used for estima-
tion of their similarity, it contains hundreds of pixel intensities (if not more)
which is enormous compared to the few dozens of features that are used in
feature-based methods. The computational cost increases as the transform-
ation method becomes more complex (e.g. projective is more expensive than
affine, which is more expensive than rigid) or if we move from 2D to 3D image
registration.

(a): b040 (b): b042

Figure 3.1: First Example of Satellite Images
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(a): casitas84 (b): casitas86

Figure 3.2: Second Example of Satellite Images

• The environment is of the algorithm is noisy. In the case of a non-noisy envir-
onment, an individual solution can be approximated by averaging the function
estimation of its neighbours. In a rather noisy environment such as that of an
intensity-based method, this approach may not be useful.

• The landscape is multimodal. The idea is to construct a global model for ap-
proximating and smoothing out the local optima of the original objective func-
tion without changing the global optimum and its area. This can minimize the
possibility of entrapment at the areas of local optima or, at least, enhance the
escape from such areas.

Two are the traditional approaches in fitness approximation [238]:

• Problem approximation: This approach tries to replace the original statement
of problem by an approximate one that is easier to solve. A good example is
affine (6 and 12 parameters in 2D and 3D, respectively) registration of rigid
image structures such as the human skull. It is known that affine registration
includes the following transformations:

– translation

– rotation

– scaling and

– shearing

However, in the example above, there is little, if any shearing effect. In this
case, a good approximation of the solution can be found, if we try to reduce
the problem and convert it from affine to similarity image registration (i.e. af-
fine without shearing) which has 5 parameters and 9 parameters in 2D and 3D,
respectively. Then, this approximation can be used as a starting point to find
the global optimum in affine image registration. The reduction of the search
space reduces the computational cost. An example of problem approxima-
tion is [239], where complex perspective transformation is converted to simple
scale transformation and translation transformation.

• Functional approximation: Here an alternate expression of the objective func-
tion is constructed. A good(in terms of approximation) alternate and com-
putational cheap expression replaces (at least, partially) the original objective
function, thus reducing the duration of the optimization process.
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In the case of intensity-based image registration, Functional Approximation could
be the answer for reducing the computational cost. Also the smoothing of the local
optima can reduce the number of iterations needed for escaping local optima. The
most common methods used for functional approximation are:

• Fitness Inheritance [229].

• Polynomial models [236].

• Regression models.

• Machine Learning techniques.

In this thesis, we present the results of the experiments of functional approxima-
tion as a means of reducing the computational cost of image registration. In detail,
the first experiments were conducted on medical images. Subsequently, new exper-
iments were performed that compared different functional approximation methods
using images of different sizes.

3.6.6 Stitching
As it is aforementioned, image stitching can be used in many different areas such
as rapid detection of basal carcinoma cells [240] or depiction of biological struc-
tures [241]. In microscopy, there is great need for depicting all the details at the max-
imum resolution. The information that derives from the acquired super-resolution
image is crucial for diagnosis and, therefore, treatment. An image stitching method
for microscopy images that can be used by doctors and biologists must meet the
following criteria:

• The method must produce high quality results with minimum error.

• It must be simple in use.

• It must be a generalized tool that can be used for every type of image.

Problems

Accurate image registration is the "sine qua non" factor in order to produce results
of high quality. Here, we tried to stitch together a series of images acquired from a
microscopic sample in a petri dish. Initially, we tried the grid stitching method [242]
of FIJI [243], but we came up with the following problem: the petri dish (Fig.3.8)
is circular. Suppose that we split the petri dish into overlapping horizontal series of
overlapping images of equal size. The top and the bottom series have less images
than the ones close to the center of the circle. Since the method of image stitching
are using rectangular grids for image stitching, we came to the conclusion that this
method is not suitable for such a problem.
A simple solution would be to do the following:

• First, stitch together the images in each horizontal series. After all, each hori-
zontal series is a 1 × Ni image grid, where Ni is the number of images in the
i-th horizontal series (i = 1, · · · ,M ).

• Second, stitch the results of the first step together. The results of the previous
step are M images that are positioned on a M × 1image grid.
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(a): Slice 1 (b): Slice 2 (c): Slice 3

Figure 3.3: Example of Satellite Images

(a): Results with Tile Overlap equal to 0.2

(b): Results with Tile Overlap equal to 0.3

Figure 3.4: Results of step one stitching of the first horizontal series

(a): Results with Tile Overlap equal to 0.2

(b): Results with Tile Overlap equal to 0.3

Figure 3.5: Results of step one stitching of the second horizontal series

In both steps we used the grid image stitching method of FIJI (Fig. 3.7), Indicatively,
we present some of the images we used in our experiments on brightfield images
(Fig. 3.3) as well as some of the results of the experiments in Fig.5-7, using the
above scheme .
As we see in the the results of Fig. 3.4,3.5, the increase of the Regression Threshold
from 0.2 to 0.3 and from 0.3 to 0.75 respectively, instead of producing the same
result, the first image on the right in both series was omitted. Although an increase
of regression threshold can produce better results, it is obvious that it is not always
easy to predict the results of a parameter’s value variation, let alone when we deal
with more than one. For a non- expert, this poses a even greater problem. This
problem becomes more pronounced in the second step as it shown in Fig.3.6, where
we change only the value of the regression threshold.
As we see in Fig.5-6, the problem of the choice of the correct parameter values is a
very difficult, if not impossible, to solve. The parameters that align a series of images
may differ significantly:
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(a): Slive 1

(b): Results of the second step of stitching the stitched series together with Regression
Threshold equal to 0.25

Figure 3.6: Results of the second step of stitching the stitched series together with
Regression Threshold equal to 0.25

• In the first step: Different horizontal series may require different parameter
values.

• In the second step: Even in the case of the correct stitching of the horizontal
image series, the new images vary in size which makes even more difficult the
tuning of the variables, such as the overlap between them.

These disadvantages become more apparent in different image data, which make the
whole process impractical, especially for non-experts. In the next section we present
our innovations and how they solve the aforementioned problems.

New Approach

The ability of Mutual Information to align images using little, if any, preprocessing of
the images and its robustness can be an asset. Initially, the new variant was intended
to be used, but a closer study revealed the following disadvantage:

• If the new candidate solution is better than the worst member of our population,
then the former replaces the latter.

• In the opposite scenario, the former is discarded.

In either case, a solution that could still be useful in the search for the global optimum
is omitted. A second variant is constructed via the following assumptions inspired
by the music sessions:

• When musicians are gathered to play together, they play in sessions.

• In each session, the musicians are creating new symphonies (solutions) using
either:

– Random notes (variables)

– Symphonies from the previous session as well as those that are creating
at the current one.

• At the end of the session, the best solutions are kept for the next session, while
the rest are discarded.

59



Figure 3.7: FIJI plugin

Figure 3.8: Circle on Grid

The second Harmony Search variant (called Session Harmony Search) is described in
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Alg.16, where POPSIZE is the population size, hmin, hmax are the mininum and
maximum value of the h parameter, parmin, parmax are the mininum and maximum
value of the par parameter. This variant differs from the first Harmony Search variant
in the following aspects:

• Instead of creating a single candidate solution, in each iteration a new popu-
lation of candidate solution is created and the from the current and the new
population, the best POPSIZE solutions are kept for the next iteration.

• In the original method and its variations, the new candidate solution is com-
pared to the worst solution of the current population, replacing the last one if it
is better. In the second variant, each new solution is integrated into the popu-
lation, in order to be used in the construction of new solutions,thus expanding
the availability of the elements that can be used for the construction of new
solutions.

• After the construction of the a new candidate solution in basic Harmony
Search, it is compared with the worst solution of the population. The com-
putational cost of locating the worst solution is O(POPSIZE). In the second
variant, after the creation of the POPSIZE new candidate solutions, they
are grouped together with the current population and the 2 · POPSIZE solu-
tions are sorted according to their objective function estimation and the best
POPSIZE candidate solutions are kept. Using an effective sortin algorithm,
the computational costs of sorting and replacement of the current population
with the best POPSIZE solutions areO(2·POPSIZE log(2·POPSIZE))
and O(POPSIZE), respectively. Therefore, the total computational cost of
the second variant is:

O(2 · POPSIZE log(2 · POPSIZE)) +O(POPSIZE) = (3.6)
= O(POPSIZE log(2 · POPSIZE)) +O(POPSIZE) = (3.7)

= O(POPSIZE log(2 · POPSIZE)) = (3.8)
= O(POPSIZE log(·POPSIZE)) (3.9)

3.6.7 Research on Image Comparisson
The success of Mutual information and its derivatives as a similarity measure, es-
pecially in multimodal image registration has paved the road for further research
in other intensity-based similarity methods. Specifically, since Mutual Information
of two random Variables X,Y is the Kullback-Leibler divergence (KL-divergence)of
their joint Distribution and the product of their marginal Distributions (

MI(X, Y ) =
∑
i,j

pX,Y (xi, yj)

pX(xi)pY (yj)
= KL(X ∩ Y,X × Y ) (3.10)

and KL-divergence is a special case of other more general forms of statistical diver-
gences, one can construct other intensity-based image similarity measures. Among
the most well known Statistical divergences are the following ones:

• Tsallis Divergence

• F-Divergence
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Data: hmin,hmax,parmin,parmax,step_size,POPSIZE,MAX_ITER
Result: best individual

1 Create initial candidate population P of size(POPSIZE);
2 for i=1:MAX_ITER do
3 Create new population NewP = P ;
4 for i=1:POPSIZE do
5 h = hmin + (i/MAX_ITER) · (hmax − hmin);
6 par = parmin + (i/MAX_ITER) · (parmax − parmin);
7 Create new_harmony;
8 for j=1:NV AR do
9 Choose from NewP 3 distinct candidate solutions k, k1, k2;

10 if U(0, 1) < h then
11 new_harmony(j)+=P [k][j] + c(P [k][j]−

P [k1][j]) (fun(P [k])−fun(P [k1]))
abs(fun(P [k1])−fun(P [k2]))

+ distribution(0, δ);
12 if U(0, 1) < par then
13 k1 = second_best, k2 = third_best;

new_harmony(j)+=best(j) + c(best(j)−
P [k1][j]) (fun(best)−fun(P [k1]))

abs(fun(P [k1])−fun(P [k2]))
+ distribution(0, δ);

14 end
15 end
16 else
17 new_harmony(j)=U(minj,maxj);
18 end
19 end
20 end
21 if new_harmony better than the worst harmony of P then
22 Replace the latter with the new_harmony;
23 end
24 end
25 best individual= the best P ;
26 return best individual;

Algorithm 16: Second Harmony Search variant

• Renyi divergence

The reason for choosing Renyi divergence in our experiments is its wide use both in
rigid and non rigid registration. As we mentioned above, there is no previous work
studying the effect of Renyi’s α parameter on registration accuracy. This becomes
even more critical when considering the need for efficient subsampling to reduce
computational cost. To address this issue, the experiments presented in this paper are
designed to shed light on the following research questions:

• How does the parameter of Renyi’s divergence affect the image registration
error?

• How does the subsampling factor (i.e. the percentage of the pixel intensities
we use) affect the image registration error?

• What is the relationship of the aforementioned factors regarding the image
registration error?

To this end, a series of rigid image registration experiments are performed on image
pairs
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(a): Source Image (b): Target Image

Figure 3.9: Example of image pairs

(a): Source Image (b): Target Image

Figure 3.10: Example of image pairs

In the experiments conducted, twenty images were downloaded from a publicly avail-
able website [?]. Then, a copy of each one of the images is created and digitally
processed in the following way:

1. Initially, the copies are blurred via a circular averaging filter.

2. Then, Gaussian noise is added to the blurred images.

3. Then, the images were transformed via rigid transformation.

For our experiments, the values of the parameters α and percentage (i.e. the Renyi
parameter and the percentage of the sampled pixels) are the following ones respect-
ively:

α = {0.1, 0.3, 0.5, 0.7, 0.9, 1.0, 1.1, 1.3}

percentage = {1, 2, 4, 6, 8, 10, 20}

Non-deterministic sampling was used, in order to avoid any bias and assess how the
parameters used (α, percentage), affect the registration error. Because of the non-
deterministic sampling, it is expected to have different results in each run. Therefore,
for each image pair, we conducted 100 experiments for any given parameter pair .
Then for all image pairs, we align the images based on our metaheuristic algorithm
[212] and then examine the rotation and translation for which the Renyi’s divergence
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(a): Source Image (b): Target Image

Figure 3.11: Example of image pairs

is maximized in order to calculate the absolute error. Renyi’s divergence (eq.(??)),
was implemented based on ITK tools [244]. In Tables I-III, we present the Mean
Absolute Error (MAE) of the registration across all 20 image pairs with respect to
rotation, translation along x and y respectively. MAE is defined in Eq. 7:

MAE =
1

N

N∑
i=1

|erri| (3.11)

where i is the i-th image pair, N is the total number of image pairs and err the
registration error (radians for rotation and pixels for translations) with respect with
the ground-truth transformations of the distorted images.

3.7 Affine
Affine registration has six parameters (9 in 3D) which makes the image registration
more challenging than rigid. In Affine Registration, Elitist Genetic Algorithm, the
first and the second variant of Harmony Search are compared. Also, in the case
of the second variant, it was tested twice, both with and without the Support-Vector-
Regression-based surrogate model, in order to study its impact on the results of image
registration as well as the reduction of the computational cost. In our case, brain
images were used, which were transformed via random affine transformation as we
see in Fig.
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(a): Initial brain slice No. 5 (b): Initial brain slice No. 5

(a): Initial brain slice No. 10 (b): Initial brain slice No. 10

(a): Initial brain slice No. 15 (b): Initial brain slice No. 15
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Chapter 4

Results

Analysis, design, implementation and interpretation of results
The results of the study should be presented with as much detailed as possible.

For quantitative and experimental studies, it must be clear how these results were ob-
tained (i.e. what were the conditions which resulted in the findings). The discussion
should provide interpretations behind the results and must explain how these fit into
the existing body of knowledge.

In this chapter, we present the results of our research in detail as well as our
findings regarding the new possibilities for image registration.

4.1 Rigid Registration

4.1.1 Elitist GA
As we mentioned in chapter 3, Elitist GA manages to converge quicker to the global
optimum by replacing all but the best solution(s). Although this variant is a response
to high mutation rates’ disadvantage of destroying good solutions, no one has ever
studied the effects of the number of the Elites and the mutation rate. In order to
answer the questions, a series of experiments are executed in order to study the be-
havior of the IIR method with respect to the number of the elites that are kept and
passed into the next generation and the mutation rate.
From [245] 25 image pairs were downloaded and used (representative pairs are
shown in Fig.1) and in each one of them the target image is a contrast-changed
version of the source image which is then randomly transformed (with the trans-
formations shown in Table I). In each image pair, the parameters of the experiments
we used were the following ones:

• Population Size: 100

• Maximum Number of Generations: 100

• Selection method: Fitness Proportionate Selection

• Crossover rate: 0.6

• Mutation rate: { 0.12, 0.14, 0.16, 0.18, 0.2 }

• Mutation method: For the first one third of the evolutionary process random
uniform distribution is used. For the second one third cauchy distribution and
is used and for the last one third we use gaussian distribution.

• Number of elites: 1, 2, 3, 4, 5
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(a): Source I01 (b): Processed I01

(c): Source I02 (d): Processed I02

(e): Source I03 (f): Processed I03

Figure 4.1: Example of image pairs

• Elitist method: Pass the elites unchanged

• Number of experiments per image pair per parameter pair : 100

In Figures 4.2-4.4., we present the results of the registration experiments using Elist
GA optimization.

In Figures.4.5,4.6, we present the mean Mutual Information (left row) and its
standard deviation (St. D. - right row) as a function of mutation rate (y-axis) and
number of elites (x-axis) respectively for the first 10 image pairs. In detail, the av-
erage mean Mutual Information (left subfigure) and the average St.D of Mutual In-
formation (right subfigure) for all pairs is presented. In Table 4.1, again for the first
10 image pairs (in the sake of space), we present the following:

• The number of the elites (# Elites) and mutation rate (Pm) for which the mean
mutual information is maximized.

• The rigid transformation of the images, where rotation is measured in radians
and translation is measured in pixels

• The mean absolute error of the optimum transformation found by the elitist
algorithm using the best parameter values.
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(a): Floating Image (b): Reference Image

(c): Corrected Floating image (d): Difference Image

Figure 4.2: First Example

(a): Floating Image (b): Reference Image

(c): Corrected Floating image (d): Difference Image

Figure 4.3: Second Example

The overall statistics of Pm and elites (and their pairs) which optimized MI for all
image pairs are shown in the Table 4.2. It is obvious that in most cases high mutation
rates and number of elites contributed to the maximization of Mutual Information
across all image pairs (76% of image pairs achieved max MI with 5 Elites and 52%
with 0.2 mutation rate). It is also interesting that 2 such combinations of # Elites and
Mutation rates (0.2/5 and 0.18/5) resulted in maximizing MI in more than 60% of the
images.
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(a): Floating Image (b): Reference Image

(c): Corrected Floating image (d): Difference Image

Figure 4.4: Third Example

Table 4.1: Statistics

No Best Parameters Transformation Mean Absolute Error
Pm # Elites Rotation X trans Y trans Rotation X trans Y trans

I01 0.2 5 -0.1047 8.4465 -8.3334 0.0000389 0.0119 0.0064
I02 0.2 5 0.4082 21.9414 8.6479 0.0000226 0.0058 0.0035
I03 0.2 5 0.2001 -15.4274 0.6511 0.0001648 0.0302 0.0141
I04 0.2 5 0.1767 -11.9486 44.4879 0.0001679 0.0048 0.0389
I05 0.18 5 -0.4715 7.3972 43.0496 0.0000236 0.0031 0.0088
I06 0.16 4 -0.4591 32.2138 -33.8409 0.0001381 0.0315 0.0229
I07 0.18 5 0.2192 28.6218 -6.9681 0.0000265 0.0123 0.0032
I08 0.2 4 0.4903 -23.1739 20.7755 0.0000631 0.0168 0.0098
I09 0.18 5 0.3669 -44.5967 12.8848 0.0002271 0.0047 0.0162
I10 0.18 5 -0.1571 -16.5133 48.0953 0.0000219 0.0075 0.0387

Table 4.2: Results

# Elites 5 4 3 2 1
76% 24% 0% 0% 0%

Mutation
Rate

0.2 0.18 0.16 0.14 0.12
52% 32% 16% 0% 0%

Combined
parameters

0.2-5 0.18-5 0.16-5 0.2-4 0.18-4 0.16-4
36% 28% 12% 16% 4% 4%

4.1.2 First Approach in Harmony Search

Image Registration Using Global Harmony Search

As it is aforementioned in the previous chapter, we used Global-best Harmony Search
(GHS), in order to see how well adapted it is for rigid registration. The parameters
we used for our experiments were the following ones:
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(a): Mean of MI of I01 (b): St.D. of MI of I01

(c): Mean of MI of I02 (d): St.D. of MI of I02

(e): Mean of MI of I03 (f): St.D. of MI of I03

(g): Mean of MI of I04 (h): St.D. of MI of I04

(i): Mean of MI of I05 (j): St.D. of MI of I05

Figure 4.5: Images 1-5
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(a): Mean of MI of I06 (b): St.D. of MI of I06

(c): Mean of MI of I07 (d): St.D. of MI of I07

(e): Mean of MI of I08 (f): St.D. of MI of I08

(g): Mean of MI of I09 (h): St.D. of MI of I09

(i): Mean of MI of I10 (j): St.D. of MI of I10

Figure 4.6: Images 6-10
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(a): Source image b040 (b): Target Image b042

(c): Transformed subfigure 4.11 (a) (d): Image Difference

Figure 4.7: First example

• hmrc: 0.7

• par: 0.3

• Population size: 20

• Number of Iterations: 240000

In fig.4.7,4.8, an example is presented that shows the results of the registration pro-
cess. The registration was done using mutual information as a similarity measure.
As we see in the Fig. 4.7, there is clearly a mismatch. On the other hand, in Fig. 4.8,
the registration procedure seems successful. Nevertheless, another problem exists,
which can be seen in Fig. 4.9. While in the first example b0 (green line) there is
definetly an entrapment at an area of a local optimum, in the second example casitas
(blue line) the registration method succeeds, albeit after a great number of iterations.
The reasons of GHS being less effective than expected are the following ones:

• hmcr and par: These terms are fixed. An increased hmcr means that we choose
to create solutions by using more often the harmony memory than exploring
widely the search space. On the other hand, a small value of hmcr ensures
avoiding entrapment at the areas of local optima, but it cannot exploit the
memory in the case it has good solutions. A large value of par leads to fre-
quent use of the best harmony, which may be a local optimum. If it is used to
often, then the memory may soon be filled with solutions that are copies of it.

• The lack of perturbation: Using no perturbation in the algorithm reduces the
ability of the algorithm to explore and exploit an area simultaneously. In the

72



(a): Source image casitas84 (b): Target Image b042

(c): Transformed subfigure 4.8 (a) (d): Image Difference

Figure 4.8: Second example casitas

case of the second example, although the final result is successful, it takes too
many iterations to escape the local optima and reach the global optimum.

• The algorithm does not exploit the information of the Harmony Memory effi-
ciently. Although random mutations can lead to escape from local optima, it is
could be better to guide the mutation towards better areas.

ALOPEX

ALOPEX (ALgorithn Of Pattern EXtranction) [246, 247] is an stochastic optimiz-
ation that iteratively searches the values that optimize an objective function. This
process combines the following:

• Bias feedback term, which uses the changes of both the variables and the func-
tion and tends to direct the optimization process to the area that has been
proved successful in the recent past. In the case of the presence of the re-
cent solutions at the area of the global optimum, the Bias Feedback term can
converge faster to the global optimum.

• Stochastic term, which is a random number, generated for each variable in
each iteration, and provides the opportunity to move each variable against the
direction of recent success so that entrapment at the areas of local optima is
avoided.
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Figure 4.9: Mutual Information Graphs using GHS

A balanced use of both is critical for the success of the algorithm at converging to the
global optimum. Too much reliance on the Bias feedback term reduces the algorithm
to gradient descent algorithm, while its absence reduces it to random walking.

Figure 4.10: Cauchy and Gaussian Distributions with mean m=0 and standard devi-
ations s=0.001.
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Although the algorithm was initially used for correction of visual receptive fields
[246,247], its use has been expanded in several other fields such as image correction
[248], cardiovascular of biomedical applications [249], pattern recognition [250] and
neural networks [251]. Its main features [252] that are essential for the success of
the algorithm are the following ones:

• Being stochastic and gradient-free, it depends on the variable values of previ-
ous steps rather than the functional form of the objective function

• The update variable is done simultaneously, which is not the case for other
stochastic optimization methods such as Simulated Annealing. This process
can be done in parallel, thus increasing it efficiency.1

• Unlike Simulated Annealing, the magnitude of the stochastic term does not
depend on the amount it raises or lowers the response, which makes it ideal for
moving between wide extrema. However, its magnitude that is significantly
higher that that of the Bias feedback term, then the process can be reduced to
random steps, much like the melting pot process in Simulated Annealing.

Novel Approach in Harmony Search for Rigid Image Registration

In order to deal with these problems a new variant is constructed (17):

• The hmcr and par are not fixed: The parameter hmcr starts at a lower value
hmin because we want to focus on exploring the search space. Then, as the
number of repeats increases, so does the parameter value because we want a
gradual transition from exploration to exploitation until it reaches its highest
value hmax. Similarly, the parameter par starts from a lower value parmin, be-
cause we do not want to depend too much on the current optimal solution be-
cause in the beginning this is most likely a local optimal. Finally, par steadily
increases in order to exploit better the optimal solution until it reaches parmax.

• The optimal solution is exploited by integrating elements of the optimization
algorithm ALOPEX IV [248].

• The most common termination criterion is the maximum number of iterations.
To reduce computational costs due to the needless search for a better solution,
we modified this termination criterion by examining in each iteration:

– The absolute difference between respective evaluations of the best solu-
tion and the mean of the evaluation of the solutions in memory: If this
difference is larger than a threshold/tolerance, then then new solutions
can be created that are placed somewhere between the optimal solution
and the rest. In fact, the closer they get to the former, they may find new
solutions that are even better.

– The standard deviation of the objective function evaluations: this shows
how close the solutions are to the mean. If the standard deviation is higher
than a threshold. it means that they can work together and find other
better solutions.

• Unlike the original algorithm, which uses a uniform step in the secondary
mutation, here Cauchy step is initially used and then it changes into Gaus-
sian step. As we see in fig. 4.10, the bell-shape of the Cauchy distribution is
wider than that of the Gaussian, which is an indicator of increased probability
to further explore areas around the solution that are less probable for Gaussian
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distribution. The latter is more useful once the area of the global optimum is
found, where further exploration is most likely pointless and we need a more
thorough exploitation via exploration at the area of the global optimum only.

The new algorithm is the following one is in 17.

Data: hmin,hmax,parmin,parmax,step_size,POPSIZE,MAX_ITER
Result: best individual

1 Create initial candidate population P of size(POPSIZE);
2 for i=1:MAX_ITER do
3 h = hmin + (i/MAX_ITER) · (hmax − hmin);
4 par = parmin + (i/MAX_ITER) · (parmax − parmin);
5 Create new_harmony;
6 for j=1:NV AR do
7 if U(0, 1) < h then
8 Choose k = U_INT (1,MAX_ITER);
9 new_harmony(j)=P [k][j];

10 if U(0, 1) < par then
11 Choose d = U_INT (1,MAX_ITER), d 6= k;
12 new_harmony(j)+=best(j) + c(best(j)−

P [k][j]) (fun(best)−fun(P [k]))
abs(fun(P [k])−fun(P [d]))

+ distribution(0, δ);
13 end
14 end
15 else
16 new_harmony(j)=U(minj,maxj);
17 end
18 end
19 if new_harmony better than the worst harmony of P then
20 Replace the latter with the new_harmony;
21 end
22 end
23 best individual= the best P ;
24 return best individual;

Algorithm 17: First Harmony Search variant

The result of the use of the new variant are shown in Fig.4.11 as well as in the Graph
at Fig.4.12. As we see in each of the experiments, the results were not only successful
but also the convergence is much faster. Last but not least, the modified termination
criterion caused the termination of the algorithm, preventing it from doing unneces-
sary computations and, therefore, reducing the computational cost.

4.1.3 Surrogate modelling
Initial Experiments on Medical Rigid Registration

As we explained in Chapter 3, a series of experiments were conducted for the reduc-
tion of the computational cost via functional approximation. Initially, Support Vector
Regression (SVR) [253–256] was used for the construction of the surrogate model
of Mutual Information in medical image registration. Although SVR has been used
as an approximation method in image registration [257], it has not been used in the
context of metaheuristic optimization in rigid image registration.
More analytically, we used the new harmony search variant in combination with SVR
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(a): Source image b040 (b): Target Image b042

(c): Transformed subfigure 4.11 (a) (d): Image Difference

Figure 4.11: First example

Figure 4.12: Mutual Information Graphs using New HS Variant
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as an approximation method and compared it with the original new harmony search
variant. Due to the high non-linerity of Mutual Information, Gaussian Kernel ((4.1))
was used.

K(x, x′) = exp

(
−||x− x

′||2

2σ2

)
(4.1)

Initially, we create a random population of candidate solutions (whose size is P) and a
training set (equal to the initial population) for the construction of the approximation.
For every 2P new solutions, (P+1) of them are evaluated using the approximation
method, while the rest (P-1) are evaluated using the original function and are inserted
into the training set. When the training set reaches a certain size, the approximation
is constructed anew in order to have an approximation method that is smooth and
whose form (and therefore its global optimum), is (at worst) as close as possible
to the real one. The approximation construction is repeated four times during the
optimization process.
In the experiments, medical MRI images were used. These images (Fig. 4.13) are
PD, T1 and T2 MRI images from several areas of the human body. In each case,
the T1 and T2 is randomly transformed using rigid transformation. Then, a series of
experiments are conducted both with and without the use of SVR. The experiments
on each image pair (PD to T1 and PD to T2, from six different areas of the human
body) are performed ten times using both the original method and the enhanced one
in order to see the mean reduction of the image registration process as well as the
results. Both methods succeeded in all the experiments for each image pair but the
computational cost was consistently different as we see in indicative Figures.

(a): PD (b): T1 (c): T2

Figure 4.13: An example of images downloaded from https://www.nlm.nih.
gov/research/visible/mri.html
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(a): Floating Image (b): Reference Image

(c): Result without SVR (d): Result with SVR

Figure 4.14: Image Registration of MRPD and MRT1 at Abdomen area

(a): Floating Image (b): Reference Image

(c): Result without SVR (d): Result with SVR

Figure 4.15: Image Registration of MRPD and MRT2 at Abdomen area
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(a): Floating Image (b): Reference Image

(c): Result without SVR (d): Result with SVR

Figure 4.16: Image Registration of MRPD and MRT1 at Pelvis area

(a): Floating Image (b): Reference Image

(c): Result without SVR (d): Result with SVR

Figure 4.17: Image Registration of MRPD and MRT2 at Pelvis area
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Table 4.3: Mean Duration of Image Registration in seconds

Image Pairs Mean Duration
Original Enhanced

Abdomen PD→ T1 2.884 1.871
Abdomen PD→ T2 2.909 1.745
Feet PD→ T1 3.129 1.989
Feet PD→ T2 3.048 1.907
Head PD→ T1 2.893 1.929
Head PD→ T2 2.947 2.066
Pelvis PD→ T1 2.926 2.042
Pelvis PD→ T2 3.146 1.918
Thigh PD→ T1 3.152 2.067
Thigh PD→ T2 3.067 1.960
Thorax PD→ T1 2.960 2.005
Thorax PD→ T2 2.957 1.991

Figure 4.18: Mean duration of a single similarity evaluation

In Table 4.3, the mean duration of the method both with and without the SVR
are presented. In Fig. 4.18 the mean duration in seconds of a single evaluation for
both methods is presented. The reduction of the duration is up to 40.03%, while the
mean duration of a single similarity evaluation (if we include the time needed for the
construction of the approximations) is reduced to 45.55%.

Further experiments using Images of varying sizes

Previously, we used SVR as an approximation method for minimizing the computa-
tional cost of Mutual-Intentity-based Rigid Image Registration on Medical Images,
whose size is 256. A series of experiments were conducted in order to estimate the
which one of the following approximation methods can are best suited for Mutual
Information where 5 different approximation methods are used:

• Kernel Recursive Least Squares algorithm (krls) [258]

• Kernel Ridge Regression (krr trainer) [259, 260]
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• Multi-layer Perceptron (mlp)

• Radial Basis Function Network (rbf_network_trainer) [261]

• Epsilon-Insensitive Support Vector Regression (svr trainer) [262]

A series of medical [263] and non-medical images [245, 264] were used in the ex-
periments. In these tests, a randomly generated sample of 1500 transformation was
used for each image pair. The quality of the approximation methods is validated by
executing the following steps:

(a): Source Image (b): Target Image

Figure 4.19: Mouse brain image slice 110

(a): Source Image (b): Target Image

Figure 4.20: Mouse brain image slice 120

1. The randomly generated sample is partitioned into two subsamples:

• Training set (size: 1000 along with the corresponding estimations of Mu-
tual information (MI))

• Test set (size: 500 along with the corresponding estimations of Mutual
information (MI))

2. Construction of the approximation M̃I using the Training set.

3. Computation of the Mean Absolute Error of the i-th partition (MAEi) using
the

MAEi =
1

N

N∑
j=1

∣∣∣M̃I(xj)−MI(xj)
∣∣∣ (4.2)
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where N is the size of the Test set and xj is the j-th transformation.

These steps are for one partition. In the experiments, the initial set is partitioned
randomly twenty times. Therefore, the aforementioned steps are executed twenty
times. In the end, the Mean Absolute Error (MAE) is calculated:

MAE =
1

20

20∑
i=1

MEAi (4.3)

The Mean Absolute Error is calculated for each method and image pair. Indicat-
ive images are presented in Fig 4.40-4.23, where the right subfigure is a randomly
transformed version of the left subfigure.

(a): Source Image (b): Target Image

Figure 4.21: 78 Greece Fires

(a): Source Image (b): Target Image

Figure 4.22: Shrinking Meredith Lake
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(a): Source Image (b): Target Image

Figure 4.23: 81 Oahe Reservoir

In Fig.4.24, the MEA for each image pair and approximation method is presented.
MLP has the worst performace of all. Although rbf network performs far better
than MLP, it is no match for krr and krls. Eventually, it is SVR that produces the
minimum MAE. Also, in Fig.4.25, the mean duration of a single similarity estimation
using SVR is presented and what is observed is its small duration which lies in the
range of (5 · 10−6, 3.5 · 10−5) seconds. In the next experiments, SVR was inserted
in the new HA variant and new experiments were conducted in order to see how
the computational cost is reduced. The variant, which uses the SVR approximation
method, is called EHAR, while the original variant is called HAR. where, Trs is the
training set and si, i = 1 . . . , 5 is the size of Trs. Initially, an empty training sample
is created, in which the initial population of random solutions is inserted. Until the
size of the training set becomes equal to s1, the original mutual information is used
for the evaluation of the new solutions, which are then inserted into the training
set. When its size is s1, an approximation using SVR is constructed and then an
alternation between the original Mutual Information and its approximation begins. In
every 2*POPSIZE new solutions, (POPSIZE-1) of them solutions are evaluated using
original Mutual Information and are included in the training set and then (POPSIZE
+1) new solutions are evaluated using the approximation. When the training sample’s
size becomes equal to s2, s3, s4 and s5, new and more accurate (because of the larger
size) approximations are constructed. The search stops when the maximum number
of iterations is reached or the candidate solutions have reached a plateau where any
more search is pointless. In the registration experiments, the images are the same as
the ones in the previous experiments of determining the best approximation method.
Also, EHAR was compared with HAR and two other methods from ITK, which use
the following optimization methods:

• Regular Step Gradient Descent

• One Plus One Evolution Strategy

For each image pair, each optimization method was used in 100 image registration
experiments to test the ability of each method to find the global optimum as well as
the computational cost. In the Table ??, we see the optimization methods results. The
numbers in each cell of the matrix are the successful experiments for each method
and image pair.
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Figure 4.24: MEA for each image pair and approximation method

Figure 4.25: Mean Duration of a single similarity estimation using SVR
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Data: hmin,hmax,parmin,parmax,step_size,POPSIZE,MAX_ITER, si, i =
1 . . . , 5

Result: best individual
1 Create initial training set Trs = ∅;
2 Create initial candidate population P of size(POPSIZE);
3 Trs = Trs ∪ P for i=1:MAX_ITER do
4 h = hmin + (i/MAX_ITER) · (hmax − hmin);
5 par = parmin + (i/MAX_ITER) · (parmax − parmin);
6 Create new_harmony;
7 for j=1:NV AR do
8 if U(0, 1) < h then
9 Choose k = U_INT (1,MAX_ITER);

10 new_harmony(j)=P [k][j];
11 if U(0, 1) < par then
12 Choose d = U_INT (1,MAX_ITER), d 6= k;
13 new_harmony(j)+=best(j) + c(best(j)−

P [k][j]) (fun(best)−fun(P [k]))
abs(fun(P [k])−fun(P [d]))

+ distribution(0, δ);
14 end
15 end
16 else
17 new_harmony(j)=U(minj,maxj);
18 end
19 end
20 if |Trs| > s1 and i%POPSIZE<POPSIZE/2 then
21 Use SVR approximation;
22 end
23 else
24 Use original MI;
25 Trs = Trs ∪ new_harmony
26 end
27 if |Trs| = si, i = 1, . . . , 5 then
28 Create new SVR approximation
29 end
30 if new_harmony better than the worst harmony of P then
31 Replace the latter with the new_harmony;
32 end
33 end
34 best individual= the best P ;
35 return best individual;

Algorithm 18: EHAR Algorithm
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(a): Result with RGD (b): Difference image with RGD

(c): Result with (1+1)ES (d): Difference image with (1+1)ES

(e): Result with Harmony Search
(without SVR)

(f): Difference image with Har-
mony Search (without SVR)

(g): Result with Harmony Search
(with SVR)

(h): Difference image with Har-
mony Search (with SVR)

Figure 4.26: Image Registration of MRPD and MRT2 at Pelvis area
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(a): Result with RGD (b): Difference image with RGD

(c): Result with (1+1)ES (d): Difference image with (1+1)ES

(e): Result with Harmony Search
(without SVR)

(f): Difference image with Har-
mony Search (without SVR)

(g): Result with Harmony Search
(with SVR)

(h): Difference image with Har-
mony Search (with SVR)

Figure 4.27: Image Registration of MRPD and MRT2 at Pelvis area
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(a): Result with RGD (b): Difference image with RGD

(c): Result with (1+1)ES (d): Difference image with (1+1)ES

(e): Result with Harmony Search
(without SVR)

(f): Difference image with Harmony
Search (without SVR)

(g): Result with Harmony Search (with
SVR)

(h): Difference image with Harmony
Search (with SVR)

Figure 4.28: Image Registration of MRPD and MRT2 at Pelvis area
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(a): Result with rgd (b): Difference image with rgd

(c): Result with (1+1)ES (d): Difference image with (1+1)ES

(e): Result with Harmony Search
(without SVR)

(f): Difference image with Harmony
Search (without SVR)

(g): Result with Harmony Search
(with SVR)

(h): Difference image with Harmony
Search (with SVR)

Figure 4.29: Image Registration of MRPD and MRT2 at Pelvis area90



(a): Result with rgd (b): Difference image with rgd

(c): Result with (1+1)ES (d): Difference image with (1+1)ES

(e): Result with Harmony Search
(without SVR)

(f): Difference image with Harmony
Search (without SVR)

(g): Result with Harmony Search
(with SVR)

(h): Difference image with Harmony
Search (with SVR)

Figure 4.30: Image Registration of MRPD and MRT2 at Pelvis area
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Table 4.4: Number of successful experiments

No Experiment RSGD (1+1)ES HAR EHAR
1 Mouse T2 110 50 99 100 100
2 Mouse T2 120 46 60 100 100
3 Mouse T2 130 65 72 100 100
4 Mouse T2 140 72 100 100 100
5 Mouse T2 150 38 95 100 100
6 Mouse T2 160 69 100 100 100
7 Mouse T2 170 13 100 100 100
8 Mouse T2 180 16 100 100 100
9 Mouse T2 190 70 100 100 100
10 Mouse T2 200 89 100 100 100
11 I01 10 34 100 100
12 I02 5 100 100 100
13 I03 7 100 100 100
14 I04 55 100 100 100
15 I05 5 0 100 100
16 I06 3 49 100 100
17 I07 0 100 100 100
18 I08 0 94 100 100
19 I09 10 98 100 100
20 I10 0 100 100 100
21 78Greece_Fires 6 0 100 100
22 81Oahe 20 100 100 100
23 210shrinking 0 37 100 100
24 Aguascalientes 0 0 100 100
25 Bangong 64 84 100 100
26 Gibraltar 28 100 100 100
27 Greenland_Fires 0 0 100 100
28 Lake_Meadwater 31 75 100 100
29 Lake_Shasta 0 100 100 100
30 Lake_Urmia 45 100 100 100

Indicative results of the image registration experiments are the Figures 4.26-4.30.
In detail, the left subfigures depict the results of the image registration using
RGD,(1+1)ES and the Harmony Search variant with and without the SVR-based
Surrogate model, while the right subfigures show the how close the result is to the
reference image.. It is obvious that in all cases the Harmony Search variant (with and
without the Surrogate model) manages to align the images. In Table 4.4 , examples,
where EHAR and HAR succeeded and RGSD and (1 + 1) ES failed, are presented.
The following are observed:

• RSGD has the worst performance of all, due to the fact that it has no random-
ness in order to escape local optima.

• One-Plus-One can deal much better than RSGD, because the randomness that
is introduced into the algorithm can help it escape local optima. However,
since it optimizes only one solution, it has limited information of the search
space and, therefore, is also prone to entrapment in local minima

• Both HAR and EHAR succeed in each image registration experiment for each
image pair. However, EHAR is less computationally expensive as we see in
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Figure 4.31: Mean duration of Image registration process with respect to size

Figure 4.32: Mean duration of Similarity estimation process with respect to size

Fig. 4.32, because of the partial substitution of the original Mutual Inform-
ation by it SVR approach, which, because of its cheap computation, lowers
significantly the duration as we see in Fig.4.18. In fact, the reduction of the
duration is up to 47%. The impact of the SVR approach increases as the the
image size increases.

4.1.4 Image Stitching
As it is aforementioned, Image Registration is the first and most important step in
Image Stitching and must have the following characteristics:

• Robustness and Accuracy
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• Capable of dealing with any image pair.

In our experiments, we came with the following problems:

• Increased Image size (up to 2560× 1920)

• Increased Search Space

These problems made the need for a method that is capable of exploring a vast space
and produce results in the minimum computational cost. Our conrtibution is a new
optimization method that combines the following:

• A new, more robust optimization method which is an enhanced variant of Har-
mony search.

• Subsampling via downscaling the images. The reasons for using this kind of
subsampling are the following ones:

– Primal Reduction of computational cost

– Reduction of the size of the image leads to reduction of the translation
range and, therefore, the need for further search.

• Use of Support Vector Regression for the reduction of the computational cost.

(a): First Row

(b): Second Row

(c): Third Row

(d): Fourth Row

(e): Fifth Row

Figure 4.33: Results of Row Stitching

Figure 4.34: Result of first example
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In Fig. 4.33,4.34, the successful results of stitching the images per row and the final
stitching of the previous stitched rows are presented. It is the example where the FIJI
method failed to stitch the images properly.

(a): Set of Microscopic Images

(b): Final result

Figure 4.35: Second example of Image Stitching
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(a): First Row

(b): Second Row

(c): Third Row

(d): Fourth Row

(e): Fifth Row

(f): Sixth Row

(g): Seventh Row

Figure 4.36: Set of Microscopic Images
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Figure 4.37: Final Result

In Fig. 4.35, a second successful example of image stitching is presented, where the
acquired images are form a rectangular grid. A third example is presented in Fig.
4.36, where the images do not form a rectangular grid. These images are stitched
successfully with my method in Fig. 4.37.
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Figure 4.38: GUI Interface

4.2 Image Comparison Using Renyi Divergence
In the presented Tables I-III, we observe that the accuracy regarding rotation, x trans-
lation and y translation, increases on average along with the a parameter value. Sim-
ilarly, increase of the sample size leads (on average) to more accurate results (albeit
obtained with greater computational cost). In Tables IV and V, we present the Mean
Absolute Error in Rotation and Translation with respect to the α parameter and the
subsampling factor respectively. In Table IV, we see that the increase of the α para-
meter reduces the MAE. The same applies for the percentage of the pixels used in
subsampling, as shown in Table V.

Table 4.5: Error in Rotation

Renyi Parameter
% 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3
1 9.81E-03 8.48E-03 8.59E-03 8.51E-03 7.97E-03 7.78E-03 7.60E-03 7.28E-03
2 6.29E-03 6.01E-03 5.95E-03 5.81E-03 5.75E-03 5.67E-03 5.83E-03 5.60E-03
4 5.21E-03 4.73E-03 4.53E-03 4.51E-03 4.35E-03 4.46E-03 4.41E-03 4.53E-03
6 4.89E-03 3.86E-03 4.00E-03 3.99E-03 3.77E-03 3.66E-03 3.96E-03 3.76E-03
8 4.41E-03 3.83E-03 3.55E-03 3.38E-03 3.55E-03 3.43E-03 3.34E-03 3.47E-03

10 4.13E-03 3.67E-03 3.29E-03 3.21E-03 3.31E-03 3.16E-03 3.34E-03 3.09E-03
20 3.96E-03 3.00E-03 2.61E-03 2.68E-03 2.66E-03 2.66E-03 2.54E-03 2.67E-03
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Table 4.6: Error in X Translation

Renyi Parameter
% 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3
1 1.19E+00 1.26E+00 1.17E+00 1.13E+00 1.08E+00 1.06E+00 1.03E+00 1.02E+00
2 8.42E-01 7.76E-01 7.77E-01 7.69E-01 7.52E-01 7.75E-01 7.50E-01 7.38E-01
4 6.13E-01 5.73E-01 5.67E-01 5.68E-01 5.66E-01 5.46E-01 5.50E-01 5.57E-01
6 5.65E-01 4.85E-01 4.72E-01 4.64E-01 4.71E-01 4.60E-01 4.59E-01 4.86E-01
8 4.95E-01 4.50E-01 4.18E-01 4.33E-01 4.28E-01 4.22E-01 4.21E-01 4.25E-01

10 5.19E-01 4.39E-01 3.90E-01 3.72E-01 3.81E-01 3.69E-01 3.68E-01 3.71E-01
20 4.77E-01 3.59E-01 3.08E-01 3.14E-01 3.00E-01 2.95E-01 2.92E-01 3.07E-01

Table 4.7: Error in Y Translation

Renyi Parameter
% 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3
1 1.15E+00 1.17E+00 1.17E+00 1.10E+00 1.02E+00 1.02E+00 1.06E+00 9.90E-01
2 8.53E-01 7.99E-01 7.43E-01 7.68E-01 7.87E-01 7.59E-01 7.21E-01 7.48E-01
4 6.00E-01 5.82E-01 5.61E-01 5.40E-01 5.43E-01 5.36E-01 5.61E-01 5.58E-01
6 5.72E-01 5.15E-01 4.77E-01 4.69E-01 4.67E-01 4.57E-01 4.73E-01 4.76E-01
8 5.26E-01 4.61E-01 4.28E-01 4.01E-01 4.33E-01 4.11E-01 4.21E-01 4.35E-01

10 5.17E-01 4.38E-01 3.95E-01 3.80E-01 3.94E-01 4.00E-01 3.89E-01 3.86E-01
20 4.73E-01 3.58E-01 3.12E-01 3.10E-01 2.93E-01 2.86E-01 2.87E-01 3.14E-01

Table 4.8: Average error with respect to the α parameter

Renyi Parameter
Parameter 0.1 0.3 0.5 0.7 0.9 1 1.1 1.3
Rotation 5.53E-03 4.80E-03 4.64E-03 4.58E-03 4.48E-03 4.40E-03 4.43E-03 4.34E-03
X Trans 6.72E-01 6.21E-01 5.86E-01 5.79E-01 5.69E-01 5.61E-01 5.53E-01 5.58E-01
Y Trans 6.70E-01 6.17E-01 5.83E-01 5.66E-01 5.63E-01 5.54E-01 5.59E-01 5.58E-01

Table 4.9: Average error with respect to the subsampling factor

Percentage
Parameter 1 2 4 6 8 10 20
Rotation 8.25E-03 5.86E-03 4.59E-03 3.99E-03 3.62E-03 3.40E-03 2.85E-03
X Trans 1.12E+00 7.72E-01 5.68E-01 4.83E-01 4.37E-01 4.01E-01 3.32E-01
Y Trans 1.08E+00 7.72E-01 5.60E-01 4.88E-01 4.40E-01 4.13E-01 3.29E-01

4.3 Affine Registration
In this section, we present the results of the affine image registration experiments,
where Genetic Algorithms, the first Harmony Search and the second Harmony Search
(the last one is tested with and without the surrogate modeling based on Support
Vector Regression) variant are compared. In the experiments of Affine Registration,
the images are acquired from the brain and are of two modalities:

• MRPD

• MRT1
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In these images, noise was added in order to test the optimization capabilities of the
Elitist GA, the first and second Harmony Search Variants. For the experiments of the
registration, each optimization algorithm had the following parameters:

• Elitist GA:

– Population Size:50

– Elites:5

– Number of Generations: 1600

– Cross rate:0.7

– Mutation rate: 0.3

• Harmony Search Variants Parameters:

– Population Size:50

– h: minimum=0.0, maximum=0.7

– par: minimum=0.0, maximum=0.3

– Number of Iterations (first HS variant): 80000

– Number of Sessions (second HS variant): 1600

The images were downloaded from ..., and random rigid and scaling transformations
were applied on the images. The range of the transformations were:

• Scaling factor: [0.8, 1.2]

• Rotation: [−0.50, 0.50] radians

• Translation along axes x, y: [−50, 50] pixels

The aforementioned optimization methods were tested 20 times for each pair of im-
ages in order to test their robustness in affine image registration. The result of the
image registration of a given pair is compared with the original random image trans-
formation. Then, the Mean Average Error (MAE) is calculated for each parameter of
the affine transformation

MEAi,j =
1

20

20∑
j=1

|pi,j − pj| (4.4)

where pj is the j−th parameter of the known affine image transformation (j =
1, . . . , 4 are the parameters for the combined rotation, scaling and stretching and
j = 5, 6 are the parameters for translation along axes x, y), and pi,j is the j−th
parameter of the result of the i−th experiment. In Tables 4.10-4.13, we present the
Mean Average Errors for each parameter and image pair using the aforementioned
optimization methods.
In Tables 4.10,4.11, the bold-fonted rows represent the image pairs with misregistra-
tion errors. In Fig., indicative examples of affine image registration are presented.
In both Figures, Elitist GA fails to align the images, while the First HS variant fails
in the second Figure. The second HS Variant, both with and without the SVR-based
surrogate model, manages to align the images. Finally in Table 4.14 the number of
successful results for each image pair and method are presented, while in Table 4.15
the duration of the affine image registration process with and without the surrogate
model for each image pair is presented.
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Table 4.10: Mean Average Error using GA

Parameters
Pair P1 P2 P3 P4 P5 P6

1 1.46E-04 2.89E-04 3.00E-04 4.51E-04 5.09E-01 2.83E-01
2 7.82E-05 1.49E-04 1.89E-04 1.17E-04 2.84E-01 2.60E-01
3 5.54E-02 1.22E-02 1.95E-01 2.01E-02 7.66E+00 1.27E+01
4 5.63E-02 2.96E-02 1.23E-01 4.20E-02 5.03E+00 1.14E+01
5 1.50E-04 1.33E-04 3.06E-04 1.65E-04 1.08E-01 6.63E-02
6 7.21E-05 1.74E-04 2.41E-04 1.89E-04 1.64E-01 1.42E-01
7 9.39E-05 2.38E-04 5.43E-04 1.57E-04 7.18E-01 1.22E+00
8 6.06E-05 2.06E-04 2.13E-04 3.13E-04 2.40E-01 4.46E-01
9 2.97E-04 3.80E-04 9.43E-04 3.06E-04 1.37E+00 2.94E+00

10 2.29E-04 1.70E-04 4.22E-04 4.00E-04 1.44E-01 1.38E-01

Table 4.11: Mean Average Errors using first HS

Parameters
Pair P1 P2 P3 P4 P5 P6

1 3.42E-05 2.31E-04 2.51E-04 4.14E-04 4.76E-01 2.60E-01
2 1.04E-04 1.67E-04 9.12E-05 4.95E-05 3.56E-01 1.56E-01
3 1.27E-02 2.40E-03 4.95E-02 4.05E-03 2.38E+00 3.09E+00
4 1.93E-04 1.49E-04 4.24E-04 1.53E-04 2.50E-01 2.75E-01
5 9.01E-05 5.95E-05 4.29E-04 2.21E-04 2.29E-01 7.69E-02
6 1.11E-04 2.78E-04 4.12E-04 1.99E-04 2.82E-01 2.84E-01
7 4.60E-05 9.48E-05 4.01E-04 8.81E-05 5.15E-01 9.23E-01
8 5.44E-05 2.95E-05 5.78E-05 2.81E-04 1.06E-01 3.07E-01
9 1.66E-04 1.41E-04 5.99E-04 2.97E-04 1.76E+00 1.64E+00

10 2.80E-04 2.27E-04 5.42E-04 3.96E-04 1.29E-01 2.16E-01

Table 4.12: Mean Average Errors using second HS variant without SVR

Parameters
Pair P1 P2 P3 P4 P5 P6

1 7.21E-05 1.07E-04 1.71E-04 3.66E-04 3.73E-01 1.82E-01
2 9.36E-05 1.70E-04 1.11E-04 1.50E-04 3.03E-01 2.97E-01
3 4.87E-05 4.85E-05 1.12E-04 1.18E-04 4.06E-02 1.72E-02
4 1.12E-04 1.09E-04 2.04E-04 1.63E-04 1.42E-01 1.33E-01
5 9.35E-05 6.36E-05 2.47E-04 1.92E-04 9.21E-02 4.78E-02
6 5.71E-05 1.41E-04 2.06E-04 1.28E-04 1.61E-01 1.03E-01
7 3.45E-05 6.03E-05 2.34E-04 1.07E-04 3.63E-01 4.06E-01
8 6.66E-05 1.15E-04 1.15E-04 3.16E-04 1.11E-01 4.04E-01
9 8.54E-05 7.88E-05 3.65E-04 3.45E-04 1.68E+00 1.04E+00

10 1.91E-04 1.82E-04 4.83E-04 5.06E-04 1.72E-01 1.10E-01
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Table 4.13: Mean Average Errors using second HS variant with SVR

Parameters
Pair P1 P2 P3 P4 P5 P6

1 1.95E-04 3.33E-04 3.54E-04 4.40E-04 4.88E-01 4.26E-01
2 7.31E-05 1.53E-04 1.66E-04 1.29E-04 3.15E-01 3.09E-01
3 1.14E-04 9.97E-05 1.92E-04 1.89E-04 1.18E-01 3.82E-02
4 1.09E-04 1.63E-04 3.67E-04 2.23E-04 2.46E-01 1.93E-01
5 2.64E-04 1.32E-04 4.95E-04 2.65E-04 3.34E-01 1.55E-01
6 8.27E-05 1.54E-04 1.65E-04 2.01E-04 1.74E-01 1.53E-01
7 7.43E-05 8.02E-05 2.09E-04 1.53E-04 4.79E-01 5.10E-01
8 1.23E-04 2.12E-04 2.43E-04 4.07E-04 2.48E-01 6.38E-01
9 1.57E-04 1.27E-04 5.34E-04 3.26E-04 2.02E+00 1.46E+00

10 2.92E-04 1.67E-04 5.19E-04 5.72E-04 2.36E-01 1.86E-01

Table 4.14: Successful Results of Affine Image Registration

Image
Pair

Optimization Method
Elitist

GA
1st HS
Variant

2nd HS
Variant

2nd HS
Variant+SVR

1 20 20 20 20
2 20 20 20 20
3 17 19 20 20
4 17 20 20 20
5 20 20 20 20
6 20 20 20 20
7 20 20 20 20
8 20 20 20 20
9 20 20 20 20

10 20 20 20 20

Table 4.15: Duration of affine registration using second Harmony variant with and
without SVR-based Surrogate models

Duration
Image Pairs Second Variant Second Variant with SVR Reduction

Slice 5 312.05 159.10 49.01%
Slice 10 339.32 176.73 47.92%
Slice 15 303.53 149.15 50.86%
Slice 20 307.34 149.64 51.31%
Slice 25 268.57 149.39 44.38%
Slice 30 286.70 151.88 47.02%
Slice 35 296.84 154.54 47.94%
Slice 40 379.86 181.87 52.12%
Slice 45 314.61 156.67 50.20%
Slice 50 278.34 140.32 49.59%
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(a): Source Image (b): Target Image

(c): Genetic Algorithm result (d): First HS variant result

(e): Second HS variant Result (f): Second HS variant Result with
Surrogate model

Figure 4.39: Brain slice 15
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(a): Source Image (b): Target Image

(c): Source Image (d): Source Image

(e): Source Image (f): Source Image

Figure 4.40: Brain slice 20

104



Chapter 5

Conclusions and Recommendations

Image registration is a process that is used in many application areas. Depending
on, on the one hand, the problems that need to be solved, and, on the other hand,
the challenges they may face, many image registration methods have been designed
based on the following:

1. Defining the similarity of the images.

2. Defining the appropriate transformation.

3. Defining the appropriate optimization method.

4. Minimization of computational costs

In this dissertation, research was carried out at points 1.3 and 4. The reason why no
survey was conducted at point 2 is because, with the exception of the elastic deforma-
tions of the images where a large survey has been performed, the basic deformations
such as rigid and affine have one single mathematical formula that describes each
one of them, therefore there is no ground for research on different ways of model-
ing these deformations. In the following sections, the conclusions from the above
research are presented as well as future plans for applications of image identification
as well as for future research.

5.1 Conclusions and insights about the Study
A series of experiments have been executed in order to study the following:

• The performance of elitist genetic algorithms in rigid image registration with
respect to the number of elites and the mutation rate

• A way to overcome the disadvantages of Global Harmony Search which is
done by designing a new better optimization method.

• A way to overcome the disadvantages faced in image stitching.

• Research in modified mutual-information-like measures based on Renyi diver-
gence and how the parameters of subsampling and Renyi parameters α affect
the image registration error

• Introduction of surrogate models in meahuristic-oriented image registration.

• Comparison of Elitist GA and the Harmony Search variants in Affine Image
Registration.

In the following subsections, the conclusions as well as the insights are presented.
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5.1.1 Elitist GA
In all the experiments of Elitist-GA intensity-based rigid image registration, the op-
timal transformation (or, at least a good approximation of it) was found, regardless
of the number of the elites and the mutation rate. From the images we concluded
that as the number of the elites and the mutation rate increases, the mean Mutual In-
formation is increased across all image pairs. That means that on average the elitist
method can locate a better approximation of the global optimum. On the other hand,
the standard deviation of the Mutual information decreases. That means that there is
little variation between the solutions produced in each experiment, therefore it can be
safely assume that the probability of diverging from the global optimum is reduced.
Considering the above, we conclude that the elitist method can indeed be a very ef-
ficient method of for optimization in IIR, as long as the number of the elites and the
mutation rate are high. This is an important finding that can add value to several
existing rigid registration imaging systems. This is an important finding that can add
value to several existing rigid registration imaging systems. For instance, in previous
work regarding rigid image registration research using only one elite, we found that
elitism surpassed ITK methods in each one of the experiments. Using more elites
could therefore increase the accuracy of the results, resulting in increased robust-
ness and decreased registration errors. The idea of preserving the best of the current
generation and passing them into the new one can also be exploited into other more
sophisticated methods of optimization.

5.1.2 First Harmony Search Variant
As it is analysed, Global Harmony Search has two main disadvantages:

• Fixed values of parameters h, par

• No use of perturbation

The best case scenario is the slow convergence rate, while the worst case scenario is
permanent entrapment to local minimum. An increased mutation rate which then
slowly but steadily decreases leads to better exploration of the search space and
steady transition to exploitation of the area of the global optimum. Also, the new
termination criterion proved to be effective in avoiding useless estimations. In fact
the decrease of the computational cost was 54.2% in the first example and 60.4%.
Instead of using the best harmony found so far as it is, it is adjusted in the same
way as the variables are adjusted in ALOPEX IV algorithm. With this adaptation we
attain two things:

• Determinism in the adaptation of the best harmony, directing the best harmony
to (possibly) new better one using vague knowledge of the objective function
attained by the harmonies of the harmony memory. If the harmonies of the
memory are concentrated at the area of the global optimum, then there is great
possibility that the best harmony will be directed to it.

• The stochastic adjustment can help in avoiding the entrapment to local optima,
which may come handy in the case of being driven deterministically.

5.1.3 Image Stitching
The Image Stitching method combines a new harmony search variant which is more
advanced than the previous one with image downsizing in order to accelerate the
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image registration process, which is crucial in image stitching. The method has the
following advantages:

• Efficiency

• Automatic

• Simplicity

These factors make the method easy to use for doctors and biologist who are likely
to have minimal expertise in software or image processing. The GUI, we presented
above, is an example of a simple implementation of the use of powerful algorithms
that can align images that do not have a grid positioning. Such a tool can be especially
useful for non-experts, who seek to obtain high quality results.

5.1.4 Renyi divergence-based Mutual Information as an image
comparison measure

The results of experiments, where mutual-information-like statistical measures based
on Renyi divergence for image comparison were used, lead to the following conclu-
sions: From Tables I-III, we conclude the following:

• The increase both of the α-parameter and the percentage reduces the mean ab-
solute error (MAE), which means that the increase of these parameters makes
the similarity measure more robust.

• The increase of the percentage of the pixel intensities increase on average the
robustness of the similarity measure for any given value of the parameter α.
This is intuitively expected, since the more information we have, the greater
the possibility to find the optimum transformation. However, this increase is
more pronounced in the higher values of α parameter and even more evident
in the rotation accuracy of the rigid registration.

• The use of higher α parameter values increases the performance of the Renyi
similarity measure. However, the increase is more pronounced in the smaller
image sampling schemes and less in the larger.

From the numerical results, we observe that on average the increase of α reduces the
MAE. Similarly, in Table V the increase of the sampling size leads to reduction of
the MAE in rotation and translation.
The increased errors at lower values of parameter α can be attributed to fact that the
ratios of the distributions are being equally weighed despite their dissimilarities (Eq.
3). The subsampling method can indeed reduce the duration of image registration at
the expense of registration accuracy. In the case of medical image registration, where
accuracy and speed (via subsampling) are potentially very important issues, the α
parameter should be increased and in any case one should avoid smaller values of α
as well as very small subsampling percentages. The choice of α around 1 seems to be
optimal in most cases, however our work shows that in computationally demanding
rigid registration tasks the studied parameters, if optimized, can lead to increased
performance and registration accuracy
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5.1.5 Surrogate Models based on Machine Learning
Surrogate models have never been used in metaheuristic-based image registration.
This is an important step in reducing the computational cost in intensity-based im-
age registration and bring them closer to feature-based methods in terms of duration.
Specifically, the partial replacement of the original Mutual Information, (whose es-
timate for a given transformation is of the order of milliseconds which can be com-
putationally expensive) by a computationally cheap and accurate approximation of
it can decrease the duration of the image registration process up to 40% in the med-
ical rigid image registration experiments. The mean duration of the estimation of
the image similarity for a given rigid transformation is 47.55% despite the inclusion
of the training process in the calculation. Because of the good results, it was de-
cided to expand the experiments to other images of various sizes and various image
data. The comparison of the approximation methods Kernel Recursive Least Squares,
Kernel Ridge Regression, Multilayer Perceptron, Radial Basis Network and Epsilon-
Insensitive Support Vector Regression has shown that Epsilon-Insensitive Support
Vector Regression has the minimum average error. Also, the fact that the duration
of each SVR estimation is of the order of [10−6, 10−5] seconds, regardless the im-
age size, is a good factor for the partial substitution of Mutual Information. The
results of the image registration experiments have shown that Regular Step Gradient
Descent and (1+1) Evolution strategy were not as successful as the Harmony Search
variant. In fact, Regular Step Gradient Descent had the worst performance. My
Harmony Search variant was successful with and without the use of SVR-based Sur-
rogate Models. However, the use of Surrogate Models reduced the duration by 47%.
This shows that Surrogate Models can be a new alternative strategy for the reduction
of the computational cost, which can be used in conjunction with parallelism and
subsampling, especially in more complex image transformations.

5.1.6 Affine Registration
The results of the experiments in affine image registration lead to the following con-
clusions:

• Elitist GA is the least successfull of the three metaheuristic optimization meth-
ods. The possible reasons for it are the following:

– Blind Mutation: The mutation can be an important factor, since it facil-
itates the escape from local optima. However, mutation that is applied
only for the sake of the mutation and without any information regarding
the search space, may lead to escape from current local optima, only to
be entrapped in new ones.

– No proper exploitation of the area of the candidate solutions. Unlike the
two Harmony Search variants, Elitist GA use blind mutation, which may
help from escape from local optima, but it is absolutely blind.

• The first Harmony Search variant has better performance than the Elitist GA,
but it is surpassed by the second Harmony Search variant. The reasons are the
following ones:

– If the new constructed solution is not better than the worst solution of the
population, it is discarded as useless, even if it may have an element that
can be used for the construction of a better solution.

– The diversity of the construted solutions is less than that of the second
variant.
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• The second Harmony Search variant, both with and without the use of Sup-
port Vector Regression as a Surrogate Model, produced comparable results,
although the use of the SVR Surrogate model shows a rapid decrease in com-
putational cost up to 60%.

5.2 Open Issues for Future Research
Despite the new successful approaches regarding intensity-based image registration
presented in this thesis, there are certain issues that need to be adressed:

1. Although the introduction of Surrogate models in intensity-based image re-
gistration has lead to a decrease in the computational cost, the need to use a
significant part of the pixel values of the images makes them still slower than
the feature-based ones.

2. Surrogate models, although successful, have only one, but major disadvantage:
the computational cost of their construction. In the case of constructing a sur-
rogate model of a function that has many arguments, a larger data sample for
training is needed. This can lead to an increase in the computational cost in
more complex image registration methods

3. Mutual information-based methods can be constructed via use of many dif-
ferent statistical divergences, whose perfomance depends on their respective
parameters. As far as the literature is concerned, there is no research that
shows which statistical divergence is optimal for all images regardless of their
origins, lighting conditions and time that they are acquired.

Ergo, there is still room for research for the minimization of the computational cost of
image registration process in intensity-based images to the level of the feature-based
ones. The easiest approach that can be applied for further reduction is to combine:

• GPU Programming for the reduction of the computational cost of the original
objective functon (e.g. Mutual Information) and the training of the surrogate
model

• Subsampling

Also, another possibility is to fuse metaheuristics with conventional methods in order
to create advanced metaheuristic methods that can easily locate global optima. In the
case of image comparison, there is need for further research on the statistic diver-
gences using a significantly large number of image pairs of various sources. Also,
a new promised area is Deep Learning which has recently been used as a means
for image comparison even more successful than intensity-based measures such as
mutual information, although it can be used only on images similar to the training
set. A grandiose challenge is to expand neural computation and design a new gen-
eral neural method that can be used for every image pair regardless its origin and its
nature. Being able to find a way to reduce of the computational cost of the intensity-
based methods to the level of the feature-based ones can have a tremendous effect.
The need for image preprocessing will be rendered obsolete. After all, image prepro-
cessing may take some time to get good inter-mediate images for image registration
and the preprocessing process may be applicable for certain image types only. Last
but not least, it becomes even more difficult in the case of intermodal image registra-
tion. Without the need for preprocessing and with computational cost to the level of
feature-based methods, intensity-based methods can be used for real time use such
as medical surgery.
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