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Abstract: An increase in severe precipitation events of higher intensity are expected to occur in the
southeastern Mediterranean due to intensification of the hydrological cycle caused by climate change.
Results of the climate change model’s precipitation data for the period 1970–2100 show a decreasing
trend of daily precipitation but of higher intensity. Post-flood field investigation from a severe rainfall
event in a small ungauged basin located in northwest Crete produced a validated flow hydrograph,
and in combination with two high-resolution digital elevation models (DEMs), were used in the 1D/2D
HEC-RAS (Hydrologic Engineering Center’s River Analysis System model), in order to determine
the flooded area extent. Lateral structures were designed along the stream’s overbanks, hydraulically
connecting the 1D streamflow with the 2D flow areas behind levees. Manning’s roughness coefficient
and the weir coefficient were the most crucial parameters in the estimation of floodplain extent.
The combined 1D/2D hydraulic model provides more detailed results than the 1D model with
regards to the floodplain extent at the peak outflow, maximum flood depths, and wave velocities.
Furthermore, modeling with a DEM at 2 m spatial resolution showed more precise water depth
output and inundated floodplains. Scenarios of increasing peak precipitation for the same event
precipitation depth were used to identify the flood extent due to an increase in daily rainfall recorded
by adjacent meteorological stations. These simulation results can be useful in flood risk mapping
and informing civil protective measures in flood basin management, for an effective adaptation to
increased flood risk caused by a changing climate.

Keywords: severe rainfall event; high-resolution DEMs; 1D/2D HEC-RAS; floodplain extent
and mapping

1. Introduction

According to EEA [1], from 1998 to 2009, floods and storms were the most expensive natural
hazards in Europe, with the overall losses adding up to about EUR 52 billion for floods and about EUR
44 billion for storms. By 2009, the number of fatalities had reached 1126 in 213 recorded flood events,
while the corresponding number of deaths, caused by 155 listed storms, was 729. Flood extremes with
return periods over 100 years are expected, on average, to double in frequency in Europe until 2035,
with an additional increment up to the end of the century, according to an ensemble of EURO-CORDEX
climate projections with RCP8.5 scenario [2]. Analysis in both space and time of significant flood events
in Europe during 1985–2009 have indicated an incremental drift of occurred flooding, overtopping the
inundation severity and magnitude due to changing climate as well as changes in terrain surface [3].

Some recent studies have followed empirical methods, including field measurements, geographic
information systems (GIS), remote sensing, and different statistical approaches in order to evaluate
flood inundation depths. Input data, such as inundation maps and digital elevation models (DEMs),
when combined with a GIS-based tool (Floodwater Depth Estimation Tool, FwDET), can generate flood
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water depth mapping [4]. Remote sensing and GIS, along with geology, fuzzy theories, and statistical
analysis of hydrological peak discharge and rain height in a GIS environment, can result in accurate
flood hazard mapping, estimating the risk of every land use/land cover [5]. In addition, the combination
of GIS with multi-criteria decision-making, together with an optimum approach for counting the
weights for each criterion, may provide accurate flood hazard, vulnerability, and flood risk maps by
using only DEM, land uses, precipitation, geology, and geometry characteristics [6]. Moreover, satellite
images through optical sensors may not be adequate in the case of bad weather phenomena or densely
developed vegetation covering [7]. However, a newly developed technology, the synthetic aperture
radar (SAR) can be very efficient in specifying temporal variations in flooded areal extent [8] and in
producing probabilistic inundation maps as well [9].

Despite that, other scientists use different flood models such as FLO and ORSADEM [10,11],
both numerical models [12], to compute flood levels and flooded areas. The research community
uses hydrodynamic models to produce precise flood inundation mapping. The results obtained by
other modeling tools such as the raster-based AutoRoute and the Height Above the Nearest Drainage
(HAND), characterized as low complexity, as well as the hydrodynamic model 2D HEC-RAS, applied
to two different case studies in the United States, showed that the raster tools may provide comparable
flooded areas to the hydraulic model, with the AutoRoute results being in closer agreement with
2D HEC-RAS [13]. Many studies have focused on investigating multiple uncertainty factors linked
with the precise determination of inundation mapping through hydraulic models. Lower values of
Manning’s roughness coefficient into the river’s channel bed may reduce the travel time of the flood
wave and decrease the total flood extent [14]. The roughness coefficient could be calibrated through the
analysis of paleo-stage scars on trees’ stems caused by floating wood towards the flood wave direction
of previous floods [15]. Habert et al. [16] proposed a procedure to reduce the uncertainties in the
water depth-runoff approximation for eight flash flood events on a basin in France through detailed
topographic measurements, as well as the local correction of friction coefficients in the channel bed and
flow areas. This was done by incorporating measured water depths and applying an Extended Kalman
filter algorithm, thus improving the boundary conditions of the 1D hydraulic MASCARET model used.
On the other hand, Dimitriadis et al. [17] compared different types of hydraulic models (1D, quasi-2D)
to examine the effect of variables such as the incoming discharge, the longitudinal and lateral gradients,
Manning’s roughness coefficient, and the grid cell size to verify the flood inundation area using
the Monte Carlo technique. The roughness coefficient was also evaluated at an ungauged basin by
Papaioannou et al. [18] by using various probability distribution functions to a 1D hydraulic model via
the Visual Basic Monte Carlo code. In another study, regional flood frequency analysis was carried out
before applying hydraulic modeling to estimate flood quantiles for various probabilistic scenarios at an
ungauged basin in Iran in order to reduce the uncertainty of the river discharge magnitude. This was
due to flood data being available only at stations far from the ungauged rivers outflowing at Jiroft city;
thus, the existing data differed [19]. The scientific interest regarding different sources of uncertainty
concerning the hazard and the impact module of a probabilistic flood risk model in the area of
Vorarlberg, Austria, was studied by Winter et al. [20]; the effect of variables from two model thresholds
responsible for the derivation of different sets of potential inundation events, the distribution function
for the flood frequency analysis, the building geometric representation and water level determination,
as well as the damage function were compared with the results of a reference model. Another source
of uncertainty examined by Domeneghetti et al. [21] was in boundary conditions, both upstream
regarding the design hydrograph assessed with a bivariate frequency analysis, and downstream
correlated with rating curves, as well as in dike failure mechanisms, in order to generate probabilistic
flood mapping, including the confidence intervals in the dike-protected flood-prone area of a reach of
River Po in Italy using a hybrid probabilistic-deterministic hydraulic model. Other researchers have
used 1D and 2D hydraulic models [22,23], as well as both the aforementioned models and coupled
hydraulic models [24] to simulate the flood wave characteristics of flash floods. This was achieved by
using different DEM products, pointing out the importance of the terrain model.
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The hydraulic/hydrodynamic simulation through the coupled 1D/2D model is a relatively recent
capability for HEC-RAS hydraulic software; thus, only a few researchers have already exploited this tool
to investigate the efficiency in producing reliable flood mapping. More specifically, Vozinaki et al. [25]
noted that via a thorough display of hydraulic results at any grid point of the computed mesh of a river’s
floodplains via the coupled 1D/2D modeling (using high-resolution DEM), additional knowledge can
be gained regarding the inundation areas and accuracy of water depth values in flood-prone regions.
Patel et al. [26] simulated the disastrous impacts due to the release of a huge amount of water discharge
from the upstream dam to a developing city in India, through the combined 1D/2D hydrodynamic
model, and examined the response of the model to similar discharges through bank protection works,
such as levees and retaining walls. Pasquier et al. [27] evaluated the sensitivity of a coastal district to
complex sources of flood hazards under a changing climate, through the 1D/2D hydraulic modeling
technique. Lea et al. [28] used the combined 1D/2D model method for the simulation of a river levee
break event in Korea, and the results compared well to those obtained from previously used 2D
flood models.

The objective of this study is to examine parameter uncertainties in combined 1D/2D hydraulic
modeling concerning a case study in Crete, regarding the values of the Manning’s roughness coefficient
n at the floodplains, as well as the weir coefficient of the connecting lateral structures between the
1D stream’s reach with the flow areas. Detailed flood inundation mapping at the peak runoff was
generated, together with water level depths at times before and after the peak rainfall, to examine
the evolution of the flood wave propagation on the inundation areas over time. The 1D/2D model’s
flood extent is compared to the 1D equivalent [29], giving information about the accuracy in flood risk
mapping. A comparison is also carried out between the results produced by using two high accuracy
digital elevation models (DEMs) at different spatial resolutions (5 and 2 m). Scenarios of increasing
peak precipitation, for the same event precipitation depth, with a simultaneous redistribution of the
remaining millimeters of rain over time, are investigated, due to neighboring rain gauges that have
recorded more intense rainfall peaking heights to date.

2. Materials and Methods

2.1. Study Area

The study site is the Almyrida stream basin, in the Chania Prefecture, Crete, Greece. The hydrological
catchment has a perimeter of 37.86 km, an area extent of 23.17 km2, and an average elevation of 197 m.
The river network is dendritic and consists of a main thalweg, three secondary streams outflowing to
the main stream, and twenty-six small branches, indicating a rather dense drainage system. The main
thalweg has length 11.7 km and longitudinal slope 0.026 m/m, starting at an altitude of 306 m above
sea level and flowing into the sea. The secondary streams are 5.83, 8.01, and 4.92 km long, respectively,
with corresponding inclinations 4.49%, 4.03%, and 10.33%. The Almyrida basin is a small ephemeral
ungauged Mediterranean catchment, with no recorded flow rate. For the years 2016 to 2018, the average
annual precipitation in the basin was measured equal to 718 mm.

The geology of the basin consists of karst rocks, mainly found in the upper elevations of the
catchment, and clay formations, located in the plain areas. The land cover of the catchment consists
mostly of agricultural areas, in particular, olive groves by 40.56%, pastures by 4.52%, and complex
cultivation areas by 10.94% [29].

The heavy precipitation event of 17 October 2006 was examined, with a total rainfall height of
196.2 mm in 46.5 hr. The maximum precipitation height was recorded at 10:15 and 10:30, equal to
17.5 mm at both recorded time quarters of the hour. An output hydrograph with a simulated peak
discharge of 109 m3/s at 12:00 was created and validated in a previous study, via a measured flood mark
of the highest water level in the post-flood control wall equal to 2 m with a measurement uncertainty
of ±15% [29]. Figure 1 indicates the extent of the Almyrida stream basin, as well as the existing stream
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network and the hydraulically studied reach, as resulted from the high-resolution DEM at spatial
resolution 5 m × 5 m, provided by the National Cadastre.Water 2020, 12, x FOR PEER REVIEW 4 of 21 
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2.2. Hydraulic/Hydrodynamic Modeling

Geographic information systems are used as pre- and/or post-processors via modules that
are fully [30] or partially [31] coupled with hydraulic models. The US Army Corps of Engineers’
Hydrologic Engineering Center developed the River Analysis System (HEC-RAS) model to conduct
hydraulic/hydrodynamic modeling with GIS capabilities. In the present analysis, the combined one/two
dimensional (1D/2D) HEC-RAS 5.0.3 model was used for the flood extent simulation and mapping
at the downstream segment of the Almyrida stream basin. The 2D flow simulation algorithm of
the HEC-RAS model is able to perform coupled 1D/2D modeling within the same unsteady flow in
composite river systems, using 1D modeling in the main channel, and 2D modeling in areas requiring a
higher level of hydrodynamic reliability. An additional feature is the coupled 1D/2D solution algorithm.
Both 1D and 2D solution algorithms are closely linked per time step, with iterations between 1D and
2D flow transfers into a time step, allowing immediate feedback at each time step between 1D and 2D
flow elements [32].

HEC-RAS has two sets of equations that can be used to solve the flow moving over the
computational mesh: the Saint Venant equations, often referred to as the shallow water equations
(full momentum), and the diffusion wave equations, which are used in this study. For unsteady
flow, which is uncompressed, with uniform density and hydrostatic pressure, the 2D diffusive wave
approximation of the shallow water mass conservation (continuity) equation, having differential
form [33], is given as

∂H
∂t

+
∂(hu)
∂x

+
∂(hv)
∂y

+ q = 0 (1)
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where t is time; H (m) is the water surface elevation; h (m) is the water depth; u and v (m/s) are the
velocity components in the x- and y-directions, respectively; q (m3/s) is the inflow.

The 2D diffusion wave momentum equations used in this paper are based on the 2D full momentum
equations (Saint Venant), in which gravity and bottom friction are the dominant terms, while the
viscosity, Coriolis effect, advective acceleration, and local acceleration terms are ignored [33]. Therefore,
the 2D diffusion wave momentum equations are given as

− g
∂H
∂x

= c f u (2)

− g
∂H
∂y

= c f v (3)

where g (m/s2) is the gravitational acceleration; H (m) is the water surface elevation; cf (s−1) is the
bottom friction coefficient; u and v (m/s) are the velocities in the x- and y-directions, respectively.

Longer time steps can be used in the 2D diffusion wave equations than in Saint Venant equations,
yielding numerically stable and accurate solutions. The recommendations for selecting a computational
interval for the 2D Diffusion Wave equations [32] are

C =
V · ∆T

∆X
≤ 2.0 (with a max C = 5.0) or ∆T ≤

2∆X
V

(with C = 1.0) (4)

where C (dimensionless) is the Courant number; V (m/s) is the flood wave velocity; ∆T (s) is the
computational time step; ∆X (m) is the average cell size.

2.3. Geometry Data in ArcGIS—Connection and Analysis via the Coupled Hydraulic 1D/2D HEC-RAS Model

The geometry data of the downstream segment of the Almyrida stream were acquired from two
high-accuracy DEMs at spatial resolutions 5 m and 2 m as well, through HEC-GeoRAS, an extension of
HEC-RAS hydraulic model to ArcGIS software. The digitized characteristics were the channel centerline
with a length of 784 m, the bank lines, the flow-path lines above the banks, and 33 cross-section cut
lines, primarily perpendicular to the stream’s flow. Each cross-section covers the elevations of the
stream bed to the banks, with a width of about 30 to 126 m. Those geometric characteristics were
exported in the HEC-RAS model [34].

The setup regarding the contraction and expansion coefficients of the cross-sections, the design
of the cross-section of an existing bridge, and the Manning coefficient nc for the channel as well,
were prepared according to the options proposed in a previous paper [29].

Apart from the cross-sections, the floodplain attributes were also provided by the topography of
both high-resolution DEMs. Thus, via the combined 1D/2D HEC-RAS hydraulic model, the 2D flow
areas were designed as polygons to the left and right of the stream’s banks and along the stream’s
length, defining the boundaries within which the software will calculate the flood wave’s propagation.
Break lines are recommended to be added to positions within the 2D flow areas that act as barriers
to stream’s flow, or affect the flow’s direction. Roads are such barriers; thus, taking into account the
topography, four roads exist within the designed 2D flow areas along the perimeter, of which four break
lines were digitized. These break lines will prevent redirecting the stream’s flow through enforcement
of their perimeter with finite elements during 2D computational mesh [35].

For both 2D flow areas, Manning’s roughness coefficient nf was calibrated in the range of 0.035 to
0.08 [36]. The calculation points of the 2D computational mesh were generated at regular intervals,
including all break lines. The latter were enforced at their perimeter so that the flow did not pass
through these cells until the water level is higher than the terrain along that specific break line.
The distance between the calculating points was set as a grid, DX × DY, equal to 4 m × 4 m. Thus,
13,868 finite elements were created for the left 2D flow area, and 12,275 for the right one regarding the
DEM 5 m, whereas concerning the DEM 2 m, the left 2D flow area was composed of 14,142 grid cells,
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and the right one of 12,693 cells [35]. Figure 2 indicates the geometry of the 1D stream flow, consisting
of the river channel reach, the banks, and the cross-sections, as well as the 2D flow areas, the break
lines, and the grid cells, as designed outside the stream’s banks.Water 2020, 12, x FOR PEER REVIEW 6 of 21 
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The boundary between the 1D stream flow and each 2D flow area is the high ground separating
the stream from the floodplain. For the connection of the 1D streamflow with the 2D flow areas behind
levees, four lateral structures were designed, each one defined by the upstream end of the Almyrida
stream, introducing the elevations of the other stations that represent the central line of the top of
the structure. The lateral structures designed were named 772.4 and 772.3 from the upstream till the
cross-section before the bridge, as well as 95.8 and 95.7 from the cross-section after the bridge till
downstream, positioned at the left and right overbanks, respectively, while being connected to the left
and right 2D flow area correspondingly. Lateral structures represent high ground above the banks of
the stream, as well as model the flow over levees [32]. For the four embankments, the water surface was
chosen as the weir flow reference, while the weir crest shape was broad-crested. Weir computations
were performed with the standard weir equation. Weir width at its crest was chosen to be 10 m, purely
for graphical purposes.

The weir coefficient is a function of the gravitational constant and therefore is not dimensionless.
Due to the fact that lateral structures are being used in order to transfer flow from the 1D region of the
stream to the 2D flow areas, the appropriate selection of the weir coefficients is to be considerably low,
otherwise unusual considerable flow will be transferred. In the case study, the lateral structures are
an overland flow interface between the 1D and 2D elements. When there is a non-elevated overbank
terrain, thus the lateral structure is not elevated above ground, then the overland flow escapes from
the main stream, and in this case, the weir coefficient ranges between 0.11 and 0.28. In addition,



Water 2020, 12, 1532 7 of 21

when there is a natural high ground acting as a barrier, having a height of 0.33 to 1 m, then the terrain
does not exactly act as a weir, but the water must flow over the high ground so as to get into the 2D
flow area, and in that case, the weir coefficient extends from 0.28 to 0.55 [32]. For the four lateral
structures, the weir coefficient was calibrated for flow over the weir in the range of 0.11~0.55, in SI
units. This selection indicates that each lateral structure does not rise above ground or is a natural
high ground barrier up to about 1 m [32]. For all the lateral structures, the head water distance of the
upstream end of the weir, from the cross-section just before the structure, was set equal to zero [35].

The studied flow is characterized as unsteady, for which the validated flow hydrograph of
maximum discharge 109 m3/s due to the flash flood event of 17 October 2006 was the boundary
condition at the upstream end of the studied reach, whereas at its downstream end, the normal
depth was the boundary condition, using Manning’s equation to estimate the water level at every
cross-section, with the friction slope being equal to 0.03. The initial unsteady flow condition was set
equal to 1 m3/s at the upstream end [35].

Concerning the unsteady flow analysis, the settings regarding the flow regime, the Froude number,
time slicing, and iteration time step, the bridge’s friction slope, as well as the calculation options and
tolerances for the 1D modeling, were prepared in accordance to the options proposed in a previous
study [29]. The calculation options and tolerances for the 2D flow simulation were entered. The theta
implicit weighting was defined equal to 1 for a more stable solution, possibly with less accuracy.
The 2D water surface tolerance was determined equal to 0.003 m. The maximum number of iterations
to resolve the unsteady flow equations was set equal to 20 so that the solution gives a numerical
error smaller than the defined water tolerance at all the positions of the 2D computational mesh.
The 2D diffusion wave equations were those used as they perform faster and are characterized by
greater stability. The calculation options and tolerances for the 1D/2D flow simulation were set as well.
The water surface tolerance was defined as equal to 0.003 m. Minimum flow tolerance was set equal to
0.3 m3/s so that the program does not proceed with iterations when the flow passing through a 1D
element to a 2D element is too small and insignificant for the solution [35]. The hydraulic calculations
were performed from 17 October 2006 at 08:00 until 18:00, having a computation interval of 10 s either
2 s. The geometry pre-processor, the unsteady flow simulator, and the output post-processor were
executed. The hydrograph output interval and the detailed output interval were set at 10 min [35].
All of the steps followed are summarized in a process diagram (Figure 3).
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3. Results

3.1. Uncertainty Analysis with Respect to Manning’s Roughness Coefficient

Manning’s roughness coefficient nc was taken equal to its maximum value for the stream’s channel,
which is 0.04 for a clean, straight, and full stage bed, having no rifts or deep pools, but with more
stones and weeds. Regarding the floodplains, Manning’s coefficient nf was calibrated. The examined
values were (i) 0.08 for cleared land with tree stumps and heavy growth of sprouts, (ii) 0.06 for little
brush and trees during winter, and (iii) 0.035 for pasture with short grass [36]. Higher values of
Manning’s coefficient reduce flow velocities but increase flood depths, whereas smaller values of the
friction parameter produce higher velocities with reduced water levels. The best performance of the
coupled hydraulic 1D/2D model was achieved through Manning’s roughness coefficient equal to 0.08,
concerning the flow areas.

3.2. Uncertainty Analysis Regarding the Weir Coefficient

Weir coefficient, applied to the lateral structures along the stream’s overbanks, was also a
calibration parameter. Regarding the design by using the topography of the DEM at 5 m regional
analysis, the considered values in order to better evaluate the measured depth on the control wall were
0.01, 0.06, 0.11, 0.28, 0.35, and 0.40. The value of 0.55 was also examined but caused great instabilities
in the velocities of the floodplains; thus, it was rejected. The smaller the weir coefficient was, the bigger
the maximum flood depths resulted. According to [32], the lower limit of the weir coefficient is 0.11.
Thus, the value equal to 0.01 cannot be applied. The value of 0.06 was tested since the previous
edition of HEC-RAS [37] proposed this value for the lower limit of the weir coefficient. However,
due to the update of the edition, we concluded that the coupled 1D/2D model best performs through
the weir coefficient at the connection structures of the 1D streamflow with the 2D flow areas equal
to 0.11, producing a modeled depth on the control wall equal to 1.95 m. The results are shown in
Figure 4 below.
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Figure 4. Simulated depth on control wall for varying Weir coefficient in the lateral structures and
Manning’s roughness coefficient nf in the flow areas, through the coupled hydraulic 1D/2D HEC-RAS
(Hydrologic Engineering Center’s River Analysis System) model, at high-resolution DEM 5 m × 5 m.

Concerning the topography of the DEM at 2 m spatial resolution, the considered values of the
weir coefficient for the optimum assessment of the measured depth on the control wall were 0.01,
0.06, 0.11, 0.15, 0.17, 0.19, 0.23 and 0.28. The results, with a computational interval of the hydraulic
computations equal to 2 s, are shown in Figure 5. Especially for weir coefficients equal to 0.01, 0.06,
and 0.11, the analysis took place for various time steps of hydraulic computations, such as 10, 5, 2,
and 1 s, both for 0.08 and 0.06 values of Manning coefficient on the floodplains. Regarding those runs,
the resulted depths on the control wall were the same regardless of the variation of the computation
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time interval. The best performance of the 1D/2D model, validated by the post-flood field measurement,
is achieved through a weir coefficient of 0.11, resulting in a modeled depth on the control wall equal to
1.93 m.Water 2020, 12, x FOR PEER REVIEW 9 of 21 

 

 

Figure 5. Simulated depth on control wall for varying Weir coefficient in the lateral structures and 
Manning’s roughness coefficient nf in the flow areas, through the coupled hydraulic 1D/2D HEC-RAS 
model, at high-resolution DEM 2 m × 2 m. 

3.3. Hydraulic Modeling Output 

In Figures 6 and 7, the simulated results of the downstream analysis of the Almyrida stream are 
shown via RAS Mapper, by using the combined 1D/2D HEC-RAS hydraulic model at high-resolution 
DEM 5 m × 5 m. Figure 6 presents the propagation trend of the flood wave depths over the floodplains 
after 2, 3.5, 4, 5, 6, and 8 h from the beginning of the simulation, while Figure 7 indicates the variance 
of the modeled flood wave velocities at the same time intervals. From RAS Mapper’s Animator, it 
was found that the maximum flooded area of 108,767 m2 took place between 12:00 and 13:00 of 17 
October 2006. The flood wave’s depth reached up to 3.94 m. On the water depth’s control wall, it 
appears that the combined hydraulic 1D/2D modeling verified the 2 m post-flood field measurement, 
with a simulated flood depth of 1.95 m. Maximum flood wave velocities reached up to 5.09 m/s within 
the 1D flow channel, about halfway of the entire downstream length of the studied reach, whereas 
on the 2D flow areas, these were generally very low, of the order of 0.1 to 0.5 m/s. In comparison with 
the 1D model flood extent output, produced by a recent study [29], the flood inundation area 
produced by the 1D/2D model was 14.55% higher, with the main flood volume raise being noted in 
the northwestern part of the outlet. 

Figure 5. Simulated depth on control wall for varying Weir coefficient in the lateral structures and
Manning’s roughness coefficient nf in the flow areas, through the coupled hydraulic 1D/2D HEC-RAS
model, at high-resolution DEM 2 m × 2 m.

3.3. Hydraulic Modeling Output

In Figures 6 and 7, the simulated results of the downstream analysis of the Almyrida stream are
shown via RAS Mapper, by using the combined 1D/2D HEC-RAS hydraulic model at high-resolution
DEM 5 m × 5 m. Figure 6 presents the propagation trend of the flood wave depths over the floodplains
after 2, 3.5, 4, 5, 6, and 8 h from the beginning of the simulation, while Figure 7 indicates the variance
of the modeled flood wave velocities at the same time intervals. From RAS Mapper’s Animator,
it was found that the maximum flooded area of 108,767 m2 took place between 12:00 and 13:00 of
17 October 2006. The flood wave’s depth reached up to 3.94 m. On the water depth’s control wall,
it appears that the combined hydraulic 1D/2D modeling verified the 2 m post-flood field measurement,
with a simulated flood depth of 1.95 m. Maximum flood wave velocities reached up to 5.09 m/s within
the 1D flow channel, about halfway of the entire downstream length of the studied reach, whereas on
the 2D flow areas, these were generally very low, of the order of 0.1 to 0.5 m/s. In comparison with the
1D model flood extent output, produced by a recent study [29], the flood inundation area produced by
the 1D/2D model was 14.55% higher, with the main flood volume raise being noted in the northwestern
part of the outlet.

In Figures 8 and 9, the resulting spread of the water level over the flooded areas at times after the
beginning of modeling, as well as the diffusion of the flood wave velocities at the respective times,
are displayed correspondingly, regarding the downstream analysis of the Almyrida stream, by using
the combined 1D/2D HEC-RAS hydraulic model at high-resolution DEM 2 m × 2 m. The maximum
flooded area extent occurred between 12:00 and 13:00 of 17 October, just like the simulation using the
DEM at spatial resolution 5 m, but was relatively lower by 33.25%. The main flooded area reduction
was noted in the northwestern part of the outlet, whereas a small increase was mentioned in the
southeast. On the other hand, the maximum flood wave’s depth reached 4.80 m, interpreted as a
21.83% increase over the maximum water depth, which resulted by using the DEM at regional analysis
5 m. The combined 1D/2D modeling also verified the 2 m post-flood field water level measurement
on the control wall, with the simulated flood depth varying from 1.79 to 2.07 m, reaching an average
value of 1.93 m.



Water 2020, 12, 1532 10 of 21

Water 2020, 12, x FOR PEER REVIEW 10 of 21 

 

 

Figure 6. Modeled flood depths (m) at (a) 10:00, (b) 11:30, (c) 12:00, (d) 13:00, (e) 14:00, and (f) 16:00 of 
17 October 2006, by using the coupled 1D/2D HEC-RAS model, at high resolution DEM 5 m × 5 m. 

Figure 6. Modeled flood depths (m) at (a) 10:00, (b) 11:30, (c) 12:00, (d) 13:00, (e) 14:00, and (f) 16:00 of
17 October 2006, by using the coupled 1D/2D HEC-RAS model, at high resolution DEM 5 m × 5 m.

The highest value of the flood wave velocities reached 6.38 m/s into the 1D channel, while at the
floodplains, any modeled velocities were quite low. A high value equal to 5.44 m/s was observed at the
channel bed in the last designed cross-section, the one of the stream’s outlet, due to the uplift of the
stream bed elevation compared to the previous cross-section.

In Figure 10, the maximum flood depth as well as the flood inundation extent after 0, 2, 3.5, 4, 5, 6,
8, and 10 h from the beginning of the simulation are presented, for both high-resolution DEMs (5 and
2 m) and a total modeling duration equal to 10 h. The modeled flooded area was calculated through
ArcGIS tools. The maximum flood depth was greater when using the DEM at regional analysis 2 m in
relation, with the DEM 5 m × 5 m, at all times from the simulation start. Specifically, the maximum
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flood level was higher at a range from 18.01% to 31.52%, reaching an average raise of 24.91%. On the
other hand, the flooded area was notably greater when modeling via the terrain attributed by the
DEM at spatial resolution 5 m, compared with the DEM 2 m × 2 m, throughout the modeling duration.
The variations ranged from 32.95% to 64.89%, reaching an average increase equal to 46.35%.Water 2020, 12, x FOR PEER REVIEW 11 of 21 
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Figure 8. Modeled flood depths (m) at (a) 10:00, (b) 11:30, (c) 12:00, (d) 13:00, (e) 14:00, and (f) 16:00 of
17 October 2006, by using the coupled 1D/2D HEC-RAS model, at high-resolution DEM 2 m × 2 m.

Extents of the floodplains in the study area through both DEMs are shown in Figure 11a. Also,
characteristic cross-sections of the main channel bed, extracted by the two DEMs, are displayed in
Figure 11b–d, for comparison. The maximum water level is shown in blue. The x-axis of a cross-section
shows the stations in which the terrain elevation values were exported by HEC-GeoRAS, whereas the
y-axis depicts the ground elevation values. It is noticeable that the cross-sections from DEM 2 m × 2 m
are more detailed because more station positions represent the terrain. In most cross-sections of finer
resolution, the channel bed is lying further below than it is on the DEM 5 m × 5 m. The water surface
elevation is approximately the same at the above-mentioned cross-sections on both DEMs, or slightly
higher at most of the remaining cross-sections extracted by DEM 2 m × 2 m, which along with the
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deepest bed of the channel, explains why the maximum flood depth and the flood depths at the channel
generally are higher when using a DEM of 2 m. Mainly, the cross-sections based on the DEM at spatial
analysis 5 m are more flattened; in particular, those very close to the outlet are smoothed, mostly
outside the left bank, explaining why the flood has extended significantly to the left floodplain. On the
other hand, the cross-sections a few meters before the outlet, derived from a DEM of 2 m, depict higher
elevations due to located tall urban buildings, preventing the expansion of the water. Therefore, in the
extension of several cross-sections of finer resolution DEM, the flood inundation area is smaller than
the respective ones from DEM 5 m × 5 m.
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Figure 11. (a) Flood extent of the downstream reach of Almyrida stream as derived from DEM
2 m × 2 m (dark blue) and DEM 5 m × 5 m (light blue); Characteristic cross-sections and water level (b)
515.68 m before end; (c) 423.20 m before end; (d) 207.43 m before end, from both DEMs through the
coupled 1D/2D HEC-RAS model.

3.4. Historical Precipitation and Future Projections through Climate Model Data

Analysis of climate model’s EC-EARTH_RCP8.5 historical daily and 3-h precipitation data from
the Swedish Meteorological and Hydrological Institute Rossby Centre Regional Atmospheric Model
(SMHI-RCA4), applied to Kalyves, a station distancing about 16 km from the area of interest, through a
grid of 12.5 km× 12.5 km resolution for the period 1970–2098 [38], shows that a lot of heavy precipitation
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events have already stricken the wider rural area of Almyrida. The most notable rain events are listed
in Table 1, concerning their daily rain height, the maximum 3-hourly rain height, as well as the ratio
of 3-h data to divided daily with 8 three-hour windows per day. The comparison between daily and
3-hourly historical data is held in order to project the data in the future. Due to the fact that we examine
flash floods produced by extreme precipitation heights, the simulated precipitation time-step should be
less than an hour in order to have accurate flow hydrographs, not depending on the time interval [29].
In this case, the available minimum time-step of these specific climatic data was equal to 3 h. It is
obvious that the 3-hourly data produce rain peaks, which are intensified by a factor of 1.5 to 2.5 over
the corresponding rain height of daily data uniformly applied per three hours.

Table 1. Recorded daily rain events (mm), maximum 3-hourly measured rain (mm) and the
ratio of 3-hourly rain data to daily data divided with 8 three-hours per day through the EC-
EARTH_RCP8.5_r12i1p1_SMHI_RCA4 climate model.

Date Daily Rain (mm) Max 3-Hourly Rain (mm) Ratio:
3-Hourly/Daily/8

20 February 1972 212.75 38.91 1.46
6 November 1973 107.12 19.67 1.47

21 March 1985 100.73 31.50 2.50
13 February 1993 98.54 30.28 2.46

Other climatic data on daily time-step for the period 1981–2098 produced from the Climate Service
Center REMO (CSC-REMO) regional climate model (RCM) simulations, being influenced by the Max
Planck Institute Earth System Model, low resolution, reanalysis 1 (MPI-ESM-LR-r1) driving global
climate model (GCM) regarding the representative concentration pathways RCP4.5 and RCP8.5 [38]
showed that Kalyves and Vamos stations which are very close to Almyrida stream basin, may produce
in the future significant rain events. In Table 2 we have categorized the number of days that the
precipitation depth is expected to be greater than 150, 200, 250, and 300 mm as well, in addition to
the number of days at which is likely not to rain at all. More specifically, according to RCP4.5, up to
345 mm are expected to be precipitated at Kalyves, whereas Vamos may reach 329 mm of precipitation
height in one day. On the other hand, with respect to the RCP8.5, more dry days are expected in
the future, but intense rain events are also likely to happen. Notably are the expected 277 mm of
precipitated water at Kalyves, as well as the 301 mm at Vamos.

Table 2. Analysis of rainy days on a daily basis, of neighboring stations to the area of interest via
MPI-ESM-LR_r1i1p1_CSC_REMO climate models.

Period 1981–2098
RCP4.5 RCP8.5

Kalyves Station Vamos Station Kalyves Station Vamos Station

No of days with
precipitation > 300 mm 1 2 0 1

No of days with
precipitation > 250 mm 1 4 1 3

No of days with
precipitation > 200 mm 5 10 2 14

No of days with
precipitation > 150 mm 11 38 9 31

No of days with
no precipitation 37,496 36,628 37,747 36,967



Water 2020, 12, 1532 16 of 21

It is obvious that heavier precipitation events than the studied one equal to 196.2 mm are about
to happen, that is the reason that we proceeded below to examining scenarios of increasing the peak
precipitation for the same event precipitation depth in order to investigate the effect of rainfall intensity
to the maximum flood depth and the total inundation area extent. Before that, we studied three
different hypothetical distributions of the projected 345 mm due to the RCP4.5 scenario in a 15-min
time-step, just like the event of 2006, as shown in Table 3. Through the coupled 1D/2D HEC-RAS
hydraulic model, it is obvious that when using the high-resolution DEM 2 m × 2 m, the maximum
flood wave’s depth increases significantly with an intensified precipitation intensity when compared
to a smoothed one, by 56.23%. In contrast, with the use of DEM at regional analysis 5 m, the highest
flood depth has a small increase by 11.69% in case of increasing the precipitation intensity in relation to
the smoothed rain rate.

Table 3. Maximum flood depth (m) at high resolution DEMs (5 and 2 m) resulting from different
distributions of peak precipitation for a total amount of precipitated water equal to 345 mm.

P = 345 mm
Max Precipitation

Depth in
15 Min (mm)

Precipitation Intensity
(mm/h)

Peak Discharge
(m3/s)

Max Flood Depth
[DEM 5 m] (m)

Max Flood Depth
[DEM 2 m] (m)

smooth peak 10 (10 × 4) = 40 175 5.13 5.62
base 17.5 (17.5 × 2) + (10 × 2) = 55 211.6 5.45 6.02

intense peak 52.5 (52.5 × 2) + (10 × 2) = 125 279 5.73 8.78

3.5. Scenarios of Increasing the Peak Precipitation for the Same Event Precipitation Depth

For the observed event precipitation depth of 196.2 mm, being held from 16 October 2006 at 23:30
to 18 October 2006 at 22:00, varying scenarios of raising the peak precipitation and redistributing
the remaining rainfall differently over time were studied. In particular, the observed peak rainfall of
17.50 mm, which occurred at 10:15 and 10:30 on 17 October, resulting in an average peak discharge
of 109 m3/s at noon, was increased by a factor of 1.5, 2.0, and 3.0, reaching the values of 26.25, 35,
and 52.5 mm correspondingly, at the same time of the morning of 17 October 2006. The output
peak discharges reached 115.9, 130.6, and 148.2 m3/s respectively, at 12:15, being accordingly 6.33%,
19.82%, and 35.96% increased when compared to the baseline maximum discharge. The resulting flow
hydrographs are shown in Figure 12.
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By using the high-resolution DEMs (5 m and 2 m), as well as the output hydrographs due to the
increase of the peak precipitation for the same event precipitation depth, the maximum inundation
depth and the flooded area extent of the downstream segment of the small basin were identified via
the coupled 1D/2D HEC-RAS hydraulic modeling, and the results are shown in Table 4. Regarding the
output based on the DEM at spatial resolution 5 m, the baseline peak discharge of 109 m3/s resulted in
a maximum flood depth of 3.94 m, with the total flooded areas being equal to 108,767 m2. When the
maximum discharge was increased, due to increased peak rainfall, then both the outcoming maximum
flood depth and flooded area extent rose. More specifically, when the peak rainfall was increased
by a factor of 1.5, the maximum flood depth and the flooded area were risen by 2.28% and 1.76%,
respectively, in comparison with the base results. In case of increase of the peak precipitation by a factor
of 2.0, the maximum flood level as well as the flood extent rose by 7.87% and 7.49% correspondingly,
whereas an increment of the peak rainfall by a factor of 3.0 brought an increase to the maximum flood
depth and the total flooded area by 16.24% and 14.15% respectively, compared with the resulting ones
for the baseline scenario.

Table 4. Maximum flood depth (m) and flood extent (m2) resulting from the observed precipitation
and increase in peak precipitation by factors of 1.5, 2.0, and 3.0, by using the coupled 1D/2D HEC-RAS
model, at high-resolution DEMs (5 and 2 m).

P = 196.2 mm
Peak Discharge

(m3/s)

DEM 5 m × 5 m DEM 2 m × 2 m

Max Flood
Depth (m)

Flood Extent
(m2)

Max Flood
Depth (m)

Flood Extent
(m2)

Observed
Precipitation 109 3.94 108,767 4.80 72,606

50% Increase of
Peak Precipitation 115.9 4.03 110,686 4.89 75,142

100% Increase of
Peak Precipitation 130.6 4.25 116,913 5.07 80,003

200% Increase of
Peak Precipitation 148.2 4.58 124,160 5.27 85,708

On the other hand, with respect to the output based on the DEM at regional analysis 2 m,
the modeled peak discharge of 109 m3/s due to observed precipitation resulted in a peak flood depth
of 4.80 m, whereas the flood inundation area was equal to 72,606 m2. When the peak precipitation
was increased by a factor of 1.5, the highest flood level and the inundation area extent rose by 1.88%
and 3.49%, respectively, when compared with the baseline scenario’s results. An increase of the peak
precipitation by a factor of 2.0 resulted in an increment of the maximum flood depth and the total
flooded area by 5.63% and 10.19%, respectively, while in the case that peak rainfall was increased by a
factor of 3.0, the peak flood level and the flooded area extent rose by 9.79% and 18.05% correspondingly,
in comparison with the base results.

4. Discussion

Various hydro-meteorological gauges near the study basin have already recorded more intense
precipitation data, up to 400 mm. Due to the intensification of the hydrological cycle caused by a
changing climate, either more severe precipitation events or events of higher hourly intensity are
expected to occur in the area of interest. The aim of this research is based on the hydraulic response of
the outlet section of a small ungauged basin to an extreme flood event. Utilizing the EURO-CORDEX
climate model’s historical data and future projections downscaled to Kalyves and Vamos, two stations
adjacent to the studied basin, it was indicated that rainfall events of greater intensity than those
commonly observed are expected to occur. These occurrences are expected to present greater intensity
by factors of 1.5 to 2.5, or by order of 250–300 mm daily. We examined scenarios of potential intensified
precipitation peaks for the same or higher total precipitation depth in order to investigate the eventual
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flood impacts on the area of interest. The consideration of examining increased peaks of the studied
precipitation was also based on the EC-EARTH_RCP8.5_r12i1p1_SMHI_RCA4 climatic data which
produced projected daily data more intensified than the observed used time-series regarding the area
of interest, as well as the MPI-ESM-LR_r1i1p1_CSC_REMO daily climatic data [38] regarding RCP4.5
and RCP8.5 scenarios which projected heavier rainfall events to adjacent gauge stations in the future.
Through the output hydrographs of these scenarios, with remarkably higher peak runoff, the combined
1D/2D hydraulic modeling resulted in a significant rise of the maximum flood depth and the flooded
inundation area as well, with the use of the extracted topography by both high-resolution DEMs.
With the use of DEM of 2 m, the increase of maximum flood level is higher than using DEM of 5 m in
case of increased peak rainfall for a potential higher total rain depth than the studied one.

On poorly gauged basins such as the one studied, the flow data and the aerial view of the flood
inundation does not exist. Post-flood field measurement of the flood level on a control wall is the only
existing data, which is used for validating the hydraulic model. The accurate representation of flood
mapping depends largely on uncertainty parameters imposed on hydraulic simulation. Coupled 1D/2D
hydraulic models are efficient and reliable regarding the output inundation maps. Vozinaki et al. [25]
have mentioned this effectiveness when compared to 1D output for another basin in Crete. DEMs at
high resolution are also critical for the precise output flood stages and flooded areas so that the potential
effect of future extreme flood events to socio-economic interests are limited. Through the analysis of
the results presented in Table 4, regarding the scenarios of increasing peak precipitation for the same
event precipitation depth, it was found that the fastest increase in maximum flood depth is attributed
using the DEM at a spatial resolution of 5 m, whereas the fastest increase in the total inundation area is
attributed by using the DEM of 2 m.

5. Conclusions

A number of parameters may significantly impact flood wave propagation, simulated water
depths, and inundation extent. It was found that the most significant parameter affecting the depth
on the control concrete wall is the weir coefficient of the lateral structures, followed by Manning’s
roughness coefficient at the floodplains. In the present study and for both examined high-resolution
DEMs, the calibration procedure produced the best performance of the hydraulic model for a weir
coefficient equal to 0.11, which is the lower limit proposed in HEC-RAS. On the other hand, Manning’s
roughness coefficient produces better results with a value of 0.08.

The studied basin is ungauged, and the only available data was the testimony of residents on the
time and depth of the passage of the maximum flood wave. The water depth post-field measurement
on the control wall, about 200 m before the outlet of the stream, was around 2 m ± 15%, due to silt
and gravels deposited in the control wall during the heavy rainfall. The time of the passage of the
maximum flood wave was between 12:00 and 13:00 of 17 October 2006. The novelty of this paper is
based on a validated flooded area with very limited available data. The uncertainty analysis of the
values of the weir and Manning coefficients, and in addition to limited field data, provided very good
results regarding the flood extent.

The output produced by the 1D HEC-RAS hydraulic model [29] is limited in its two-dimensional
lateral extent in contrast with the results of the combined 1D/2D HEC-RAS model. The latter produced
more detailed and more accurate 2D mapping regarding the flood extent at the peak discharge, as well
as the maximum flood depths and flow velocities at every computational grid-cell point of the modeled
mesh. In addition, DEM at 2 m spatial resolution also displayed more efficient and precise results
than the corresponding DEM at a 5 m spatial resolution. In general, through the DEM 2 m × 2 m,
the maximum flood depth was noticeably higher at most cross-sections into the channel, whereas the
total flooded areal extent was lower than the respective magnitudes estimated via the DEM 5 m × 5 m.
This is explained by the fact that the terrain of finer resolution depicted a deeper channel bed, with the
banks being higher. Moreover, the more detailed terrain at 2 m spatial analysis consisted of more levees
into the 2D computational mesh, acting as flow barriers, restricting the flood wave to expand further.
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A similar trend for maximum flood depths and the flooded area was followed by the examined scenarios
of intensified peak rainfall for the same total event precipitation depth concerning the different DEM’s.
Considering the base precipitation, as well as the scenarios of increased peak rainfall by factors as high
as 3.0, it appears that the DEM of 2 m shows that the highest flood depths were greater at a range from
approximately 15% to 22%. In contrast, the flood inundation extent was significantly increased via
the DEM of 5 m, by approximately 45% to 50%. The projected precipitation of 345 mm due to the
medium emissions scenario of the MPI-ESM-LR_r1i1p1_CSC-REMO climate model shows that for a
possible hourly precipitation intensity of 40 mm/hr, the maximum flood depth is increased by 30.2%
and 17.08%, for DEM 5 m and DEM 2 m, respectively, when compared with the daily precipitation of
196.2 mm in the 2006 event where the precipitation intensity was 45 mm/hr. It is critical to use higher
resolution DEM in order to obtain more accurate results, especially when concerning flood extent in
flood hazard mapping. In addition, scenarios of raising the rainfall intensity result in more extensive
effects in the downstream segment of the studied stream. The definition of the accurate flooded area
extent is of significant priority in order to enable civil protection to initiate an appropriate early flood
alert. The 1D/2D simulation results of this work will improve the flood basin management under
extreme events. Detailed knowledge of gridded rainfall distribution would improve the accuracy of
the outlet hydrograph and additional field data from stage-flowrate gauging, video recording and
satellite imaging would enhance the accuracy of the flood extent. Flood inundation mapping indicates
the need for improvement of flood defense plans in both rural and urban environment.
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