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Sqediasmìc kai Ulopo—hsh enìc FPGA Epitaqunt  P�nw se NŁfoc gia

Anasugkrìthsh Fulogenetik‚n SqŁsewn

by Anastasios BOKALIDIS

Mi� apo tic pio endiafŁrousec prokl seic tou 21ou ai‚na, pou Łqoun na antimetw-

p—soun oi epist monec e—nai h ragda—a kai suneqìmenh aÔxhsh twn dedomŁnwn. Pol-

lo— tome—c thc epist mhc kai thc teqnolog—ac antimetwp—zoun probl mata sthn di-

aqe—rhsh kai thn epexergas—a twn ter�stiwn dedomŁnwn. ’Enac apo autoÔc touc

e—nai h Biolog—a. H diadikas—a thn fulogennetik c an�lushc twn DNA, RNA,
prwteðn‚n kai �llwn tÔpwn fulegŁnneshc, katanal‚nei arketì qrìno, h opo—a

m�lista parousi�zei kai mia mh grammik  aÔxhsh ìso aux�netai o ìgkoc twn de-

domŁnwn qr shc. Epipleìn den e—nai mìno o qrìnoc pou apasqole— touc epist -

monec all� ep—shc kai ta upologistik� sust mata pou qrei�zontai gia ton para-

p�nw skopì. ’Oqi mìno oi proswpiko— upolog—stec den mporoÔn na exale—youn to

prìblhma, all� akom  kai oi uperupologistŁc mporoÔn den mporoÔn na kalÔy-

oun tic an�gkec mprost� ston uperìgko dedomŁnwn. Oi pr‚toi Łqoun epexer-

gastŁc oi opo—oi den mporoÔn na xeper�soun Łna kat‚fli epit�qunshc kai par-

allhlismoÔ twn efarmog‚n pou jŁloume, kai oi deÔteroi qrhsimopoioÔntai mìno

gia eidikŁc melŁtec kai upologismoÔc. Se aut  thn ergas—a, g—netai mia melŁth

p�nw se Łnan algìrijmo fulogennetik c an�lushc, RAxML, o opo—oc bas—zetai

p�nw sthn mŁjodo thc mŁgisthc pijanof�neiac. O skopìc aut c thc ergas—ac

e—nai na belti‚soume epitaqÔnontac k�poiec sunart seic tou RAxML, oi opo—ec

katanal‚noun perissìtero apo to 80% tou sunolikoÔ qrìnou ektŁleshc kai ei-

dik� ìtan br—skontai upì epexergas—a meg�la arqe—a dedomŁnwn. Opìte, pr‚to

b ma e—nai na melet soume pwc sumperifŁretai o RAxML an�loga me ta dedomŁna
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eisìdou kai wc deÔtero b ma na sqedi�soume kai na kataskeu�soume epitaqun-

tŁc ìpou e—nai apara—thtoi gia na belti‚soume thn apìdosh. Auto— oi epitaqun-

tŁc sqedi�zontai ‚ste na egkatastajoÔn p�nw se FPGAs all� kai se ant—s-

toiqec platfìrmec nŁfouc thc Amazon. TŁloc, g—netai melŁth kai sÔgkrish twn

apotelesm�twn tou arqikoÔ algor—jmou me touc ant—stoiqouc epitaquntŁc mac

kai ep—shc parousi�zetai Łna jewrhtikì montŁlo gia to pwc ja  tan h bŁltisth

sumperifor� twn epitaqunt‚n mac kai poi� h belt—wsh pou ja prìsferan se suno-

likì ep—pedo ston algìrijmo. . .
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Design and Implementation of a cloud based FPGA accelerator for
phylogeny reconstruction

by Anastasios BOKALIDIS

One of the most interesting challenges through the 21st century, that re-
searchers have to encounter is the rapid and continuous increase of data.
Many fields of science and technology face problems in the management and
processing of vast data. One of them is Biology. The process of phylogenetic
analysis of DNA, RNA, Protein, and other types of phylogenies, consumes a
lot of time which performs a non-linear increase while the volume of the data
for processing tends to increase. In addition, it is not only the time which is
of concern to the scientists but also, the computing systems which are needed
for this purpose. Not even personal computers can eliminate this problem,
but also high-performance computers are inadequate to face up vast data.
The first ones have CPUs that can not surpass a threshold in speed up and
parallelism and the second ones are used only for special studies and compu-
tations. In this project, there is a study on a phylogenetic analysis algorithm,
RAxML, which is based on the maximum likelihood method. The purpose
of this project is to optimize by accelerating some functions of RAxML which
consume more than 80% of the total execution time and especially under
the processing of big data sets. So, the first step is to research the way that
RAxML behaves according to the input data and the second step is to de-
sign and construct hardware accelerators required for optimal performance.
These accelerators are designed to be mapped and routed on FPGAs and
also on similar platforms of the Amazons’ cloud. Finally, there is a study and
comparison between the results coming from the initial algorithm and the

HTTPS://WWW.TUC.GR/
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results that come from the accelerators. Moreover, a theoretical model is in-
troduced which shows the optimal performance of the accelerators and how
it can affect the overall performance of the algorithm. . .
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Chapter 1

Introduction

The �rst chapter contains information about the process of evolution and the

motivation of this work. In addition, there is a brief structure of this thesis.

1.1 Introduction

Biology is one of the main �elds of science and its rapid evolution attracts

many people and other �elds of science to be involved in it. Through bi-

ology, humankind has discovered species, organisms, diseases and other

living species, which contributed to the expansion of his knowledge about

ourselves and nature. One of the most remarkable achievements is that sci-

entists found out humans' ancestors and their origins since the �rst eras of

mankind. Human DNA, as well as the DNA of other organisms, are inter-

connected creating a large tree of nature, a tree of life. Apart from DNA,

biologists achieved to analyse and compare more genetic materials such as

RNA, Proteins, Acids to interconnect not only the same organisms, but also

micro-organisms, viruses, bacteria, and fungi.

Although more species are discovered every day and they get into the tree

of life, the magnitude of big data problems gets tremendous dimensions. It

is not only the unique features of species that vary between others but also

some features that differentiate two units of the same species. So it is obvious

how data volume rapidly increases. So, according to this thesis, the evolution

grade of the tree of life is getting bigger while the number of species and their

unique features is differentiated, in other words, each newly inserted piece

of information burdens the problem separately.

Nowadays, many algorithms construct the tree of life and they vary in species,

implementation techniques, and variables, but all of them face the problem

of big data. Approximately, the time which is spent to analyze, compare
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and construct the trees of life is equal among these algorithms, passing on

them the same volume of data. Theoretically, the problem could have been

resolved, considering that high-performance processors-computer systems

have been integrated into our daily life. Even more, supercomputers that

have operations to speed up different types of algorithms could resolve this

issue. Although the above solutions seem to be optimistic, these technol-

ogy architectures focus on executing a wide variety of instructions and ap-

proach a ful�lling performance. The instructions of the algorithms demand

many operations such as additions, subtractions, and multiplications, to be

executed in a rapid and recurring way. In case that these operations are con-

verted to commands of one CPU, the CPU will execute the operations with

several unnecessary stages between them. Moreover, some CPU circuits can-

not be executed to meet a user's requirements, because CPUs are constructed

in such a way so as to include all possible required stages in their execution,

whether it is a simple operation or a set of complex commands. As a conse-

quence, this delays every CPU execution.

Since 1984, the FPGA industry delivered the �rst reprogrammable logic de-

vice which urged scientists to invest in them. Till the beginning of 20 th cen-

tury, FPGA devices were integrated in many technology �elds. This over-

usage is credited to some capabilities of FPGA. That is the allocation of their

resources in an ef�cient way that users can design from a simple logic gate to

a complicated circuit, the low power ef�ciency, and their ability to be recon-

�gured both locally and globally on their designs. So, exploiting the advan-

tages of FPGAs and recognizing the speci�city of bioinformatics computing

systems, the contribution of this thesis is to:

� Find a solution to a problem that burdens the surveys on bioinformatics

and speci�c on phylogeny.

� Describe some possible accelerators of time-consuming functions.

� Design and construct units that implement the requisite computations

of the accelerator.

� Distribute and manage the available resource in order to surpass a sim-

ple CPU's speed.

� Propose hardware platforms that can load and execute effectively the

demands of the accelerator.



Chapter 1. Introduction 3

� Make this implementation able to be improved on future work, given

its restrictions.

1.2 Thesis Outline

� Chapter 2 - Theoretical Background: There is a reference on some prin-

ciples of Phylogenetics and how they are used in algorithms.

� Chapter 3 - Related Work: There is a reference on some relevant previ-

ously implemented works and a detailed reference on previous works

on the same topic as ours.

� Chapter 4 - Maximum Likelihood Method: The method of ML under

the use of protein data is described and its differentiation on RAxML.

There is also a reference to the PLL's functions.

� Chapter 5 - Hardware Architecture Of Accelerator: The results of the

pro�ling on the PLL are presented and then the architecture of the ac-

celerators of the chosen functions.

� Chapter 6 - FPGA Implementation: There is a description of the tools

that are used for this work, the FPGA platforms that accelerators in-

stalled on, and a brief reference on OpenCL, which is used on the im-

plementation of the host.

� Chapter 7 - Results: The results that came from software executions are

compared with the results that came from hardware executions. There

is also a theoretical framework on how the design could perform with

the usage of a larger platform.

� Chapter 8 - Conclusions And Future Work: The conclusion which

came from the execution of the design and its implementation is de-

scribed and some ideas for improvement are also proposed.

� � It is of high importance to mention that a part of this thesis is presented on the

paper [1] which was submitted and veri�ed on IEEE Micro this year.
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Chapter 2

Theoretical Background

In this chapter, the subject which is under discussion is the problem of iden-

tifying phylogenetic relationships, which are derived from different organ-

isms. In other words, how we can determine the evolutionary relationships

of these organisms with criteria, the amino acid sequence of some proteins

(or the sequence of the corresponding genes). Additionally, there is a refer-

ence on how the RAxML software works and its use in this study.

2.1 Phylogenetics - Basic Principles

Over the years, as many �elds of science are being developed, Biology and

its �elds try to make their revolution, and in order to achieve it there must

be a collaboration with computer science and new technology innovations.

On this topic, it can be assumed that there is a combination of different �elds

of Biology with computer science, such as Bioinformatics and Phylogenetics

(part of Structural Biology). But, among these �elds, Phylogenetics is the one

which concerns us on this thesis. Phylogenetics is a part of systematics that

addresses the inference of the evolutionary history and relationships among

or within groups of organisms (e.g. species, or more inclusive taxa). These

relationships are hypothesized by phylogenetic inference methods that eval-

uate observed heritable traits, such as DNA and protein sequences or mor-

phology, often under a speci�ed model of the evolution of these traits. The

result of such an analysis is a phylogeny (also known as a phylogenetic tree)

— a diagrammatic hypothesis of relationships that re�ects the evolutionary

history of a group of organisms.

Following the principles of Phylogenetics, biologists make a big effort to col-

lect all the appropriate data so as to draw out conclusions about the evo-

lutionary history of species, their ancestors, or maybe group some species
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according to common ancestors. Nevertheless, it is necessary to know what

we are going to compare. If we want to evaluate phylogenetics relationships

from the sequences of some genes, we have to compare corresponding genes,

so as to trace their homology. Called Homologous proteins (or genes) are

generally the proteins that have arisen through the evolution of a common

ancestor. The corresponding genes in different organisms are also referred

to as orthologues, and it is considered that any differentiation has occurred

due to specialisation. In contrast, homologous proteins, or genes, within the

same species are calledparalogues, and we believe that they have arisen from

gene duplication and independent evolution within the kind. Finally, there

are the so-called xenologuesgenes, which are homologous genes that have

arisen from a process of horizontal gene transfer (usually from a prokaryotic

organism). An example of the �rst case is the alpha-chains of mammalians

hemoglobin (e.g. humans, chimpanzees, dogs, etc.), while for the second

case we could mention within the same species (e.g. humans), the alpha,

betta, gamma-chains of hemoglobin but also myoglobins.

2.2 Phylogeny - Phologenetic Trees

All the above theories are associated with the phylogenetic tree. A phylo-

genetic tree is a branching diagram or "tree" showing the evolutionary re-

lationships among various biological species or other entities—their phy-

logeny—based upon similarities and differences in their physical or genetic

characteristics. All living species on Earth are part of a single phylogenetic

tree, indicating common ancestry.
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