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Abstract

The widespread use of wireless local area networks (WLANs) in recent years and the con-
tinued need of higher transmission data rates resulted in the fast growth of WLAN systems.
The simulation complexity of such systems however is huge. In this thesis, we focus on the
IEEE 802.11n standard, which is based on high-throughput (HT) orthogonal frequency-
division multiplexing (OFDM), and provide low time-complexity simulations by means of
the exponential e�ective SNR mapping (EESM) method. The EESM method is a funda-
mental tool for evaluating and studying next generation OFDM-based wireless systems. It
maps the set of di�erent SNR values per subcarrier into a single e�ective �at-fading SNR, at
which the system has the same performance. The EESM method is implemented for SISO,
SIMO 1x2, and MIMO 2x2 con�gurations, in conjunction with the IEEE TGn Model-B
frequency-selective channel. The simulator is based on the Matlab WLAN Toolbox. Full
link simulations are performed to obtain the BER vs post-processing SNR curves for 20MHz
channels, which are compared to the curves obtained through the EESM method. Extensive
simulations indicate that the low-complexity EESM-based link simulations provide reliable
BER vs post-processing SNR estimates. The latter makes EESM acceptable for abstraction
in system level simulation to improve time e�ciency.
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Chapter 1

Introduction

1.1 Motivation

Wireless Local Access Networks (WLANs) commonly in the form of Wi-Fi (802.11) sys-
tems had become very popular in the decade 2000 - 2009. WLAN provides mobility to the
users so that they can roam around within the coverage range of WLAN, it decreases the
connectivity complexity and cost, and it also gives the possibility to hold the connection
in areas where cables cannot be run such as outdoor areas. These advantages of WLAN,
and the huge growth of it to provide high speed internet access at numerous locations,
resulted in the replacement of cable Local Access Networks by WLANs. Nowadays wireless
broadband is becoming a fact, as society is based on functions that require the use of the
internet wherever. The users want to be able to stream HD videos and music, transfer large
amounts of data, or make video conferences. With the onset of the COVID-19 pandemic,
the usefulness of WLANs increased. As work and school shifted remotely, some networks
saw an increase of 300% in video conferencing services (BITAG). Furthermore the global
Wi-Fi tra�c increased by 80% at the beginning of the pandemic as the Wi-Fi Alliance notes.
The continued growth of the WLAN technology results in high complexity communication
systems. Various MIMO schemes, modulation coding rates, and channel bandwidths are
provided to increase the system throughput. Consequently, the evaluation of the perfor-
mance of a system by means of classical link level simulations has high time complexity,
which prevents the simulation of a system for each parameter it must be studied.

The purpose of the present thesis is to provide e�cient time WLAN simulations by
means of the Exponential E�ective SNR Mapping (EESM) method. The EESM method
has been proposed to decrease the simulation complexity for systems which use the OFDM
technique. Since the modern WLAN systems use the OFDM technique, we study the EESM
method in the standard 802.11n, one of the most fundamental of WLAN standards, as all
the newly released amendments, e.g. 802.11ac, 802.11ax, are based on this principles. The
time complexity of EESM is concentrated in the tuning procedure of the method. Once the
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1.2. THESIS OUTLINE 3

parameters of the method are speci�ed, the system can be simulated with negligible time
complexity.

1.2 Thesis Outline

The rest of the report is organized as follows. Chapter 2 contains a revision about IEEE
802.11 standards, the Orthogonal Frequency - Division Multiplexing technique, and the
MIMO systems. In Chapter 3, the IEEE 802.11n PHY frames are demonstrated, followed
by an explanation of the transmitter and the receiver operations in step-by-step details.
In Chapter 4, HT MIMO OFDM systems are analyzed. Also the post-processing SNR is
de�ned and relations between SNRs at di�erent stages of the system are derived. Chapter
5 demonstrates the Exponential E�ective SNR Mapping (EESM) method, the derivation
of the EESM formula, and the calibration method of EESM parameters. In Chapter 6, the
simulation environment and the numerical results are presented. Finally, Chapter 7 draws
some concluding remarks and a summary of our �ndings.



Chapter 2

IEEE 802.11 Standards &
Background Theory

2.1 IEEE 802.11 Standards

The �rst version of the 802.11 standard was rati�ed in 1997 by the IEEE 802 LAN/MAN
standards committee after seven long years of development. Since 1997 many standards
and amendments have been released which are deployed worldwide in unlicensed regions of
the radio frequency spectrum. Over time, the maximum achievable transmission data rate
has grown from 1 megabit per second (Mbps) to nearly 9.6 gigabit per second (Gbps). In
Table 2.1 the released standards with they properties are presented.

By 1999, two amendments were made to the �rst standard proposed in 1997. The IEEE
802.11b is an extension to the previously-de�ned PHY with DSSS and used complementary-
code keying (CCK) modulation scheme. It supports a data rate of 11Mbps. IEEE 802.11a
speci�ed a new radio-based PHY at that operates in di�erent frequency band i.e. 5.2
GHz and used Orthogonal Frequency-Division Multiplexing (OFDM) transmission which
allows data rates up to 54 Mbps. Although 802.11b may appear to be the older standard
but the amendment for 802.11a was proposed before 802.11b [1]. Then in the year 2002
a new amendment to 802.11 was made i.e. 802.11g. This standard also used OFDM
as being used in IEEE 802.11a and supported data rates up to 54 Mbps, but it used
2.4 GHz as a carrier, as it was used in 802.11b. The standard 802.11g provides good
performance, but throughput given by this standard is not good enough to applications
like video streaming and establishing multiple video conferencing sessions. That leads
to the next amendment to this standard to support higher throughput. In 2007 a new
amendment 802.11n speci�cations were released. The initial goal of this standard was to
allow data rates of at least 100 Mbps. To increase throughput, multiple transmit and receive
antennas (or MIMO) are being used and the access point is allowed to use 40 MHz channel
and more sophisticated processing techniques. 802.11ac is the next amendment to the

4
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IEEE 802.11 speci�cation for Wireless Local Area Networks (WLANs). For 802.11ac, wider
channels and up to eight input/output streams o�er higher maximum throughputs. This
increased throughput capability enables users to stream video to mobile devices at home or
public mobile hot spots. The 802.11ax amendment introduces orthogonal frequency-division
multiple access (OFDMA) to improve the overall spectral e�ciency and higher-order 1024-
point quadrature amplitude modulation (1024-QAM) support for increased throughput.

Table 2.1: WLAN 802.11 standards features.

Standard
Release

Year
Modulation

Base

Frequency (GHz)
Bandwidth (MHz)

Maximum

Throughput

(Mbps)

Antenna

Scheme

PPDU

Format

802.11 1997 DSSS 2.4 11 2 SISO Non-HT

802.11b 1999
HR/

DSSS/CKK
2.4 11 11 SISO Non-HT

802.11a 1999 OFDM 5 5,10,20 54 SISO Non-HT

802.11g 2003
HR/

DSSS/CKK
OFDM

2.4 5,10,11,20 54 SISO Non-HT

802.11j 2004 OFDM 4.9 and 5 10,20 27 SISO Non-HT

802.11n (Wi-Fi 4) 2009 OFDM 2.4 , 5 20, 40 < 600
MIMO,

up to four
streams

HT

802.11p 2010 OFDM 5 5, 10 27 SISO Non-HT

802.11ad 2012 SC/OFDM 60 1760 , 2640 < 7000

MIMO,
single stream

with
beamforming

DMG

802.11ac (Wi-Fi 5) 2013 OFDM 5 20, 40, 80, 160, 80+80 < 7000
DL MU-MIMO,
up to eight
streams

VHT

802.11ah 2016 OFDM <1 1,2,4,8,16 346
DL MU-MIMO,

up to four
streams

S1G

802.11ax (Wi-Fi 6) 2021 OFDMA 2.4 and 5 20, 40, 80, 160, 80+80 < 9600

UL and DL
MU-MIMO,
up to eight
streams

HE

2.2 Orthogonal Frequency Division Multiplexing (OFDM)

Orthogonal Frequency-Division Multiplexing is a method of digital modulation in which
the available channel bandwidth is split into adjacent narrowband channels (called sub-
carriers or tones) and the high-data-rate stream is split into several low-data-rate streams
which are multiplexed to the subcarriers and transmitted simultaneously. In addition, the
subcarriers in an OFDM system are precisely orthogonal to one another. As a result,
while the subcarriers are overlapping to maximize spectral e�ciency, they do not cause
adjacent channel interference. OFDM is well suited to wideband systems in frequency
selective fading environments because it converts a wideband channel into a set of NFFT
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narrowband channels. Therefore, it does not required equalization, which has signi�cant
computational cost, but symbol-to-symbol decision for each information symbol. Only a
few subcarriers are impacted by a deep fade or narrow band interference, which can be
protected by forward error correction code. Each subcarrier is independently modulated by
using any constellation scheme, such as Binary Phase-Shift Keying (BPSK), Quadrature
Phase-Shift Keying (QPSK) and Quadrature Amplitude Modulation (QAM).

2.2.1 OFDM Guard Interval & Cyclic Extension

Intersymbol Interference

Due to the multipath phenomena, the received signal at the receiver is the sum of delayed
replicas of the same transmitted signal. When the maximum delay is comparable with
the symbol duration, intersymbol interference (ISI) is caused. This means that subsequent
symbols interferes. A guard interval (GI) is inserted between OFDM base-band signal
blocks to prevent intersymbol interference. To eliminate the ISI the guard interval duration
must be chosen larger than the expected multipath delay spread in order that the delayed
components of each symbol do not interfere with the next one. There are several options
for GI. One choice of GI is zero padding. In this scheme, no waveform is transmitted in
the GI duration. However, the zero-padded waveform prevents the intersymbol interference
but intercarrier interference (ICI) can be caused. The cyclic pre�x (CP) which proposed
�rst time in [2] is a good substitute of the zero-padding GI as described below.

Intercarrier Interference

Intercarrier Interference (ICI) is an impairment well known to degrade performance of
OFDM transmissions. Intercarrier interference is caused when subcarriers lose orthogo-
nality. It arises from carrier frequency o�sets (CFOs), from the Doppler spread due to
channel time-variation and, to a lesser extent, from sampling frequency o�sets (SFOs). To
overcome the ICI problem, the OFDM symbol is cyclically extended along the guard time,
so that any subcarrier coming from direct or delayed replicas of the signal will continue to
have an integer number of cycles within an FFT interval of duration T [3]. This e�ectively
simulates a channel performing cyclic convolution, which implies orthogonality over the
channels when the CP is longer than the impulse response of the channel. The bene�t of a
cyclic pre�x is twofold: it avoids both ISI (since it acts as a guard space) and ICI (since it
maintains the orthogonality of the subcarriers). The basic disadvantage of the CP is that
the transmitted energy increases with the length of the cyclic pre�x.
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2.2.2 OFDM Signal Generation

One OFDM symbol with duration T , has the following passband expression in the time
domain

s(t) =
1√
NFFT

NFFT−1∑
k=0

dke
j2πfktWT (t) (2.1)

where fk = k/T is the k-th frequency, dk is the symbol modulating the k-th carrier during
the whole OFDM symbol interval and WT (t) is the windowing function

WT (t) =

{
1 t ∈ [0, T ]
0 otherwise

(2.2)

Note that we would typically subtract (NFFT − 1)/2T from all the frequencies above to center
the baseband frequency content around the origin, but this is not shown, in order to keep
the notation simple. Letting the OFDM symbol extend far beyond the period T , so as to
produce a periodic signal s̃(t), which in frequency domain can be expressed in the form

S̃(f) =

NFFT−1∑
k=0

dkδ
(
f − k

T

)
(2.3)

In general will consider that in one extended OFDM symbol, the subcarriers are windowed
(multiplied) in continues time with a unitary amplitude rectangular pulse WTp of duration
Tp as de�ned in Equation (2.2). The frequency spectrum for this continues rectangular
pulse is given by its Fourier Transform

WTp(f) = Tp
sin(πTpf)

πTpf
e−jTpπf = Tpsinc(Tpf)e−jTpπf (2.4)

From the Convolution Theorem the spectrum S(f) of a single OFDM symbol for a given in-
terval it can be expressed as the frequency-domain convolution between the windowWTp(f)

and the extended signal spectrum S̃(f).

S(f) = WTp(f) ∗
NFFT−1∑
k=0

dkδ
(
f − k

T

)
=

NFFT−1∑
k=0

dkWTp

(
f − k

T

)
(2.5)

We can conclude that only for windows of duration Tp = {T, 2T, 3T, . . . }, which is called
period extension (PE) of the symbol, the orthogonality of subcarriers still remain. As it
discussed above, to prevent the ISI and ICI the OFDM symbol in practice is cyclic extended.
Thus the NFFT components are no longer orthogonal, although they remain centered at the
same frequencies fk. Therefore, in the reception branch, the samples of the cyclic extension
must be discarded to re-create the original OFDM symbol thus obtaining a periodic signal
block for the FFT to process.
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Orthogonality of Subcarriers

The orthogonality of di�erent subcarriers holds over an interval of length T if they are
spaced apart by an integer multiple of 1/T .∫ T

0
e−j2πfntej2πfmtdt =

ej2π(fn−fm)T − 1

j2π(fn − fm)
=

{
1 (fn − fm)T = 0
0 (fn − fm)T ∈ Z∗ (2.6)

Assuming ideal channel, due to the orthogonality of subcarriers the received signal s(t) can
be demodulated as follows: ∫ T

0

NFFT−1∑
n=0

s(t)e−j2πfmtdt

=

∫ T

0

NFFT−1∑
n=0

1

NFFT
dne

j2πfnte−j2πfmtdt

=

NFFT−1∑
n=0

1

NFFT
dn

∫ T

0
ej2πfnte−j2πfmtdt

= dm

(2.7)

The orthogonality of subcarriers it can be observed at the frequency domain of the signals
as the main lobe of a signal occur when the nulls of other signals hold.
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Figure 2.1: Orthogonal subcarriers in OFDM using window function with duration Tp = T .

2.2.3 OFDM in IEEE 802.11n

The IEEE 802.11n standard supports an OFDM system with bandwidth values 20 and 40
MHz. The Fourier transform symbol period, T, is 3.2µs in duration and the bandwidth of
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each subcarrier ∆F = 312.5KHz. It uses a number of subcarriers which is a power of two
for e�cient FFT operations. The subcarriers are used for carrying data symbols and pilot
signals. The number of data and pilot subcarriers are represented in Table 2.2. The pilot
subcarriers are used to estimate and correct phase and frequency shifts over all OFDM
symbols. The indices of pilot subcarriers are set scattered on the frequencies in order to
be able to give an estimate of the whole bandwidth. The subcarriers that correspond at
the DC and the higher and lower edges of the bandwidth are nulled to prevent interference
from adjacent channels.

Table 2.2: Number of OFDM Subcarrier in 802.11n Standard.

Bandwidth (MHz) 20 40

FFT Size (NFFT) 64 128
Number Of Data SCs (NSD) 52 108
Number Of pilot SCs (NSP) 4 6
Total number of SCs (NST) 56 114

To avoid ISI and ICI a guard interval is inserted with a cyclic pre�x. The standard
supports three di�erent guard interval durations : normal guard interval TGI = 800ns, short
GI TGIS = 400ns, and double guard interval TGI2 = 1600ns. In the IEEE 802.11 standards,
the symbols duration is 3.2µs, and with the insertion of the normal guard interval duration
TGI = 800ns the receiver can handle a channel delay spread of 600ns.

GI
(800ns)

OFDM Symbol
(3200ns)

Figure 2.2: Cyclically extension of OFDM symbols in IEEE 802.11n.

The windowing function which is used in 802.11n is given by the expression

WT (t) =


sin2

(
π
2

(
0.5 + t

TTR

))
− TTR/2 < t <, TTR/2

1 TTR/2 ≤ t < T − TTR/2

sin2
(
π
2

(
0.5− t−T

TTR

))
T − TTR/2 ≤ t ≤ T + TTR/2

(2.8)

where TTR is the window transition time.The extended waveform is windowed by pointwise
multiplication in the time domain. The domain of the windowing function purposed to the
reduction the out-of-band emissions which caused from the discontinuities produced from
IFFT processing. After windowing is applied to each symbol, the trailling shoulder samples
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are added to the leading shoulder samples of the next symbol, so in this manner reduces
out-of-band emissions.

Figure 2.3: The e�ect of windowing process in two adjacent symbols.

2.3 Multiple Input - Multiple Output (MIMO)

A Multiple Input - Multiple Output system uses a multiple antennas at both the trans-
mitter and receiver to succeed spatial diversity or to increase the data rate of wireless
communication system. Spatial diversity provides higher Signal to Noise Ratio (SNR)
without increasing the power of the transmitted signal. Using MIMO systems also provides
the capability to increase the data rate without expanding the bandwidth of transmitted
signal. This method is called spatial multiplexing.

Let NTX be the number of transmit antennas and NRX be the number of receive anten-
nas, MIMO systems can be divided into three special categories :

� when NTX = NRX = 1 the system is called Single input - Single Output (SISO)
system.

� when NTX > 1, NRX = 1 the system is called Multiple Input - Single Output (MISO)
system.

� when NTX = 1, NRX > 1 the system is called Single Input - Multiple Output (SIMO)
system.

2.3.1 Spatial Diversity

Spatial diversity is achieved by using SIMO, MISO or MIMO wireless communication sys-
tems where the transmission and the reception of the signal being over multiple independent
channels.
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Reception Diversity

Using NRX antennas at the receiver the signal it can be transmitted over NRX independent
channels. The mathematical expression for the k-th symbol at the receiver is

yk = hkxk + nk (2.9)

where yk is the vector with the NRX symbols which have been received, hk the channel
response of the NRX independent channels, xk is the k-th transmitted symbol and nk ∼
CN (0, N0I) the additive Guassian noise components. Maximum Ratio Combining method
is the optimal decision for xk as described at the following equation

rk =
hHk
||hk||22

yk = xk + z, z ∼ CN
(
0,

N0

||hk||2

)
(2.10)

Transmit Beamforming

The MRC technique is based on knowing the channel vector hk at the receiver. Another
linear technique to succeed diversity in a MISO system is transmit beamforming. Channel
vector must be known at the transmitter and the transmitted symbols must been beam-
formed as follows

xk =
h∗k
||hk||2

xk (2.11)

The received signal is the e�ect of superposition of all received components from di�erent
channels and given by the expression

y =
1

||hk||2
(h1,kh

∗
1,k + · · ·+ h∗NTX,k

hNTX,k)xk + nk = ||hk||2xk + nk (2.12)

In the general case where there used multiple antennas at the transmitter and the
receiver, transmit beamforming method can be applied by using the singular value decom-
position (SVD) of the channel matrix H. Channel matrix H with rank r may be expressed
as

H = UΣVH (2.13)

where U is an NRX × r matrix, V is an NTX × r matrix, and Σ is an r × r diagonal
matrix with diagonal elements the singular values of the channel. The column vectors of
the matrices U and V are orthonormal. Hence UHU = Ir,V

HV = Ir. Processing the
transmitted signal vector x of length r at the transmitter by the linear transformation

xv = VΣ−1x (2.14)

then the received signal vector y is

y = HVΣ−1x + n, n ∼ CN (0NRX
, N0INRX

) (2.15)
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After multiplied the received signal with the matrix UH we have

r = UHy = UHHVΣ−1x + UHn

= UHUΣVHVΣ−1x + UHn = x + UHn
(2.16)

Therefore, the elements of the received signal are decouptled and may be detected individ-
ually.

2.3.2 Space-Time Block Coding (STBC)

Space-Time Block Coding is a technique where the NSS spatial streams are mapped into
to NSTS space-time streams, which are mapped to NTX transmit chains. Using the STBC
method multiple copies of data streams transmitted over di�erent antennas, and then the
various received versions of the data is used to improve the reliability of data transfer.
STBC technique is applicable only when the number of space time streams NSTS is greater
than the number of spatial streams NSS. Alamouti's scheme for NTX = 2 and NRX = 1
it is the only scheme that provides full transmit diversity gain with low complexity for a
system with two antennas. The generator matrix for the Alamouti code is given as

G =

[
x1 x2

−x∗2 x∗1

]
(2.17)

where x1, x2 are the two signal points being transmitted. The rows of the generator matrix
corresponds to the symbols and the columns at the time slot that are being transmitted.
Assuming that the channel is constant over the two time slots, at the receiver we can
construct the vector [

y1

y∗2

]
=

[
h1 h2

h∗2 −h∗1

] [
x1

x2

]
+

[
w1

w∗2

]
(2.18)

De�ning the unitary matrix

H =
1

||h||2

[
h1 h2

h∗2 −h1∗

]
(2.19)

and multiplied by left the vector y with the HH the two decision statistics are[
r1

r2

]
= HH

[
h1 h2

h∗2 −h∗1

] [
x1

x2

]
+HH

[
n1

n∗2

]
=

[
||h||2x1

||h||2x2

]
+

[
n̂1

n̂2

]
.

(2.20)

Therefore we can decide individual for the two symbols x1, x2 based on the values r1, r2. If
the h1, h2 are independent the Alamouti scheme achieves diversity order 2. Alamouti scheme
can be extended to multiple antennas on receiver with two antennas at the transmitter and
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achieving the maximum possible diversity NTXNRX = 2NRX [4]. For Alamouti STBC
modes in the general case, we de�ne the NRX × 2 channel matrix as

H =
[
h1 h2

]
=


h11 h12

h21 h22
...

...
hNRX1 hNRX2

 (2.21)

Thus, hm,n is the channel coe�cient from Tx antenna n to Rx antenna m. In addition, we
de�ne the vector

h =

[
h1

h2

]
. (2.22)

On the receiver side combining two sequentially time slots we have[
y1

(y2)∗

]
=

[
h1 h2

h∗2 −h∗1

] [
x1

x2

]
+

[
n1

n∗2

]
(2.23)

De�ning the matrix H with dimensions 2NRX × 2 as follows

H =
1

||h||22

[
h1 h2

h∗2 −h∗1

]
(2.24)

and multiplying the Equation (2.23) by the hermitian transpose of the matrix H the esti-
mates are transformed to[

x̂1

x̂2

]
=

1

||h||22

[
hH1 hT2
hH2 −hT1

] [
h1 hk,2
h∗2 −h∗1

] [
x1

x2

]
+

1

||h||22

[
hH1 hT2
hH2 −hT1

] [
n1

n∗2

]
. (2.25)

Finally, the estimates can be expressed as [5]

x̂1 = x1 + ñ1, ñ1 ∼ CN (0, (1/||h||22)N0) (2.26)

x̂2 = x2 + ñ2, ñ2 ∼ CN (0, (1/||h||22)N0) (2.27)

where N0 is the variance of the noise which is caused from the receiver electronics. Com-
pared the alamouti code with transmit beamforming we conclude that Alamouti code needs
double transmit power to achieve equal diversity order with the transmit beamforming
method. Therefore, Alamouti code scheme lags 3dB of the transmit beamforming method.

2.3.3 Spatial Multiplexing

In spatial multiplexing systems with NTX transmit antennas and NRX receive antennas,
a high rate data stream is spitted into multiple low rate spatial streams which transmit-
ted from di�erent transmit antennas. All streams transmitted over the same frequency
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channel. At the receiver side is used methods to separate these data streams into parallel
channels. Spatial multiplexing provides the ability increasing channel capacity at higher
Signal-to-Noise Ratios (SNR). For a frequency-nonselective channel, the channel matrix H
is expressed as 

h11(t) h12(t) . . . h1NTX
(t)

h21(t) h22(t) . . . h2NTX
(t)

...
...

. . .
...

hNRX1(t) hNRX2(t) . . . hNRXNTX
(t)

 (2.28)

The received signal at the i-th antenna is expressed as

ri(t) =

NTX∑
j=1

hij(t)xj(t) + ni(t), i = 1, . . . , NRX (2.29)

where in matrix form is
r(t) = H(t)x(t) + n(t). (2.30)

Assuming that the channel is not varying fast within a time interval 0 ≤ t ≤ T the received
signal expressed simply as

r(t) = Hx(t) + n(t), 0 ≤ t ≤ T. (2.31)

The equivalent discrete time equation for one symbol at the ith receive antenna is

ym =

NTX∑
n=1

snhmn + nm, m = 1, . . . , NRX (2.32)

where in matrix form is
y = Hx + n. (2.33)

Maximum-Likelihood Detector (MLD)

Assuming that the channel model is frequency-nonselective, and that the channel matrix
H is known at the receiver the optimum detector for the MIMO channel model is the
Maximum-Likelihood Detector (MLD). Considering that the additive noise terms at the
NRX antennas, are statistically independent and identically distributed (iid), zero mean
Gaussian, the joint conditional PDF p(y|x) is Gaussian. Therefore, the MLD selects the
symbol vector x̂ that minimizes the Euclidean distance metric

µ(x) =
∑
m

∣∣∣∣∣ym −
NTX∑
n=1

hmnxn

∣∣∣∣∣
2

(2.34)

with the elements of the vector x to belong to the constellation set C. Thus, the complexity
of the MLD method is |C|NTX and increasing rapidly for large sets of constellations or large
numbers of transmit antennas.
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Minimum Mean Square Error Detector (MMSE)

The Minimum Mean Square Error (MMSE) approach tries to �nd a coe�cient W which
minimizes the mean square error,

J(W) = E[||e||22] = E[||Wy − x||22] (2.35)

Solving,
W = (HHH +N0I)−1HH (2.36)

The estimation of the transmitted symbols is expressed as

x̂ = Wy (2.37)

Zero Forcing Detector (ZF)

The name Zero Forcing corresponds to bringing down the intersymbol interference (ISI)
to zero in a noise free case. Zero forcing equalizer also forms an estimate of x by linearly
combining the received signals. If NTX = NRX the weighting matrix W is set to the inverse
of channel matrix W = H−1, hence

x̂ = H−1y = x + H−1n (2.38)

When NRX > NTX, weighting matrix W may be selected as the pseudoinverse of the
channel matrix

W = H† = (HHH)−1HH (2.39)

Note that the elements of vector H−1n is correlated and the decision of x by x̂ symbol-by-
symbol is not optimum.



Chapter 3

IEEE 802.11n Physical Layer (PHY)

The 802.11n standard provides data rates up to 600Mbps. It uses the High Throughput
(HT) PHY format which is based on the OFDM Non - HT PHY speci�cation. The 802.11n
is the �rst standard of the 802.11 series which supports MIMO scheme systems up to
four spatial streams. The HT PHY data subacarriers are modulated using BPSK, QPSK,
16,64QAM. Forward Error Correction coding is used with a coding rate of 1⁄2,2⁄3,3⁄4,5⁄6. The
standard supports (as optional features) LDPC codes, short guard interval TSGI = 400ns,
transmit beamforming, the HT-green�eld format and STBC. In a HT - PHY OFDM system,
the following three di�erent formats can be supported: the Non - HT format, the HT
- mixed format, and the HT - green�eld format. In this chapter, we will discuss only
for the HT - mixed PPDU format. In the HT - mixed format frames, the preamble has
�elds that support compatibility with Non-HT STAs and �elds that support HT operation.
The Non-HT portion of the HT - mixed format preamble enables detection of the PPDU
and acquisition of carrier frequency and timing by both HT STAs and Non-HT STAs. The
standard 802.11n supports 32 di�erent Modulation Coding Schemes (MCS) which determine
the modulation, coding, and number of spatial channels, as shown in Table 3.1

16
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Table 3.1: Modulation Coding Schemes for HT systems.

MCS Modulation
Coding

Rate

Maximum

Throughput
(Mbps)

0, 8 , 16 , 24 BPSK 1/2 60
1, 9 , 17, 25 QPSK 1/2 120
2, 10, 18, 26 QPSK 3/4 180
3, 11, 19, 27 16-QAM 1/2 240
4, 12, 20, 28 16-QAM 3/4 360
5, 13, 21, 29 64-QAM 2/3 480
6, 14, 22, 30 64-QAM 3/4 540
7, 15, 23, 31 64-QAM 5/6 600

The data rate of the system depends on the modulation coding scheme, the bandwidth,
and the duration of guard interval. It can be computed from the Equation (3.1).

Rb =

(
R

info bits

encoded bits
·NBPSPCS

encoded bits

symbol
·NSD

symbols

block
· 1

3.2µs+ TGI

block

sec

)
NSS Spatial treams

Spatial stream

(3.1)

3.1 HT - mixed PPDU Format

The HT - mixed Physical layer Protocol Data Unit (PPDU) format is presented in the
Figure 3.1. HT frame consists of a legacy preamble, a HT preamble and the data portion.
The legacy preamble �elds are the same as the ones in Non - HT PPDU preambles. It
consisting from a Legacy Short Training Field (L-STF), a Legacy Long Training Field (L-
LTF), and a Legacy Signal (L-SIG) �eld. They allow all 802.11 devices to synchronize
to the data frame, and avoid interference of other stations .The HT preamble consists a
HT-SIG �eld, a HT - STF �eld , HT - LTF �eld and �nally the data portion. The HT
portion of the HT - mixed format preamble enables estimation of the MIMO channel to
support demodulation of the data portion of the frame by HT STAs. The HT portion also
contains the HT-SIG �eld that supports HT operation.
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Figure 3.1: PPDU Format

3.1.1 Cyclic Shift (CS)

When the same signal or scaled copies of it, are transmitted through di�erent transmit
chains, cyclic shifts are applied to prevent unintentional beamforming. A cyclic shift of
duration TCS on a signal is de�ned as follows

s(t, TCS)
∣∣
TCS<0

=

{
s(t− TCS) t ∈ [0 TCS + T ]

s(t− TCS − T ) t ∈ [TCS + T T ]
(3.2)

Equivalently, in the frequency domain, where S(f) is the Fourier transform of s(t), the
cyclic shifted symbol can be described as

SCS(f) = S(F )e−j2πfTCS (3.3)

The cyclic shift is applied to each OFDM symbol in the packet separetely. Table 3.2 gives
the values of the cyclic shifts that are applied to the Non - HT portion of a packet.

Table 3.2: Cyclic shifts duration duration values for non-HT portion of packet on 802.11n.

NTX T 1
CS T 2

CS T 3
CS T 4

CS

1 0 - - -
2 0 -200ns - -
3 0 -100ns -200ns -
4 0 -50ns -100ns -150ns

At the HT-portion of a packet the cyclic shift duration values is given at the Table 3.3
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Table 3.3: Cyclic shifts duration duration values for HT portion of packet on 802.11n.

NTX T 1
CS T 2

CS T 3
CS T 4

CS

1 0 - - -
2 0 -400ns - -
3 0 -400ns -200ns -
4 0 -400ns -200ns -600ns

3.1.2 Tone Rotation

When using the 40MHz bandwidth the upper tones rotated by 90◦ as shown in the Figure
3.2. The mathematical representation of this rotation is given by the following function

Yk =


1 k ≤ 0, in a 40MHz channel
j k > 0, in a 40MHz channel
1 in a 20 MHz channel

(3.4)

j
40MHz

Figure 3.2: Upper tones rotation in 40MHz channel.

3.1.3 L-STF

The L-STF is used for synchronization, carrier frequency o�set estimation, and automatic
gain control.It consists of 10 short symbols. The non-HT short training OFDM symbol in
the 20 MHz channel width is the sequence

S−26:26 =
√

1/2 {0, 0, 1 + j, 0, 0, 0,−1− j, 0, 0, 0, 1 + j, 0, 0, 0,−1− j, 0, 0, 0,−1− j, 0, 0, 0, 1 + j, 0,

0, 0, 0, 0, 0, 0,−1− j, 0, 0, 0,−1− j, 0, 0, 0, 1 + j, 0, 0, 0, 1 + j, 0, 0, 0, 1 + j, 0, 0, 0, 1 + j, 0, 0}
(3.5)

and in the 40 MHz channel width is the sequence

S−58:58 = {S−26:26, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,S−26:26} (3.6)

These sequences was chosen to have good correlation properties and a low peak-to average
power so that its properties are preserved even after clipping or compression by an over-
loaded analog front end. An IFFT creates 3.2µs time domain sequence with a pattern which
repeats four times (resulting in 0.8µs periodicity). This sequence may then be repeated
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two and half times to create ten short symbol repetitions. The L-STF signal on transmit
chain iTX is :

r
(iTX)
L−STF(t) =

1√
NTone

L−STF ·NTX

WTL−STF
(t)

NSR∑
k=−NSR

YkS
iTX
k ej2πk∆F (t−T iTX

CS ) (3.7)

where NSR is the highest data subcarrier index and the 1/
(√

NTone
L−STF ·NTX

)
scale factor

ensures that the total power of the time domain signal as summed over all transmit chains
is either 1.

3.1.4 L-LTF

The L-LTF consists two long training symbols and is used for the channel and �ne frequency
carrier o�set estimation. A long training symbol in 20MHz channel bandwidth consists of
53 subcarriers (including the value 0 at DC) which are modulated by the elements of the
sequence L given by

L−26:26 ={1, 1,−1,−1, 1, 1,−1, 1,−1, 1, 1, 1, 1, 1, 1,−1,−1, 1, 1,−1, 1,−1, 1, 1, 1, 1, 0,

1,−1,−1, 1, 1,−1, 1,−1, 1,−1,−1,−1,−1,−1, 1, 1,−1,−1, 1,−1, 1,−1, 1, 1, 1, 1}
(3.8)

For the 40MHz bandwidth the long training symbols is constructed of repeated copies of the
sequence L as shown in Equation (3.9). Before L-LTF �eld inserted double guard interval
(TGI2 = 1.6µs).

L−58:58 = {L−26:26, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0,L−26:26} (3.9)

The time domain signal on transmit chain itx of a long training symbol is given by the
equation

r
(iTX)
L−LTF(t) =

1√
NTone

L−LTF ·NTX

WTL−LTF
(t)

NSR∑
k=−NSR

YkL
iTX
k ej2πk∆F (t−TGI2−T

iTX
CS ) (3.10)

3.1.5 L-SIG

The L-SIG �eld is used to encode the rate and length data bits information. The structure
of the L-SIG is shown in Figure 3.3.
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Figure 3.3: The structure of legacy signal �eld.

The rate �eld conveys information about the type of modulation and coding rate in
Non-HT systems. At the HT-mixed OFDM system the rate �eld is set it always to `1101'.
At the length �eld we set a 12 bit unsigned integer that indicates the number of octets
in the PSDU. The reserved bit R it shall be set to 0, and the parity bit stores the even
parity of �rst 17 bits (bits 0-16). Finally the tail bits are set it to zeros. The coding of the
L-SIG single OFDM symbol shall be performed with BPSK modulation of the subcarriers
and using convolutional coding at R = 1/2. The encoding procedure, includes convolutional
coding, interleaving,modulation mapping processes , pilot insertion and OFDMmodulation.
Since coding rate R = 1/2 and the modulation that used is BPSK the 24 bits mapped to 48
complex symbols at the frequency. In 20 MHz transmission the time domain waveform of
the L-SIG given by the equation

riTX
L−SIG(t) =

1√
NTone

L−SIG ·NTX

WTSYM
(t)

26∑
k=−26

(Dk + p0Pk)e
j2πk∆F (t−TGI−T

iTX
CS ) (3.11)

and in a 40 MHz transmission the time domain waveform is

riTX
L−SIG(t) =

1√
NTone

L−SIG ·NTX

WTSYM
(t)

26∑
k=−26

(Dk + p0Pk)
(
ej2π(k−32)∆F (t−TGI−T

iTX
CS ) + jej2π(k+32)∆F (t−TGI−T

iTX
CS )

)
(3.12)

where

Dk =

{
0 k = ±21,±7

dMr(k) otherwise
(3.13)

, M r(k) is given by the form

M r(k) =



k + 26, −26 ≤ k ≤ −22
k + 25, −20 ≤ k ≤ −8
k + 24, −6 ≤ k ≤ −1
k + 23, 1 ≤ k ≤ 6
k + 22, 8 ≤ k ≤ 20
k + 21, 22 ≤ k ≤ 26

(3.14)

and the p0 value, and Pk sequence, constitute the pilot signals sequence.
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3.1.6 HT-SIG

Figure 3.4: HT-SIG structure

The HT-SIG is the �rst HT �eld, it consists of two symbols that carries parameters(Figure
3.4) for an 802.11n station to decode the rest of the signal. The HT-SIG consistss of two
symbols each containing 24 bits. The HT-SIG1 communicate information about the channel
bandwidth, the Modulation Coding Scheme, and the the number of octets of data in the
PSDU. The second symbol HT-SIG2 contains information about optional features as STBC,
short GI, LDPC coding etc. Also contains 8 bits on the �eld CRC to detect errors on the
�rst 34 bits of HT-SIG �eld. The HT-SIG parts shall be encoded a R = 1/2, interleaved,
and mapped to a BPSK constellation. The BPSK constellation is rotated by 90◦ relative
to the L-SIG in order to accommodate detection of the start of the HT-SIG. The last 6 bits
which constitute the Tail bits, are used to terminate the trellis of the convolution coder.
The cyclic redundancy check (CRC) protects bits 0-33 of the HT-SIG. The value of the
CRC �eld shall be the ones complement of

crc(D) = (M(D)⊕ I(D))D8 mod G(D) = c0D
7 + · · ·+ c7. (3.15)

where M(D) = m0D
33 + · · ·+m33 is the HT-SIG representing as polynomial with m0 the

bit 0 of HT-SIG1. I(D) =
∑33

i=26D
i are initialization values that are added modulo 2 to

the �rst 8 bits of HT-SIG1, and G(D) = D8+D2+D+1 is the CRC generating polynomial.
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The time domain waveform for the 20MHz transmissions is:

riTX
HT−SIG(t) =

1√
NTone

HT−SIG ·NTX

1∑
n=0

WTSYM
(t− nTSYM)

26∑
k=−26

(jDk + pn+1Pk)e
j2πk∆F (t−nTSYM−TGI−T

iTX
CS ) (3.16)

and in 40MHz operation is:

riTX
HT−SIG(t) =

1√
NTone

HT−SIG ·NTX

1∑
n=0

WTSYM
(t− nTSYM)

26∑
k=−26

(jDk+pn+1Pk)(e
j2π(k−32)∆F (t−nTSYM−TGI−T

iTX
CS )+jej2π(k+32)∆F (t−nTSYM−TGI−T

iTX
CS ))

(3.17)

3.1.7 HT-STF

HT-STF �eld used to improve automatic gain control estimation in MIMO system. HT-
STF consists of one OFDM symbol which lasts 4µs and the subcarrier frequency sequence
is identical to that of the L-STF, de�ned in Equation (3.5) for 20MHz transmission and in
Equation (3.6) for 40MHz transmission. The time domain equation of the HT-STF �eld is
expressed as

riTX
HT−STF(t) =

1√
NTone

HT−STF ·NTX

WTHT-STF(t)

NSR∑
k=−NSR

NSTS∑
iSTS=1

[Qk]iTX,iSTSYkHT− STFke
j2πk∆F (t−T iSTS

CS ) (3.18)

where Qk is the spatial mapping matrix which maps fewer spatial streams to more transmit
antennas if needed.

3.1.8 HT-LTF

The HT-LTF is used by the receiver for MIMO channel estimation, and equalizing the
DATA �elds. The HT-LTF portion has one or two parts, where the �rst part consits of
one, two or four HT-DTLFs that are necessary for demodulation of the HT-Data portion of
the PPDU. The second part is optional and constructed from HT-LTFs that are referred as
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HT-ELTFs. Assuming that NHTDLTF is the number of training symbols consisting the �rst
part and NSTS the number of space-time streams, the number NHTDLTF can be expressed
as

NHTDLTF =

{
NSTS, ifNSTS = 1, 2, 4
4, ifNSTS = 3

(3.19)

The number of optional training symbols HT-ELTFs NHTELTF is depended on the number
of extension spatial streams NESS.

NHTELTF =


0, ifNESS = 0
NESS, ifNESS = 1, 2
4, ifNESS = 3

(3.20)

Since NSTS +NESS ≤ 4, the total number of HT-LTFs NHTLTF = NHTDLTF +NHTELTF ≤ 5
An orthogonal mapping matrix is used to generate the HT-LTF. The HT long training

frequency sequence is multiplied by a value (+1 or -1) from the orthogonal mapping matrix

P =


1 −1 1 1
1 1 −1 1
1 1 1 −1
−1 1 1 1

 . (3.21)

The HT long training symbol for 20 MHz operation is de�ned based on the frequency
domain sequence L

HTLTF−28:28 = {1, 1,L−26:26,−1,−1}. (3.22)

and for 40 MHz operation the corresponding sequence de�ned based on the L−58:58 by �lling
the missing subcarriers [−32,−5,−4,−3,−2, 2, 3, 4, 5, 32] with the values [1,−1,−1,−1, 1,−1, 1, 1,−1, 1].
The time domain representation of the waveform transmitted on transmit chain during HT-
DLTF n, where 1 ≤ n ≤ NHTDLTF shall be as shown in equation

rn,iTX
HT−LTF(t) =

1

NSTS ·NTone
HT−LTF

WTHT−LTFs
(t)

NSR∑
k=−NSR

NSTS∑
iSTS=1

[Qk]iTX ,iSTS [PHTLTF]iSTS,nYkHTLTFke
j2πk∆F (t−TGI−T

iSTS
CS ). (3.23)

For the HT-ELTFs (NHTDLTF < n ≤ NHTLTF) , it shall be as shown in the following
equation

rn,iTX
HT−LTF (t) =

1

NESS ·NTone
HT−LTF

WTHT−LTFs
(t)

NSR∑
k=−NSR

NESS∑
iESS=1

[Qk]iTX,NSTS+iSTS
[PHTLTF]iESS,n−NHTDLTF

YkHTLTFke
j2πk∆F (t−TGI−T

iESS
CS )

(3.24)
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where PHTLTF = P as de�ned in Equation (3.21).

3.1.9 Data Field

When BCC encoding is used, the Data �eld consists of the 16-bit Service �eld, the PSDU,
either six or twelve tail bits depending on wether one or two encoding streams are repre-
sented, and pad bits. The number of pad bits is adaptive in order that the total number of
bits in the Data �eld to be an integer multiple of OFDM symbols. The number of OFDM
symbols in the Data �eld when BCC encoding is used it can be computed as follows

NSYM = mSTBC

⌈
8 · length + 16 + 6 ·NES

mSTBC ·NDBPS

⌉
(3.25)

where NDBPS is the number of data bits per OFDM symbol determined by the selected
MCS, length is the value of the Length �eld in octets in the HT-SIG, and mSTBC is 2 if
STBC is used (to ensure that we will have even number of bits) and 1 otherwise. The
number of pad bits is therefore

NPAD = NSYM ·NDBPS − 8 · length− 16− 6 ·NES (3.26)

The Service �eld of HT Data portion consisting of 16 zero bits that used to initialize the
Scrambler.

3.2 Transmitter Structure

In this section it will be analyzed the procedure on transmitter for the HT-Data �eld. The
transmitter structure is presented in the Figure 3.5.
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Figure 3.5: Transmitter Structure ([6])

3.2.1 Scrambler

The scrambler takes as input a stream of bits on which apply shifts and xor operations in
order that the output stream is free of long sequences of bits with the same value. Only
the Data �eld is being scrambled. The frame-synchronous scrambler has the advantage
that only one transmission error is produced from a single error after receiver descrambler.
The structure of scrambler is presented in Figure 3.6 and initialized with an integer in the
interval [1 127]. The frame-synchronous generator polynomial is given by

S(x) = x7 + x4 + 1 (3.27)

Figure 3.6: Scrambler structure.
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At the receiver, the �rst seven bits of the Service �eld give the initial state of the
scrambler. To descramble the receive data we use the same structure.

3.2.2 Forward Error Correction Code (FEC)

The HT PHY OFDM system supports two di�erent Forward Error Correction code en-
coders, the Binary Convolutional Code (BCC) and the LDPC. In this thesis we will not
discuss for the LDPC encoder. The Data Field shall be coded with a convolutional encoder
of coding rate R = 1/2, 2/3,3/4 or 5/6 accordingly to the modulation coding scheme being
used. The convolutional encoder shall use the industry - standard generator polynomials ,
g0 = 1338 and g1 = 1718 of rate R = 1/2. Higher rates are derived from it by employing
puncturing, that is, bits are removed from the encoded sequence (with rate R = 1/2) to
achieve a larger coding rate. At the receiver side, dummy zero bits are inserted in the
decoder to replace the removed bits.

BCC Encoder Parser

In 802.11n two BCC encoders have to be used simultaneously to handle the encoding
process at high data rates. Single encoder is used when LDPC coding used or when the
BCC encoder used with data rate ≤ 300Mbps. For data rates greater than 300Mbps two
BCC encoders are used. In this case an encoder parser is needed to divide the scrambled
bits among to the two BCC encoders in a round-robin scheduling fashion. Note that the
data rate is dependent from the MCS, the bandwidth, the duration of guard interval and

the number of spatial streams. Bit with index i sent to the encoder j, denoted x
(j)
i is shown

in the following equation.

x
(j)
i = bNES·i+j , 0 ≤ j ≤ NES − 1 (3.28)

Following the parsing operation, 6 scrambled zero bits following the end of the message bits
in each BCC input sequence are replaced by unscrambled zero bits.

3.2.3 Stream Parser

Stream parser divides the encoded streams of each encoder into NSS new bit strings, each
of length NCBPSS (coded bits per spatial stream). Consecutive blocks of bits are assigned to
di�erent spatial streams in a round robin fashion. The number of bits assigned to a single
axis in a constellation point in spatial stream iSS is denoted by the following equation

s(iSS) = max

{
1,
NBPSCS

2

}
(3.29)

where NBPSCS is the modulation order. The sum of these over all streams is

S =

NSS∑
iSS=1

s(iSS) (3.30)
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If all spatial streams modulated with the same MCS then S = NSS · s. Input k to spatial

stream iSS shall be y
(j)
i , which is output bit i of the encoder j, where

j =

⌊
k

s(iSS)

⌋
mod NES (3.31)

i =

iSS−1∑
i′=1

s(i′) + S

⌊
k

NES · s(iSS)

⌋
+ k mod s(iSS) (3.32)

The output of the parser is

xiSS
k = y

(j)
i , 1 ≤ iSS ≤ NSS, k = 0, 1, . . . , NCBPSS − 1 (3.33)

Figure 3.7 illustrates an example of single encoder, equal MCS, 64-QAM(s=3) and 3 spatial
streams.

y0, y1, . . . , yi, . . . , yNCBPSS·NSS−1 y3, y4, y5, y12, y13, y14, . . .

y0, y1, y2, y9, y10, y11, . . .

y6, y7, y8, y15, y16, y17, . . .

x2
k

x1
k

xNSS
k

Figure 3.7: Stream parser for single encoder and equal MCS.

3.2.4 Frequency Interleaver

The use of interleaver structure in systems where is also used error correction codes is very
important as increases the performance by achieving time diversity without decreasing the
data rate. Wireless channels are having statistical dependence among successive transmis-
sion of symbols that results in errors in bursts. Also is well known that a code word with a
burst error of length greater than the BCCs error correction capability it can't be recovered
at receiver. Interleaving helps overcoming this problem by shu�ing the data bits in di�erent
code words creating a better uniform distribution of the errors. Thus, the probability of
not being able the error correction code to recover a code word decreases. The interleaver
of HT OFDM system applies the three following permutations, which dependent on the
parameters showing in Table 3.4

� The �rst permutation ensures that adjacent coded bits are mapped onto non-adjacent
subcarriers.

i = NROW(k mod NCOL) +

⌊
k

NCOL

⌋
, k = 0, . . . , NCBPSS(iSS)− 1 (3.34)
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� The second permutation ensures that adjacent coded bits are mapped alternately onto
less and more signi�cant bits of the constellation, avoiding long runs of low reliability
bits.

j = s(iSS) ·
⌊

iSS

s(iSS)

⌋
+

(
i+NCBPSS(iSS)−

⌊
NCOL

i

NCBPSS(iSS)

⌋
mod s(iSS)

)
, i = 0, . . . , NCBPSS(iSS)− 1 (3.35)

� If more than one spatial stream exists, the third operation is applied, which performs
a frequency rotation to the additional spatial streams.

r =

(
j −

(
(2(iSS − 1)) mod 3 + 3

⌊
iSS − 1

3

⌋
·NROT ·NBPSCS(iSS)

))
mod NCBPSS(iSS), j = 0, . . . , NCBPSS(iSS)− 1

(3.36)

Finally the outputs of the interleaver are

ziSS
k = xiSS

r , 1 ≤ iSS ≤ NSS, r = 0, . . . , NCBPSS(iSS)− 1 (3.37)

Table 3.4: Block interleaver parameters.

Parameter 20MHz 40MHz

NCOL 13 18
NROW 4 ·NBPSCS(iSS) 6 ·NBPSCS(iSS)
NROT 11 29

3.2.5 Constellation Mapper

The encoded and interleaved bit streams are divided into groups of length NBPSC(number
of bits per subcarrier) and are mapped into complex numbers representing any of 4 dif-
ferent constellations that are being used. The �rst NBPSC/2 bits of each group are mapped
into a point on the inphase axis and the last NBPSC/2 into a point on the quadrature axis
respectively. The constellations are Grey-coded and normalized by the factor KMOD which
depends on the modulation mode and ensures that all mappings will achieve the same av-
erage power. The purpose of using the Grey code is to increase the performance of the
system. In a false decision of a symbol at the receiver, with high probability the decided
false symbol is adjacent to the true. Therefore, in this case, with the usage of Grey code is
being ensured that only one bit error will occur. The streams of the complex numbers are
denoted as shown below

dk,l,n, 0 ≤ k ≤ NSD − 1, 1 ≤ l ≤ NSS, 0 ≤ n ≤ NSYM − 1 (3.38)
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Table 3.5: Normalization factor number KMOD for the di�erent modulations.

Modulation KMOD

BPSK 1
QPSK 1/

√
2

16-QAM 1/
√

10

64-QAM 1/
√

42

3.2.6 STBC

Space time block coding can be used optionally if the number of space-time streams is
greater that the number of spatial streams. Using the STBC transmission format, the NSS

spatial streams are mapped to NSTS space time streams, which are mapped to NTX transmit
chains. Additionally, STBC is a method to achieve higher diversity order increasing the
performance of the system. For more details see section 2.3.2. If STBC applied, the stream
of complex numbers dk,l,n is given as input to STBC encoder, which produces the output
stream d̃k,i,n of complex numbers.

d̃k,i,n, 0 ≤ k ≤ NSD − 1, 1 ≤ i ≤ NSTS, 0 ≤ n ≤ NSYM − 1 (3.39)

The transformations of the stream d to the stream d̃ which are supported from 802.11n
standard presented in [6] (Table 20-18).

3.2.7 Pilots Insertion

Pilot signals are inserted to each OFDM symbol to make the coherent detection robust
against frequency o�sets and phase noise. Pilot subcarriers are scattered to the frequency
bandwidth so that there is the possibility of estimation in the whole spectrum used. In
802.11n 20 MHz operation 4 subcarriers are dedicated to pilot signals and in 40MHz opera-
tion 6 pilot subcarriers. The pilot sequence for the nth OFDM symbol and ith space - time
stream is the P−28:28

iSTS,n
in a 20MHz transmission and the P−58:58

iSTS,n
in a 40MHz transmission.

These sequences have non zero values only in the pilot subcarriers indices as shown in Table
3.6. For each spatial stream there is a di�erent pilot subcarrier pattern. In addition, for
each number of spatial streams, the set of pilot subcarrier patterns is di�erent. And �nally,
the pattern is cyclically shifted from symbol to symbol(for more details [6]).

Table 3.6: Pilot Subcarriers indeces in 802.11n.

Bandwidth Subcarriers indeces

20MHz
[
−21 −7 7 21

]
40MHz

[
−53 −25 −11 11 25 53

]
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3.2.8 Spatial Mapping

Spatial mapper is used to rotate or scale the constellation mapper output vector. The
spatial mapper expands the space-time streams into a number of transmit chains NTX,
if not used then NTX will be equal to NSTS and every space-time stream is transmitted
through a separate antenna. It could also be used to simply duplicate the space-time
streams to utilise more antennas, expanding the NSTS into a larger NTX. Spatial mapping
is represented by the spatial mapping matrix Qk. The spatial mapping matrix have NTX

rows and NSTS columns for subcarrier k. Some examples is given below

Direct Mapping

In the case of direct mapping, the number of space-time streams is equal to the number of
transmit chains. Qk is a diagonal matrix of unit magnitude complex values that takes one
of two forms:

� Qk = I, the identity matrix.

� A CSD matrix in which the diagonal elements represent shifts in the time-domain:
[Qk](i,i) = e−j2πk∆F τ

i
CS , where τ iCS, i = 1, . . . , NTX represents the CSD applied.

Indirect Mapping

Hadamard matrix or the Fourier matrix used for indirect mapping. The Hadamard mapping
matrix is of size NTX × (NSTS + NESS), where NTX ≥ (NSTS + NESS). The Hadamard
mapping matrix is derived by taking subset of the 8× 8 Hadamard matrix. An example of
4× 4 Hadamard matrix is

Qk =
1

2


1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

 (3.40)

The element in nth row and mth column of the Fourier matrix with dimensions NTX ×
NSTS +NESS is

an,m =
1√
NTX

e
j2π(m−1)(n−1)

NTX , n = 1, . . . , NTX,m = 1, . . . , NSTS +NESS (3.41)

An example of 2× 1 matrix, for a MISO system is

Qk =
1√
2

[
1
1

]
(3.42)
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Spatial Expansion

Qk is the product of a CSD matrix and a square matrix formed of orthogonal columns.
Spatial Expansion may be performed by duplicating some of the NSTS streams to form the
NTX streams, with each stream being scaled by the normalization factor

√
NSTS/NTX.

Qk = MCSD(k) ·D (3.43)

where MCSD(k) is a CSD, matrix or any unitary matrix. Some examples of the matrix D
are

NTX = 4, NSTS = 1, D =
1

2

[
1 1 1 1

]T
(3.44)

NTX = 3, NSTS = 2, D =

√
2

3

1 0
0 1
1 0

T (3.45)

If MCSD(k) is a CSD matrix and NTX = 4, NSTS = 1, the matrix Qk is

Qk = MCSD(k) ·D =


1 0 0 0

0 e−j2πk∆F τ
2
CS 0 0

0 0 e−j2πk∆F τ
3
CS 0

0 0 0 e−j2πk∆F τ
4
CS

 1

2


1
1
1
1

 =

=
1

2


1

e−j2πk∆F τ
2
CS

e−j2πk∆F τ
3
CS

e−j2πk∆F τ
4
CS


3.2.9 Transmission in HT format

For 20 MHz HT transmissions, the signal from transmit chain iTX, 1 ≤ iTX ≤ NTX shall be
as shown in the following equation

riTX
HT-DATA

(t) =
1√

NSTS ·NTone

HT-DATA

NSYM−1∑
n=0

WTSYM
(t− nTSYM)

NSR∑
k=−NSR

NSTS∑
iSTS=1

([Qk]iTX,iSTS(D̃k,iSTS
, n+ pn+zP

k
iSTS,n

))ej2πk∆F (t−nTSYM−TGI−T
iSTS
CS ) (3.46)

where z = 3 in a HT-mixed format packet, and

D̃k,iSTS,n

{
0 k = ±21,±7

d̃Mr(k),iSTS,n otherwise
(3.47)
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3.3 Receiver Structure

The receiver �rst must estimate and correct for the frequency o�set and the symbol timing
by using the training symbols in the preamble. Subsequently, the CP is removed, and
the NFFT point discrete fourier transformation (DFT) is performed per receiver branch.
Since the MIMO algorithms as proposed in section 2.3 are single carrier algorithms, MIMO
detection has to be done per OFDM subcarrier. Therefore, the received signals of subcarrier
k are routed to the kth MIMO detector to recover the NSS data signals transmitted on
that subcarrier. Next, the symbols per NSS stream are combined, and �nally, demapping,
deinterleaving , decoding and descrambling are performed.

...

AGC

...

AGC

...

ADC

ADC

Symbol
Timing
Adjust

... Frequency
Correction

...

Remove
Guard Interval

FFT Demod

NST
/

Channel Equalizer
CPE Correction

NST
/

Constellation
Demapper

NSS
/Deinterleaver

/
NSS Stream

Deparser
Decoder Descrambler bits

Figure 3.8: Receiver block diagram for MIMO system.

3.3.1 Synchronization

At the side of the receiver, an Analog to Digital Converter (ADC) is used to sample the
received signal. The gain is adjusted for an appropriate input signal level using an AGC.
The next step is to detect the start of the packet. However 802.11n devices typically have
multiple receive antennas, therefore correlation functions for start-of-packet detection and
coarse timing should be summed over all the antennas to maximize detection performance.
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Packet Detection

Packet detection is the task of �nding an approximate estimate of the start of the preamble
of an incoming data packet. The simplest algorithm for �nding the start edge of the
incoming packet is to measure the received signal energy. At every time instant n computed
the accumulated energy over some window of length L as follow

mn =

NRX∑
i=1

L−1∑
k=0

|y(i)
n−k|

2 (3.48)

When there is no packet, the received signal at the ith antenna consists only of noise

y
(i)
n = wn. When the packet starts the energy level increased from the signal component

y
(i)
n = s

(i)
n +wn. Thus, the packet can be detected as a change in the received energy level.

The main disadvantage of this method is that the received signal strength is unknown and
its di�cult to set a �xed threshold, which could be used to decide when an incoming packet
starts.

Many e�cient algorithms for packet detection which exploited the legacy preamble of
802.11 packets are proposed. These detection schemes are based on the repetition of the
training symbols in the OFDM signal. The following approach was presented from Schimdl
and Cox in [7] for acquiring symbol timing, but the general method is applicable to packet
detection. This approach is called the delay and correlate algorithm. It uses two sliding
windows C and P where the C window is a crosscorrelation between the received signal and
a delayed version of the received signal, and the P window calculates the received signal
energy during the crosscorrelation window. The block diagram of the delay and correlate
algorithm is shown in Figure 3.9. The delay D = 16 is equal to the period of the short
training �elds. The length L of each window shall be an integer multiple of the delay D.

cn =

NRX∑
i=1

L−1∑
k=0

y
(i)
n+k(y

(i)
n+k+D)∗ (3.49)

pn =

NRX∑
i=1

L−1∑
k=0

y
(i)
n+k+D(y

(i)
n+k+D)∗ =

NRX∑
i=1

L−1∑
k=0

|y(i)
n+k+D|

2 (3.50)

Using the number of the P window to normalize the statistic cn, we produce the decision
statistic mn which its not dependent on absolute received power level.

mn =
|cn|2

(pn)2
(3.51)

When the received signal consists of only noise, the output cn of the delayed crosscorellation
is zero mean random variable, since the crosscorrelation of noise samples is zero. Once
the start of the packet is received, cn is a crosscorrelation of the identical short training
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×

Z−D (.)∗ × P

C
cn

pn

|.|

÷ Comparator

Threshold

rn

mn

Figure 3.9: Block diagram of delay and correlate algorithm.

symbols, which causes mn to jump quicly to high values near the one. A threshold value for
the statistic mn is used to be decided the start of the packet. The recommended threshold
value is 0.5.

The Delay and Correlate algorithm is used for the packet detection from the WLAN
Toolbox. The values of the parameters that used is D = 16, L = 9∗16 = 144, mthresh = 0.5.
Packet detected only if the number of correlated peaks is greater than 1.5·D and the relative
distance between 1st peak and subsequent peaks is greater than 3 ·D.

Symbol Timing

The packet detection method (coarse symbol timing detection) acquire only rough timing
information, and there may still exist a large timing error. After the packet detector
has provided an estimate of the start edge of the packet, the symbol timing algorithm(�ne
symbol timing detection) re�nes the estimate to sample level precision. The structure of the
WLAN packet preamble has the two long training �elds for the �ne symbol timing detection.
The method that we follow for �ne symbol timing detection is based in [8] approach. The
long training symbol reference sequence is known at the receiver, and it can be correlated
with the received noisy signal using a matched �lter. De�ning the crosscorrelation function

ΦZP (m) =

NRX∑
i=1

L−1∑
k=0

y
(i)
m+kP

∗
k (3.52)

where L is the length of the preamble and P the known training symbol sequence. A cyclic
shift delay is added to the L-LTF for each transmit antenna which causes multiple strong
peaks in the correlation function. The multiple peaks a�ect the accurancy of �ne symbol
timing estimation. It can be �nd the location at which its maximum magnitude occurs:

m̂max = arg max
m

|ΦZP (m)| (3.53)

Another algorithm(that used from MATLAB WLAN Toolbox) selects the earliest sample
with magnitude greater than some threshold, usually some percentage of peak magnitude

m̂TH = min{m | |ΦZP (m)| > γ|ΦZP (m̂max)|}, 0 < γ < 1 (3.54)
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3.3.2 Carrier Frequency O�set (CFO) Estimation

OFDM is a bandwidth e�cient signalling scheme for digital communications as in OFDM
the spectrum of the individual carriers mutually overlap, giving an optimum spectrum
e�ciency. The e�ectiveness of OFDM in the use of spectrum is based on the orthogonality
of the subcarriers. One of the principal disadvantages of OFDM is sensitivity to frequency
o�set in the channel. There are two deleterious e�ects caused by frequency o�set one is the
reduction of signal amplitude in the output of the �lters matched to each of the subcarriers
and the second is introduction of ICI from the other subcarriers [9]. Carrier frequency o�set
occurs when exists a frequency mismatch in the transmitter and the receiver oscillators. In
addition the Doppler shift introduced in the channel causes CFO. Matlab WLAN Toolbox
estimates the carrier frequency o�set in two stages. At the �rst stage carriers out the coarse
CFO estimation by using the short training symbols, and at the second stage is done the
�ne CFO estimation by using the long training symbols. The method that uses at the
coarse and �ne CFO estimation is the same and the estimated frequency o�set is given by
the equation

∆fest =
fs

2πD

NRX∑
i=1

n0+(M−1)D−1∑
k=n0

(y
(i)
k )∗y

(i)
k+D (3.55)

where D is the period(in samples) of the repeated pattern of training symbols that being
used, M is the number of training symbols that being used, n0 is the start each training

�eld, and y
(i)
k is the kth value of the received signal in ith antenna. This method is based

on the paper [10].
The last two short OFDM symbols are indended by the IEEE 802.11 standardization

group for coarse CFO estimation. Yet all of the short OFDM symbols can be used to
increase the estimation accuracy. The �rst short symbol is assuming as a cyclic pre�x for
the next nine short OFDM symbols. The period of a short OFDM symbol is D = 16 and
M = 9 as the last nine short training symbols is used. For the �ne CFO estimation is used
the two long OFDM symbols. In this case D = 64 and M = 2.

3.3.3 Common Phase Error Estimation

The frequency o�set will vary during the reception of the packet, making solely initial
frequency synchronization insu�cient. Furthermore, the system will experience phase noise
(PN) invoked by the combination of RF oscillator and the phase-locked loop (PLL). PN
causes a common phase turn for all subcarriers, called common phase error (CPE), and
a Gaussian-like ICI term. Since the CPE is equal for all subcarriers, it can be estimated
and corrected. A way to estimate the common phase noise is to use the pilot signals which
are contained in every OFDM symbol. Pilot subcarriers carries known data which altered
from the channel and the phase shifts. The rotation of these known pilot symbols, which
are observed at the receiver, is a good measure for the CPE. Using the channel estimate
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impulse we can calculate an estimation of the received pilots as follows [10]

s̃a,i,r =

NSTS∑
s=1

P (a, s, i) · ĥr,si , i ∈ P, 1 ≤ r ≤ NRX, 0 ≤ a ≤ NSYM−1, 1 ≤ s ≤ NSTS (3.56)

where P is the reference sequence of pilot signals and h the channel estimation. The
common phase noise for the ath symbol given by

θ(a) =
∑
i∈P

NRX∑
r=1

s̃(i, a)s∗r(i, a) (3.57)

where s is the received signal.

Mean Noise Power Estimation

Mean noise power in watts can be estimated using the demodulated pilot symbols in the HT
data �eld and the estimated channel at pilot subcarriers location. Assume that s · e−jθ(α)

denotes the phase correct demodulated pilot signals in the HT data �eld and the s̃ sequence
as de�ned previously. The pilot error sequence for the rth receive antenna is given by the
expression

PEr (α, i) = s̃r(α, i)− sr(α, i) · e−jθ(α), i ∈ P, 1 ≤ r ≤ NRX, 0 ≤ a ≤ NSYM − 1 (3.58)

Finally, the noise power estimate is given as follows

N̂0 =
1

|P| ·NRX

∑
i∈P

NRX∑
r=1

<(PEr (i, a) · (PEr (i, a))∗) (3.59)

The noise power estimation is required if the MMSE equalizer is used.

3.3.4 Channel Estimation

In the HT systems, the receiver uses the HT-LTF �eld for the MIMO channel estimation.The
receiver processes each 3.2µs long training symbol by removing the cyclic pre�x from the
HT-LTF and performs an FFT to extract the training subcarriers. The frequency domain
representation for each training subcarrier k at the receiver is represented by the equation

Yk
ti =

 yk1,ti
...

ykNRX,ti

 =

 hk1,1 . . . hk1,NSTS
...

. . .
...

hkNRX,1
. . . hkNRX,NSTS

pNSTS,iHTLTFk +

 nk1,ti
...

nkNRX,ti

 (3.60)

where ti is the i
th long training symbol, and the symbol n denotes the AWGN terms. The

notation p
(i)
NSTS

denotes the vector that is produced if we take the �rst NSTS elements from
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the ith column of matrix P. Furthermore we represented an NSS × NLTF subset of the
orthogonal mapping matrix P with the symbol PNSTS,NLTF

.

P =


1 −1 1 1
1 1 −1 1
1 1 1 −1
−1 1 1 1

 (3.61)

The received signal vector from each time instant(of HT-LTF symbol) is combined into a

single matrix,
[
Yk
t1 Yk

t2 . . . Yk
tNLTF

]
having the dimensions NRX ×NLTF.

[
Yk

t1 Yk
t2 . . . Yk

tNLTF

]
=

 hk11 . . . hk1NSTS

...
. . .

...
hkNRX1 . . . hkNRXNSTS

PNSTS,N
LTF

HTLTFk+
[
Nk

t1 Nk
t2 . . . Nk

tNLTF

]
(3.62)

To compute the channel estimate matrix we multiply the received signal vector matrix by
the transpose of PNSTS,NLTF

and normalize, as follows ĥk11 . . . ĥk1NSTS
...

. . .
...

ĥkNRX1 . . . ĥkNRXNSTS

 =
[
Yk
t1 Yk

t2 . . . Yk
tNLTF

]
PT
NSTS,NLTF

1

NLTFHTLTFk
(3.63)

It's important to note that the channel estimation is done at the start of the packet, thus
the channel estimation error will being increasing with the time. If the packet length or
the channel varying rate is high, the system performance will decreased.

3.3.5 Channel Equalization

In wireless communications the transmitted signal propagated through a frequency selective
environment. By using the OFDM technique a wide band channel is being converted into a
set of �at fading channels. In a WLAN receiver it can be used any equalizer for frequency
non-selective MIMO channel because for the kth frequency subcarrier, the symbol spaced
sequences at input of the equalizer expressed as

yk,n = Hkxk,n + nk,n, 0 ≤ n ≤ NSYM (3.64)

The equalizer transforms a number of multiplexed received chains NRX into a number of
equalized spacial streams NSS. Matlab WLAN Toolbox supports two di�erent equalizers,
the Zero Forcing and the Minimum Mean Square equalizer. The Zero Forcing equalizer, it
is a linear equalization algorithm that applies an inverse of the frequency response of the
the channel to the received signal. The Minimum Mean Square Error equalizer tries to �nd
a matrix W which minimizes the mean square error E[||Wy − x||22]. These two equalizers
explained furthermore in Section 2.3.3.
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3.3.6 Constellation Demapping

The receiver demaps the received equalized symbols ŷ using the soft-decision approximate
Log Likelihood Ratio (LLR) method for the speci�ed number of coded bits per subcarrier
per spatial stream (NBPSCS). It concerns the probability that a bit of a received symbol be
0 or 1, given a set of parameters and possible outcomes. Let us assume that at a particular
time instant log2(M) = NBPSCS bits are transmitted in a symbol x, where M represents M-
ary signal constellation. Moreover, it is assumed that cm(m = 1, 2, . . . , NBPSCS) is the mth

coded bit of the transmitted symbol x. Let us also assume that S = {s1, . . . , sM} denotes
the set of (complex) constellation symbols. In addition is assumed that each symbol in
the constellation is equiprobable (p(X = si) = 1

M ),∀ i = 1, . . . ,M where X is a discrete
random variable. Sm0 represents the set of (complex) constellation symbols where the mth

bit is 0. Similarly, Sm1 denotes the set of (complex) constellation symbols where the mth

bit is 1. Assuming an AWGN channel per subcarrier and spatial stream after the MMSE
or Zero Forcing detector(the output of the MMSE is approximately Gaussian), the signal
model can be written as

Ŷ = WY = X +N, N ∼ CN (0, Ñ0). (3.65)

Since the N is a continues Gaussian random value, if X = s where s is a known value,
then Ŷ ∼ CN (s, Ñ0). The conditional probability density function (PDF) fŶ |X=s(ŷ) is
expressed as

fŶ |X=s(ŷ) =
1√

2π(Ñ0/2)
e
− |ŷ−s|

2

2(Ñ0/2)

=
1√
πÑ0

e
− |ŷ−s|

2

Ñ0

(3.66)

and from the Bayes rule we have [11],

p(X = s|ŷ) =
p(X = s)fŶ |X=s(ŷ)

fŶ (ŷ)
. (3.67)

The de�nition of LLR for each coded bit can be written as,

L(cm) = log

(
p(cm = 1|y)

p(cm = 0|y)

)
= log

(
p(cm = 1|ŷ)

p(cm = 0|ŷ)

)
= log

(∑
s∈Sm1

p(s|ŷ)∑
s∈Sm0

p(s|ŷ)

)
.

(3.68)
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Using the Equation (3.67),

L(cm) = log

(∑
s∈Sm1

fŶ |X=s(ŷ)p(X = s)∑
s∈Sm0

fŶ |X=s(ŷ)p(X = s)

)
p(X=s)=1/M

= log

(∑
s∈Sm1

fŶ |X=s(ŷ)∑
s∈Sm0

fŶ |X=s(ŷ)

) (3.69)

where fŶ |X=s(ŷ) is the conditional PDF of the MMSE output and p(X = s) is the proba-

bility of a symbol in a signal constellation. Thus, using the equations 3.66 and (3.69) the
LLR value of the cm is given by

L(cm) = log

∑s∈Sm1
e
− |ŷ−s|

2

Ñ0∑
s∈Sm0

e
− |ŷ−s|

2

Ñ0

 . (3.70)

This demapper which calculates an LLR is known as LogAPP (logarithmic a-posteriori
probability or LogMAP) demmaper [12]. Also is known as Exact LLR. Due to the com-
plicated mathematical operations of LogAPP algorithm the max-log approximation LLR
algorithm is used. The MaxLog demapper is an algorithm that calculates LLR by using
only the two closest constellation points with the bit value at the given bit position. The
log-sum exponential approximation [13] is

log

(∑
i

eφi

)
≈ max

i
(φi). (3.71)

Combining the equations (3.71) and (3.70), we have

L(cm) ≈ log

exp

(
max
s∈Sm1

{
− |ŷ−s|

2

Ñ0

})
exp

(
max
s∈Sm1

{
− |ŷ−s|

2

Ñ0

})


=
1

Ñ0

(
min
s∈Sm0

{|ŷ − s|2} − min
s∈Sm1

{|ŷ − s|2}
)
.

(3.72)

The result is a value indicating whether that bit is more likely to be a one or zero. For
each input symbol to constellation demapper the output is NBPSCS real numbers.

3.3.7 Deinterleaver & Decoder

The length of the output NSS streams of constellation demapper is NSD · NBPSCS(iSS) ·
NSYM = NCBPSS(iSS). These streams deinterleaved separately by the deinterleaver which
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inverses the three permutations that performed to interleaver. The inverse of third permu-
tation is

j =

(
r+

(
(2(iSS−1)) mod 3+3·

⌊
iSS − 1

3

⌋)
·NROT ·NBPSCS(iSS)

)
mod NCBPSS(i

SS
), r = 0, 1, . . . , NCBPSS(iSS)−1 (3.73)

The inverse of second permutation is

i = s(iSS) ·

⌊
j

s(iSS)

⌋
+

(
j +

⌊
NCOL

j

NCBPSS(iSS)

⌋)
mod s(iSS), j = 0, 1, . . . , NCBPSS(iSS)− 1

(3.74)
The inverse of �rst permutation is

k = NCOL · i− (NCBPSS(iSS)− 1) ·

⌊
i

NROW

⌋
, i = 0, 1, . . . , NCBPSS(iSS)− 1 (3.75)

Assuming that zi denotes the output of the constellation demapper of ith spatial stream,
the rth symbol of the stream is reordered from the deinterleaver in the kth index as shown
in Figure 3.10.

Deinterleaver

z
(1)
r

z
(2)
r

...

z
(NSS)
r

z
(1)
k

z
(2)
k

...

z
(NSS)
k

Figure 3.10: Deinterleaver scheme.

As the �nal step in the deinterleaving process, the stream parsing operation is reversed
by taking blocks of s bits from each spatial stream in a round robin fashion to create a single
bit stream for the decoder. The single bit stream is decoded using the Viterbi decoder, as
recomended from the IEEE. Finally the output stream of decoder is descrambled. The
descrambler structure is same as scrambler structure in Figure 3.6.



Chapter 4

HT MIMO OFDM Systems Analysis

4.1 Introduction

In this chapter we will analyze some HT OFDM systems with di�erent MIMO schemes and
de�ne three SNR values in di�erent stages of the receiver. On the receiver side of OFDM
systems, after the FFT demodulation process, NST channels are processed in parallel as the
channel gain of each subcarrier is varying and the Signal to Noise Ratio (SNR) is di�erent
in each subcarrier. The number of errors in the bit streams which are transmitted through a
channel increases with the decrease of the SNR value of the subcarrier. As a result, system
performance depends immediately from the channel gain of each subcarrier.

As it has been described the indices of pilot subcarriers in HT OFDM system are
scattered on the range of data subcarrier indices which are placed around the DC. To
simplify the mathematical expressions, we assume that we remapping the indices by using
the mapping function

I(k) =

{
Idata,k 1 ≤ k ≤ NSD,
Ipilot,k NSD + 1 ≤ k ≤ NST

(4.1)

where the vector Idata contains the data subcarrier indices and the Ipilot vector, the pilot
subcarrier indices respectively. The notation Idata,k represents the k

th element of the vector.
Therefore, in the rest of this report we assume that the data subcarrier indices are in the
range 1 ≤ k ≤ NSD and the pilot subcarrier indices in the range NSD + 1 ≤ k ≤ NST.

Post-Processing SNR De�nition

In the e�ort to extract a single SNR value from the various SNRs per subcarrier we de�ne
the post-processing SNR γaver as presented in Figure 4.2. More speci�cally, the N parallel
data streams are grouped in a sequence on which is calculated the signal to noise ratio. The
process to compute the mean power of a sequence s which is constructed from M streams
is shown in Figure 4.1.

42
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s1,1 s1,2 . . . s1,N

s2,1 s2,2 . . . s2,N

...
...

. . .
...

sM,1 sk,2 . . . sM,N



Vectorize
s1,1

s1,2

...
sM,N



 Ps = 1
M ·N

∑M
k=1

∑N
m=1 |sk,m|2

Figure 4.1: Calculation of the mean power over M parallel streams with N time instances.
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ŷ

(2)
1

ŷ
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ŷ(i) = x̂(i) + ñ(i)
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Figure 4.2: A block diagram of a part of the receiver structure and description of SNR
terminologies.

4.2 SISO OFDM System

h

Time
x1,1

...
xNSD,1

x1,2

...
xNSD,2

yk,m = hkxk,m + nk,m

Figure 4.3: SISO OFDM system

Let us assume a SISO OFDM system which transmits the stream of constellation points
x. This stream is divided into NSYM groups of length NSD which constitute the OFDM
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symbols. The sequences of OFDM symbols can be represented by the matrix X as de�ned
in Equation (4.2)

X =


x1,1 x1,2 . . . x1,NSYM

x2,1 x2,2 . . . x2,NSYM

...
...

. . .
...

xNSD,1 xNSD,2 . . . xNSD,NSYM

 (4.2)

where xk,m denotes the symbols which transmitted at the mth OFDM symbol, and at the
kth subcarrier. The mean power of the constellation points denoted with σ2

x is equal to one.
The received signal y(t) in the continuous time domain is the product of the convolution
between the transmitted signal x(t) and the channel response h(t) plus the thermal noise
which caused from the receiver electronics.

y(t) = x(t) ∗ h(t) + n(t) (4.3)

Assuming that the receiver is perfect synchronized and the received signal has demodulated
by the FFT transformation, the symbol spaced sequences in the frequency domain can be
represented by the matrix Y respectively to the matrix X.

Y =


y1,1 y1,2 . . . y1,NSYM

y2,1 y2,2 . . . y2,NSYM

...
...

. . .
...

yNSD,1 yNSD,2 . . . yNSD,NSYM

 (4.4)

The SNR de�nition at the input of the receiver is

SNR0 =
ε{|x(t) ∗ h(t)|2}

N0
(4.5)

where N0 is the noise variance. As it has been described(in section 2.2.3) some of the
subcarriers are nulled and only the NST subcarriers are carrying data(information symbols
or pilots). After the FFT process at the receiver, the noise terms which corresponds in
unused subcarriers are discarded and the SNR increases. De�ning in the frequency domain
the channel vector

h =


h1

h2
...

hNSD

 , (4.6)

each received symbol yk,m can be expressed as

yk,m = hk · xk,m + n̂k,m, n̂k,m ∼ CN (0, N̂0) (4.7)
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where N̂0 = (NST/NFFT)N0. Thus, the SNR value after the FFT process is given by the
following equation

SNR1 =

∑NST
k=1

∑NSYM
m=1 |hk · xk,m|2∑NST

k=1

∑NSYM
m=1 |n̂k,m|2

=

NST∑
k=1

|hk|2σ2
x

NSTN̂0

=
NFFT

NST

NST∑
k=1

|hk|2σ2
x

N0
.

(4.8)

Since the FFT process doesn't change the mean power of a signal, we can conclude that

SNR0 =
NST

NFFT

SNR1 =

NST∑
k=1

|hk|2σ2
x

NSTN0
. (4.9)

De�ning the channel estimate vector ĥ accordingly to the h, and performing the maximum
ratio combining detector, is produced the matrix

Ŷ =


ŷ1,1 ŷ1,2 . . . ŷ1,NSYM

ŷ2,1 ŷ2,2 . . . ŷ2,NSYM

...
...

. . .
...

ŷNSD,1 ŷNSD,2 . . . ŷNSD,NSYM

 . (4.10)

If we make the assumption that ĥk ≈ hk, the equalized symbols are

ŷk,m =
ĥ∗khk

|ĥk|2
xk,m +

ĥ∗k
|ĥk|2

n̂k,m = xk,m + ñk,m, ñk,m ∼ CN (0, (1/|hk|2) · N̂0) (4.11)

and the SNR of the kth subcarrier is

γk =
|hk|2σ2

x

N̂0

. (4.12)

The post-processing SNR can be expressed as

γaver =

∑NSD
k=1

∑NSYM
m=1 |xk,m|2∑NSD

k=1
1
|hk|2

∑NSYM
m=1 |n̂k,m|2

=
NSD · σ2

x∑NSD
k=1

1
|hk|2

N̂0

.

(4.13)

Since the pilot subcarrier indices are scattered in the whole bandwidth, and the channel
responses for adjacent subcarriers tends to be equal, an approximation of the SNR1 is

SNR1 =

NST∑
k=1

|hk|2σ2
x

NSTN̂0

≈
NSD∑
k=1

|hk|2σ2
x

NSDN̂0

. (4.14)
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Therefore, combining the equations (4.14) and (4.13)

γaver =
NSD · σ2

x

∑NSD
k=1 |hk|

2∑NSD
k=1

1
|hk|2

∑NSD
k=1 |hk|2N̂0

≈
N2

SD · SNR1∑NSD
k=1

1
|hk|2

∑NSD
k=1 |hk|2

=
N2

SD∑NSD
k=1

1
|hk|2

∑NSD
k=1 |hk|2

· NFFT

NST
· SNR0

(4.15)

4.3 SIMO OFDM System

Time
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k,m

...

h(1)

h(NRX)

Figure 4.4: Receive diversity scheme.

To achieve higher performance of the system, without increasing the transmit power, mul-
tiple antennas at the receiver can be used. We de�ne the matrix X similarly with the
previous section and the received symbol spaced sequence at the kth subcarrier and the ith

receive antenna is
y

(i)
k,m = h

(i)
k xk,m + n̂

(i)
k,m, n̂

(i)
k,m ∼ CN (0, N̂0). (4.16)

Assuming that all the antennas are identical, and the noise variance in each of them is N0,
the SNR value at the input of the receiver is

SNR0 =

NRX∑
i=1

ε{|x(t) ∗ h(i)(t)|2}
ε{|n(i)(t)|2}

=

NST∑
k=1

||hk||22σ2
x

NST ·N0
(4.17)

where hk = [h
(1)
k . . . h

(NRX)
k ]T . Also the SNR value after the FFT process is SNR1 =

(NFFT/NST)SNR0. As has explained in the section 2.3.1 the MRC output for the kth
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subcarrier expressed as

ŷk,m = xk,m +
hHk
||hk||22

n̂k,m

= xk,m + ñk,m, ñk,m ∼ CN (0, (1/||hk||22) · N̂0)

(4.18)

The SNR of the kth subcarrier is given by the expression

γ̂k =
ε{x∗k,mxk,m}

1
||hk||4

ε{|h(1)
k n̂

(1)
k,m|2 + · · ·+ |h(NRX)

k n̂
(NRX)
k,m |2}

=
||hk||4σ2

x

|h(1)
k |2ε{|n̂

(1)
k,m|2}+ · · ·+ |h(NRX)

k |2ε{|n̂(NRX)
k,m |2}

=
||hk||2σ2

x

N̂0

.

(4.19)

At the Equation (4.19) is used that ε{n(i)
k,mn

(j)
k,m} = 0 when i 6= j since the noise terms are

uncorrelated, and then the mean of the sum is splitted into a sum of means since the noise
terms are independent. The post-processing SNR is calculated as follows(similar with the
Equation (4.15))

γaver =
N2

SD∑NSD
k=1

1
||hk||2

∑NSD
k=1 ||hk||2

· NFFT

NST
· SNR0 (4.20)

4.4 MISO OFDM System

An another way to to achieve higher diversity order is to use multiple antennas at the trans-
mitter. Assuming that the channel response is known at the transmitter, we performing
the transmit beamforming technique and the transmitted symbols at the kth subcarrier and
the mth time slot are given by the equation:

x̃k,m =
h∗k
||hk||2

xk,m, 0 ≤ m ≤ NSYM − 1 (4.21)

Note that the total transmitted power over all transmit antennas is equal to ε{x̃∗k,mx̃k,m} =

σ2
x.
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Figure 4.5: Transmit Beamforming technique

The received symbol spaced stream expressed as

yk,m = hTk
h∗k
||hk||2

xk,m + n̂k,m, n ∼ CN (0, N̂0) (4.22)

The SNRs per subcarrier are:

γk =
||hk||22ε{x∗k,mxk,m}
ε{n̂∗k,mn̂k,m}

=
||hk||22σ2

x

N̂0

, 1 ≤ k ≤ NSD (4.23)

In this speci�c case, the estimated channel vector is not approximately equal with the
true channel response because the transmitted symbols are beamformed with the channel
response. As a result, the channel estimate vector is ĥk = ||hk||2 and the equalized symbol
sequences per subcarrier are

ŷk,m = xk,m +
1

||hk||2
n̂k,m. (4.24)

The SNR0 value at the input of the receiver and the SNR1 value post the FFT demodulation
are

SNR0 =

∑NST
k=1 ||hk||

2
2

NSTN0
, SNR1 =

NFFT

NST
SNR0 (4.25)

Finally, the post processing SNR value at the input of the decoder is

γaver =
N2
SD∑NSD

k=1
1

||hk||2
∑NSD

k=1 ||hk||2
· NFFT

NST
· SNR0 (4.26)

4.5 MIMO OFDM System

Alamouti STBC

For Alamouti STBC modes in the general case with NTX = 2 transmit antennas, and NRX

receive antennas, at two time slots are being transmitted two symbols as is shown in Figure
4.6.
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Figure 4.6: Alamouti Coding Scheme.

The sequence of the complex symbols which encodes the data, divided into two matrices.
The �rst matrix represents the transmitted data symbols in the frequency domain from the
�rst antenna.

X(1) =


x1,1 −x∗1,2 . . . x1,NSYM−1 −x∗1,NSYM

x2,1 −x∗2,2 . . . x2,NSYM−1 −x∗2,NSYM
...

...
. . .

...
...

xNSD,1 −x∗NSD,2
. . . xNSD,NSYM−1 −x∗NSD,NSYM

 (4.27)

Respectively, table X(2) contains the symbols transmitted by the second antenna of the
transmitter.

X(2) =


x1,2 x∗1,1 . . . x1,NSYM

x∗1,NSYM−1

x2,2 x∗2,1 . . . x2,NSYM
x∗2,NSYM−1

...
...

. . .
...

...
xNSD,2 x∗NSD,1

. . . xNSD,NSYM
x∗NSD,NSYM−1

 (4.28)

The transmit power σ2
x is uniformly distributed over the transmit antennas such that the

signal variance per antenna is σ2
x/NTX, and the SNR at the input of the receiver is given by

the equation:

SNR0 =

NRX∑
i=1

NST∑
k=1

(|hk,i1|2 + |hk,i2|2)σ2
x

2 ·NST ·N0
. (4.29)

where hk,ij denotes the channel coe�cient from Tx antenna j to Rx antenna i, of the kth

subcarrier. Hence, the channel matrix per subcarrier expressed as

Hk =
[
hk,1 hk,2

]
=


hk,11 hk,12

hk,21 hk,22
...

...
hk,NRX,1 hk,NRX,2

 . (4.30)
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The vector hk is de�ned to contain all the elements of the matrix Hk. After the STBC
combine processing as explained in section 2.3.2 the statistics for the two symbols which
transmitted simultaneously at two time slots, at the kth subcarrier are:

ŷk,m = xk,m + ñk,m, ñk,m ∼ CN
(

0,

(
1

||hk||22

)
N̂0

)
(4.31)

ŷk,m+1 = xk,m+1 + ñk,m+1, ñk,m+1 ∼ CN
(

0,

(
1

||hk||22

)
N̂0

)
(4.32)

The SNR of each subcarrier is [14]

γk =
(||hk||22) · σ2

x

NTX ·N0
, 1 ≤ k ≤ NSD (4.33)

and the post-processing SNR it can be computed by the form

γaver =
N2

SD∑NSD
k=1 ||hk||22

∑NSD
k=1

1
||hk||22

NFFT

NST
SNR0. (4.34)

Spatial Multiplexing

The 802.11n standard supports MIMO systems up to 4 × 4 schemes. When the channel
state is �good�, multiple spatial streams can be used, increasing the data rate linearly with
the number of spatial streams. Assuming a 2 × 2 MIMO system with 2 spatial streams
the information symbols are separated into the spatial streams, constructing the matrices
X(i), i = 1, 2. The system is shown in Figure 4.7.

Tx Rx
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x
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k,m

y
(2)
k,m=hk,21x

(1)
k,m+hk,22x

(2)
k,m+n

(2)
k,m

Figure 4.7: 2× 2 MIMO system.

We de�ne the channel matrix per subcarrier

Hk =

[
hk,11 hk,12

hk,21 hk,22

]
(4.35)
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where hk,ij is the complex channel parameter between ith receive and jth transmitte for
the kth subcarrier. In addition, we de�ne the parameters H2

i,k =
∑2

q=1 |hk,qi|2, i = 1, 2
which will be used to simplify mathematical expressions. The nominal SNR is given by the
equation

SNR0 =

NST∑
k=1

H2
1,k +H2

2,k

NSTN0
(4.36)

The received symbols at kth subcarrier index are shown below

yk,m =

[
y

(1)
k,m

y
(2)
k,m

]
=

[
hk,11 hk,12

hk,21 hk,22

][
x

(1)
k,m

x
(2)
k,m

]
+

[
n̂

(1)
k,m

n̂
(2)
k,m

]
(4.37)

Using the Zero Forcing detector the equalized symbols are given by the equation:

ŷk,m =

[
ŷ

(1)
k,m

ŷ
(2)
k,m

]
=

[
x

(1)
k,m

x
(2)
k,m

]
+

[
ñ

(1)
k,m

ñ
(2)
k,m

]
(4.38)

where ñ
(i)
k,m ∼ CN (0, H2

i,k/det
(
Hk ·HH

k

)
N̂0). The SNRs per subcarrier and spatial stream

are

γk,1 =
σ2
x · | det(Hk)|2

N̂0H2
1,k

(4.39)

γk,2 =
σ2
x · | det(Hk)|2

N̂0H2
2,k

(4.40)

Note that |det(Hk)|2 = det(Hk ·HH
k ). The post-processing SNR expressed as

γaver =
2 ·NSD∑NSD

k=1
||hk||42

| det(Hk)|2

NFFT

NST
SNR0 (4.41)

where hk is the vectorized matrix Hk.



Chapter 5

Exponential E�ective SNR Mapping

5.1 Introdution

The modern wireless communication systems are designed to provide high data rate. The
basic ways to increase the data rate are larger channel bandwidth with utilization of a
higher number of data subcarriers, larger size of constellation, higher coding rate and use
of multiple antennas. In addition, a method to increase the performance without extend
the channel bandwidth is is the adaptive modulation and coding (AMC). In AMC, the
transmitter selects its modulation coding scheme out of a limited set of MCSs with respect
to the channel conditions to increase the throughput, controlled by a restriction on the
probability of error. WLAN standards 802.11n , 802.11ac , 802.11ad, de�nes a protocol that
allows to adjust the modulation and coding scheme according to current channel condition
in order to increase throughput. The link adaptation algorithms which used to select the
MCS, are must predict the BER(or PER) in small time duration. As result of the frequency
selective characteristics of the wideband channel, the channel gains of these subcarriers can
be completely di�erent. Consequently, the right MCS needs to be determined as a function
of a vector of subcarrier gains. Link Quality Metrics (LQMs) have been recommended to
make easier this issue and allow it to be comparable to AMC through narrowband channels.
An LQM maps the vector of signal to noise ratios to a scalar, which is then quickly mapped
to BER(or PER) using a 1- dimensional look-up-table.

To evaluate the system performance by means of classical link simulations, where trans-
mission at the symbol level is modeled, with detailed channel modeling it may have large
complexity. To obtain a good estimate of the performance of the system, it needs to simu-
late a large number of transmitted bits. This operation has to be repeated for each MCS,
each MIMO con�guration, and each parameter to be studied. In order to simulate OFDM
systems, we need to simulate NSD (or more) subcarriers, the e�ect on noise on each of these
subcarriers and their e�ect on the received blocks. Such a simulation can be very complex
and time consuming.

52



5.2. DERIVATION OF EESM 53
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Figure 5.1: Functional block diagram for e�ective SNR mapping

These issues have motivated the widespread use of the E�ective Exponential SNR Map-
ping (EESM) for OFDM based networks. For both cases, the exponential e�ective SNR
mapping method simpli�es the problem by mapping the vector of SNRs of each subcarrier
into a single equivalent �at-fading SNR. EESM maps the SNRs of the NSD subcarriers,
γ1, γ2, . . . , γNSD

into a single e�ective SNR value γeff as proposed from Ericsson [15]:

γeff = −β log

(
1

NSD

NSD∑
k=1

e
− γi
β

)
(5.1)

where β is a parameter that is empirically calibrated according to the selected MCS The
concept of e�ective SNR is mathematically expressed as follows

BERAWGN(γeff ) ≈ BER(γ1, γ2, . . . , γNSD
) (5.2)

While there is no easy interpretation of the e�ective SNR mapping process, it should be
observed that γeff is an exponential averaging of the SNR values experienced on each
subcarriers, and as such, gives more weight to the low SNR values, corresponding to deep
fades. Once β and the AWGN BER curve are known, the use of the EESM is very simple
and is summarized in Figure 5.1.

5.2 Derivation of EESM

The EESM is derived based on the Union-Cherno� bound of error probabilities. The
symbol error rate approximation for the constellations BPSK, QPSK, M-QAM over an
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AWGN channel can be expressed as

Pe(dmin, SNR) ≈ N̄dminQ

√d2
min

2N0


dmin=2A

= N̄dminQ

√2A2

N0


SNR=KA2/N0

= N̄dminQ

(√
2SNR

K

)
(5.3)

where N0 is the noise variance, dmin = 2A is the minimum distance of constellation, N̄dmin

is the average number of nearest neighbors for the signal points in the constellation, and Q
is the so called Q function

Q(x) =
1√
2π

∫ ∞
x

e
−t2

2 dt. (5.4)

If the constellation scheme is Grey coded,the bit error probability can be approximated by
the equation:

Pb(SNR) ≈ 1

log2(M)
N̄dminQ

(√
2SNR

K

)

= aQ

(√
SNR

b

) (5.5)

Note that the parameters a, b are dependent on the constellation scheme. An upper bound
of the Q function, is the Cherno� bound

Q(x) ≤ e
−x2

2 , x > 0. (5.6)

Combining the Equations (5.5) and (5.6), the upper bound for the bit error probability is
given by the equation

Pb(SNR) ≤ ae−
SNR
2b . (5.7)

Considering a SISO-OFDM system model with NSD data subcarriers modulated by the
same modulation coding scheme, and the SNR on each subcarrier being γ1, . . . , γNSD

. We
de�ne the vector γ as follows

γ =


γ1

γ2
...

γNSD

 (5.8)



5.2. DERIVATION OF EESM 55

and considering that the MMSE or Zero Forcing detector output of each subcarrier corre-
sponds to an equivalent Gaussian channel, the bit error probability for NSD independent
Gaussian channels is

BER(γ) =

NSD∑
k=1

Pb(γk)

≤
NSD∑
k=1

ae−
γk
2b .

(5.9)

The goal of EESM is to �nd an equivalent SNR value γeff which should be approximately
equal to the SNR γawgn that would yield in an AWGN channel a BER equal to the actual
instantaneous BER in a frequency-selective.

BER(γeff)
∣∣
γeff≈γawgn

≈ BER(γ) (5.10)

So, taking mean of Equation (5.9) such that the single scalar γeff can map the set of NSD

SNRs as given below

BER(γeff) ≈ 1

NSD

NSD∑
k=1

ae−
γk
2b ⇔

ae−
γeff
2b =

1

NSD

NSD∑
k=1

ae−
γk
2b ⇔

− 1

2b
γeff = log

(
1

NSD

NSD∑
k=1

e−
γk
2b

)
⇔

γeff = −2b log

(
1

NSD

NSD∑
k=1

e−
γk
2b

)
⇔

γeff = −β log

(
1

NSD

NSD∑
k=1

e
− γk
β

)

(5.11)

where β is dependent on modulation coding scheme and has to be numerically optimized.
As proposed in [16] the parameter β can be adjusted to match the EESM to a speci�c
modulation scheme or, in the general case, a speci�c combination of modulation scheme
and coding rate. The derivation of γeff starts with Cherno� upper bound which is not a
tight bound for low SNR and other approximations are also used. So, a suitable β is not
found to be equal to 2b after optimizing numerically. Thus, β is a correction factor which
minimizes the mismatch between the actual BER and the estimated BER.
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5.3 Calibration of EESM

The calibration of EESM is a process that must be done for everyone MCS separately.
For each MCS shall be obtained the AWGN BER curve and the β parameter. Obtaining
the AWGN BER curve for a given MCS requires performing a single link-level simulation.
The Figure 5.2 shows the simulated system for the calculation of the AWGN BER curve.
Fortunately, these are the simplest link level simulations since they do not require the
modeling of a channel. This process is usually very fast and simple. To obtain the β value
several channel realizations were created and for each channel realization, the BER can be
obtained by simulations. The simulation results would then be compared with the reference
BER curve obtained from AWGN channel under the same MCS level. There can be various
optimization criteria to optimize β for each MCS. For example, two cost functions are
presented in this section. The �rst one is

βopt = arg min
β

{
1

NC

NC∑
i=1

∆ei(β)

}
(5.12)

where

∆ei(β) =
1

L

L∑
k=1

(log10(BERmeas
k,i )− log10(BEREESM

k,i (β)))2, ∀i = 1, 2, . . . , NC (5.13)

NC is the number of di�erent channel realizations considered for the optimization process,
L is the number of di�erent noise variances for each channel realization, BERmeask,i is the

measured BER for the ith channel realization and kthnoise variance, and BEREESMk,i (β)

is the estimated BER for the given β, ith channel realization and kth noise variance. The
second criterion is given by

βopt = arg min
β

{
1

NC

NC∑
i=1

(γAWGN(i)− γeff(i, β))2

}
(5.14)

where γeff(i, β) is the e�ective SNR computed with parameter β for the ith channel realiza-
tion, γAWGN(i) is the required SNR to meet target BER under AWGN channel.

Once the AWGN BER curve and the optimal value of β are obtained, the EESM method
can be used as often as needed. More speci�cally, for any channel matrix H and noise
variance N0 it can be estimated the BER value.

Scrambler Encoder Interleaver
Constellation

Mapper
+

Constellation
DeMapper

Deinterleaver Decoder Descrambler

AWGN

bits

Figure 5.2: Block diagram of the used system to extract the AWGN BER curve.
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5.4 Extension to Multiple Antenna Systems

So far we have discussed the implementation of the EESMmethod in a SISO-OFDM system.
One of the big advantages of the EESM methodology is that it can be easily extended to
cover multiple MIMO techniques. The basic idea of the method remains the same. The
post-processing SNRs per subcarrier and spatial stream are mapped to one value, the
e�ective SNR. When exists a single spatial stream the SNRs per subcarrier they can be
computed by the equations which derived in the Chapter 4, and then the e�ective SNR is
computed from the Equation (5.1).

Multiple Spatial Streams

The extension of EESM method in MIMO systems with multiple spatial streams is de�ned
as [17]

γeff = −β log

 1

NSDNSS

NSS∑
j=1

NSD∑
k=1

e
−
γk,j
β

 (5.15)

It is well known that the Maximum Likelihood detector is non-linear and it may be necessary
to use a simple linear approximation for the receiver to compute the per subcarrier SNR.
In practice the ML detector doesn't used due to its high computational cost. If the ML
detector is substituted by MMSE detector, the SNR de�nition in [18] for spatial streams
under MIMO 2× 2 can be expressed as γk,i for i

th spatial stream and kth subcarrier:

γk,1 =
N̂0 ·H2

k,1 + | det(Hk)|2

N̂0(N̂0 +H2
k,2)

(5.16)

γk,2 =
N̂0 ·H2

k,2 + |det(Hk)|2

N̂0(N̂0 +H2
k,1)

(5.17)

where

Hk =

[
hk,11 hk,12

hk,21 hk,22

]
(5.18)

H2
k,m =

∑2
i=1 |hk,im|2,N̂0 is the noise variance after the FFT process, and hk,ij is complex

channel parameter (in frequency domain) between ith receiver and jth transmitter for the
kth subcarrier., Further the post-processing per subcarrier and spatial stream SNRs when
the Zero Forcing detector is used are:

γk,1 =
| det(Hk)|2

N̂0H2
1,k

(5.19)

γk,2 =
| det(Hk)|2

N̂0H2
2,k

(5.20)



Chapter 6

Simulation Environment &
Performance Analysis

In this chapter we will present and analyze the simulation environment, and �nally the
numerical results. The simulator implements a HT OFDM system to simulate the 802.11n
standard and is based on the Matlab WLAN Toolbox functions which implement basic
components of the system on the transmitter and receiver. The simulations are made in
two stages: in the �rst stage, end to end link level simulations are made over multiple
channel realizations. Then, these results are used to tune the EESM parameter β.

6.1 System Environment & Assumptions

Five di�erent systems are simulated, a SISO system system, a 1× 2 SIMO system, a 2× 1
MISO system by using Alamouti code and Transmit Beamforming, a 2× 2 MIMO system
with two spatial streams. The transmitter structure of all systems follows the standard
802.11n. In all systems a channel bandwidth 20MHz is used, binary convolutional encoder,
and normal guard interval duration TGI = 800ns. The PSDU length is determined for
each MCS in order to the transmission duration of each packet remains the same. The
structure of the receiver is shown in Figure 6.1, and the synchronization methods that used
are explained in section 3.3.

At the simulation scenario the additive Gaussian noise signal impairments are added
after the MRC or ZF detector as shown in Figure 6.1. The noise variances Ñk,i

0 for each
stream ñik per subcarrier and spatial stream are obtained subject to hold the following
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equations

γik =
f1(Hi

k)

N0
, ∀ 1 ≤ k ≤ NSD, 1 ≤ i ≤ NSS (6.1)

γaver = f2(H)SNR0 (6.2)

SNR0 =
f0(H)

N0
(6.3)

where the functions f0, f1, f2 denotes the relations between SNR values as derived in Chap-
ter 4. For example, in a SISO (a single spatial stream exists) system

γaver =
N2

SD∑NSD
k=1

1
|hk|2

∑NSD
k=1 |hk|2

NFFT

NST
SNR0 ⇒ f2(H) =

N2
SD∑NSD

k=1
1
|hk|2

∑NSD
k=1 |hk|2

NFFT

NST

(6.4)

γk =
NFFT|hk|2

NSTN0
⇒ f1(hk) =

NFFT|hk|2

NST
, (6.5)

SNR0 =

NST∑
k=1

|hk|2|
NSTN0

⇒ f0(H) =
|hk|2|
NST

(6.6)
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Figure 6.1: Block diagram of the receiver in simulations.

Since the FFT and MRC,ZF detectors are linear transformations, a simple method to
compute the noise streams ñik is presented in Figure 6.2. The steps of this method are the
following

1. Calculation of the noise variance N0 corresponding to the desired γaver.

2. Creation of AWGN noise signals n(i)(t) ∼ CN (0, N0), i = 1, . . . , NRX with duration
equal to the duration of data portion of the packet.
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3. Processing the noise signals from the FFT and linear detector modules.

...
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2

...
ñ

(NSS)

NSD

Figure 6.2: Block diagram of ñ
(i)
k calculation.

The extracted noise sequences are added to the equalized sequences of data x
(i)
k and

the process of the receiver continues to the constellation demapper, deinterleaver, decoding,
descrambler. As the synchronization and impairments correction methods applied to the
noise free signal the following assumptions holds:

� Perfect packet synchronization and packet detection.

� Ideal carrier frequency o�set estimation.

� Ideal channel estimation.

� Ideal common phase noise estimation.

Channel Description

To incorporate frequency selectivity, we have considered the IEEE channel models described
in [19] mainly Model-B. The properties of this channel is provided in Table 6.1. Also we
consider a transmitter-receiver distance of 10m. For Model-B when the distance between
transmitter and receiver is greater than or equal to �ve meters, the model is NLOS. The
Model-B simulates smaller environments as residential homes and small o�ces.
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Table 6.1: IEEE Tgn Channel Model - B parameters.

Parameters Model - B

Breakpoint distance (m) 5
RMS Delay (ns) 15

Maximum delay (ns) 80
Rician K-Factor (dB) 0/−∞
Number of clusters 2
Number of taps 9

6.2 End to End Link Simulations

End to End link level simulations are performed over NC = 200 channel realizations and L
post - processing SNR values. For each channel realization and γaver combination, a trans-
mission of 50 · 106 information bits are being simulated, which provides a good estimated
bit error probability up to the order of 10−6. Finally, each of the measured BER is obtained
by averaging over the di�erent noise realizations for a �xed MCS, channel realizations and
post-processing SNR.

The results for the SISO system transmission through a time varying and static channel
presented in Figure 6.3. In this simulations, the length in bits of the PPDU is adjusted to
each MCS in order to the PPDU consists of 310 OFDM symbols.
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Figure 6.3: SISO HT OFDM system, BER vs γaver curve through dynamic and static
channels.

The channel estimation for each packet, performed once a time by using the HT-LTF
of the preamble. If the channel is varying over the time, the channel estimation accuracy
decreases with the time. As a result if the channel is fast varying or the duration of the
PPDU is long the performance of the system is low even if the noise variance tends to
zero. We can observe that only the constellations 16 and 64 QAM are a�ected from the
existing channel estimation error. This happens as the modulation order increases without
being combined with increasing in transmit power, the system becomes more susceptible
to channel estimation errors. Consequently its important to hold the length in bits of the
PPDU �xed in order that in high order constellations the BER remains in low levels. To
simplify the simulation environment, for the rest of the report we assume that the channel
is static. The BER vs γaver curve for the SIMO 1× 2 system is presented in Figure 6.3.
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Figure 6.4: SIMO HT OFDM system, BER vs γaver curve through static channels.

The results for the MISO system 1 × 2 by using the Transmit Beamforming technique
and the same channel realizations with the SIMO simulations, are identical to the SIMO
curve. This is to be expected as well, from the analysis of the systems which done in Chapter
4.In addition the measured BER for the MISO system by using the Alamouti scheme, is
equal to the SIMO if the noise variance decreased to the half. Therefore the BER vs γaver

curves are shifted by 3dB at left.
Finally, we present in Figure 6.5 the results for the MIMO 2×2 system, with two spatial

streams.
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Figure 6.5: MIMO HT OFDM system, BER vs γaver curves through static channels.

6.3 EESM Tuning

In this section we will explain how the EESM method is tuned over all the MCS and MIMO
systems. As we explain in section 5.3, the usage of the EESM is based on the AWGN BER
curve, and the β parameter which is dependent on the MCS and it shall be optimized.
The AGWN BER curve is obtained by a link simulation. To decrease the complexity of
the AWGN system, the OFDM modulation can be ignored and the system is simpli�ed as
is shown in Figure 5.2. The full simulated NC = 200 channel realizations of the previous
section would used to tune and validate the β parameter. The �rst 100 channel realizations
over all the SNR points are used to obtain the optimal value of β parameter, and the last
100 channel realizations are used to evaluate the EESM performance. The optimal β value
selected to be that which minimizes the Mean Square Error in the log10(BER) domain,

βopt = arg min
β

MSE(β) =

{
1

Npoints

Npoints∑
i=1

∆ei(β)

}
(6.7)

where
∆ei(β) = (log10(BERiEESM(β))− log10(BERimeas))

2, (6.8)
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Npoints is the total number of di�erent pairs channel realization / noise variance, BERimeas

is the measured BER for the ith channel realization and noise variance, and BERiEESM(β)
is the estimated BER for the given β, and ith channel realization noise variance. Since the
βopt tends to be close to 1 for BPSK and QPSK, and tends to increase when the modula-
tion order or the coding rate is increasing, the optimal value β can be obtained by using
exhaustive search subject to the domain of the problem, e.g for the BPSK modulation, the
domain can be de�ned as the vector [0.5 : 0.01 : 2]. In the Figure 6.6 presented the MSE
vs β graph subject to the domain β ∈ [7 : 0.01 : 14].

Input: b : Vector which contains the β values (domain of the problem) e.g
b = [0.5 : 0.01 : 2]

Input: γjk,i,BER
i
meas, i = 1, . . . , Npoints, k = 1, . . . , NSD, j = 1, . . . , NSS

Output: MSE,βopt
Obtain the AWGN BER vs SNR curve;
m = 0;
for β ∈ b do

m = m + 1;
for i = 1 : Npoints do

Compute γeff by using the β value and the per subcarrier SNRs γjk,i from

the Equation 5.15 ;
BERiEESM = BERAWGN(γeff);

end

Compute the MSE(m) value by using the Equation 6.7;

end

Find the index idx that corresponds to the minimum value of MSE vector;
return b(idx),MSE(idx);

Algorithm 1: Parameter β calibration algorithm.
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Figure 6.6: Cost function graph versus the β parameter for a SISO system, QPSK modu-
lation and coding rate R = 3/4.

SISO System

Let us denote with MSEopt(β) the mean square error which produced from the �rst 100
channel realization and with MSEvalid(β) the mean square error which produced from the
last 100 channel realizations. The optimal β values are tabulated in Table 6.2. In addition
is presented the two mean square values for each MCS. In theory, the parameter β = βopt

value would be optimal if its minimizing the mean square error over the in�nite(or a large
number) of channel realizations which can be occur. However, a small number of channel
realizations is used to obtain the β parameter due to the high computational time of full
link simulations. The di�erence MSEopt(βopt) −MSEvalid(βopt) is an indicator of if the
sub optimal β value is tends to be optimal.

Table 6.2: EESM optimal β parameter for SISO 20MHz system.

MCS βopt MSEopt(βopt) MSEvalid(βopt)

0 1.22 0.0368 0.0422
1 2.35 0.0508 0.0715
2 2.23 0.0711 0.0750
3 8.58 0.0686 0.0643
4 10.50 0.0962 0.0822
5 40.19 0.1402 0.1295
6 41.85 0.0943 0.0884
7 41.25 0.0812 0.0835
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The Figure 6.7 will help us to understand the next graphs that will be presented. The
solid line corresponds to the AWGN BER vs SNR curve for the MCS 2 of the SISO 20MHz
channel. The points which are scattered around the curve, are the measured BER for a chan-
nel realization and 7 noise variances. The coordinates of these points are (γeff , BERmeas).
Thus, the estimate of BER for one channel realization and noise variance by means of
EESM, is the point where the vertical line as shown in the �gure, it intersects the AWGN
graph.
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Figure 6.7: BER estimates by means of EESM, and measured probabilities respectively, for
20MHz SISO channel, and MCS 2.

In Figure 6.8 shown the measured BERs values, and the AWGN curve for each MCS 0
to 7. We can observe that for higher modulation orders and / or coding rates the estimated
error increases. However, the mean estimated BER for a speci�c post-processing SNR value
strictly approximates the average measured BER as we can observe in Figure 6.9
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Figure 6.8: EESM validation for SISO channel.
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Figure 6.9: Average measure and estimated BER over 200 channels realizations.
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SIMO System

For the 20MHz SIMO channel system, the numerical results presented in Table 6.3. Note
that for a MISO system which using the Transmit Beamforming technique, the β values is
equal to the SIMO. On the other hand, for a MISO system which uses an Alamouti scheme
the per subcarrier SNR is decreased in half, and optimal β values di�er.

Table 6.3: EESM optimal β parameter for SIMO 20MHz system.

MCS βopt MSEopt(βopt) MSEvalid(βopt)

0 1.07 0.0399 0.0345
1 2.22 0.0426 0.0422
2 2.00 0.0226 0.0215
3 8.02 0.0210 0.0350
4 9.47 0.0237 0.0255
5 40.19 0.0387 0.0410
6 41.54 0.0199 0.0243
7 39.24 0.0185 0.0183

Assessing the results from the Figure 6.10 and the Table 6.3, we conclude that the 100
random channel realizations su�cient for a good estimate of the optimal value of β.
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Figure 6.10: EESM validation for SIMO 1× 2 channel.
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Figure 6.11: Average measure and estimated BER over 200 channels realizations for 20MHZ
SIMO 1× 2 Model-B channel.
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MIMO system

Since in the MIMO system 2 × 2 , two spatial streams are exists, the number of di�erent
SNRs which are used in the computation of e�ective SNR γeff , is doubled. Studying the
Tables with the numerical results about MSEs, it is obvious that for higher MCS rates,
EESM performance decreases. This may be due to the interference which is not taken into
account in our project.

Table 6.4: EESM optimal β parameter for MIMO 20MHz system.

MCS βopt MSEopt(βopt) MSEvalid(βopt)

8 1.22 0.0766 0.0527
9 2.52 0.1165 0.0848
10 2.36 0.1035 0.1151
11 8.98 0.0656 0.0640
12 10.71 0.1691 0.1352
13 35.12 0.1000 0.1004
14 40.74 0.0977 0.1014
15 43.76 0.1272 0.1040

In Figure 6.12 we observe that there is an increased estimation error in the value range
[3 · 10−1 10−2] where the curve shows increased curvature and the BER starts to decrease
drastically. This is due to parameter β which is not able to minimize the error in all slopes
of the curve. Finally in Figure 6.13 is observed that the tight correspondence between the
actual average BER and the estimated, is holds and in MIMO channels
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Figure 6.12: EESM validation for MIMO channel.
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Figure 6.13: Average measure and estimated BER over 200 channels realizations for 20MHZ
MIMO Model-B channel.



Chapter 7

Conclusion

The IEEE 802.11n(High Throughput format) was proposed in 2009 and is the �rst standard
which supports MIMO channels up to 4× 4, larger channel bandwidth and adaptive mod-
ulation coding technique in order to increase throughput. The standard 802.11n is based
on the HT PPDU format and used OFDM transmissions. The amendments 802.11ac(Very
High Throughput format), 802.11ax (High E�ciency format) is based on the 802.11n stan-
dard, extends further the bandwidth, increases the maximum modulation order and the
number of antennas to achieve higher data rates where they are required nowadays by
society. Di�erent variants of the OFDM method are widely used in the latest and next
generation WLANs. The continuous increase of the complexity of the systems, has become
time consuming the evaluation of the systems by using full link level simulations. In ad-
dition the adaptive modulation coding technique requires a fast prediction of the BER /
PER and the instantaneous channel state. The realm of this project is to study the EESM
method and provide e�cient link level simulations with low complexity cost for the 802.11n
standard. EESM is suitable for OFDM systems, as it maps the SNRs per subcarrier to one
scalar value which used to estimate the total of system performance.

The basic fundamentals of the OFDM and MIMO decoding techniques were introduced.
OFDM achieves high spectral e�ciency by overlapping the frequency response of the sub-
channels. The subcarriers are orthogonal and OFDM decouples the frequency selective
fading channel into parallel �at fading channels. MIMO provides array and diversity gains.
The details of the 802.11n PPDU format, the transmitted signal, and the structure of the
HT OFDM system are presented. Three SNR values at di�erent stages of the receiver are
de�ned. Furthermore, the background theory of the EESM method was introduced.

The system as simulated by using the Matlab WLAN Toolbox. Ideal packet detection,
CFO, CPE, and channel estimation is assumed. End-to-end simulations were done through
random channel realizations of IEEE channel mode-B, exported the average BER vs post-
processing SNR curve per MCS. Further, the optimal β parameter of EESM and the AWGN
BER curves per MCS are obtained. Finally, the BER vs post-processing SNR per MCS
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curves, are estimated by using the EESM method.
The BER vs SNR mapping results for frequency selective channels shows close concur-

rence with AWGN results which makes EESM acceptable for abstraction in system level
simulation to improve time e�ciency. Furthermore, the estimated average BER vs SNR
over a large number of random channel realizations is a good approximation of the actual
mean BER curve. Since the basic advantage of EESM is that it is calibrated once, and
after that can be used as often as needed, the EESM method can be used to estimate the
performance of the system for each parameter to be studied with a very low complexity.
Further, it can be employed as a link adaptation algorithm.

Future works in this topic may focus on investigating of the EESM performance by
handling the interference cases using the signal to Interference plus noise ratio instead
of the signal to noise ratio. In addition, the EESM method can be evaluated in larger
bandwidths, and higher Modulation schemes as 1024-QAM which provided from 802.11ax
standard.
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