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a b s t r a c t 

This study concerns reconstructing brain activity at various depths based on non-invasive EEG (electroencephalog- 
raphy) scalp measurements. We aimed at demonstrating the potential of the RAMUS (randomized multiresolution 
scanning) technique in localizing weakly distinguishable far-field sources in combination with coinciding corti- 
cal activity. As we have shown earlier theoretically and through simulations, RAMUS is a novel mathematical 
method that by employing the multigrid concept, allows marginalizing noise and depth bias effects and thus 
enables the recovery of both cortical and subcortical brain activity. To show this capability with experimental 
data, we examined the 14–30 ms post-stimulus somatosensory evoked potential (SEP) responses of human median 
nerve stimulation in three healthy adult subjects. We aim at reconstructing the different response components by 
evaluating a RAMUS-based estimate for the primary current density in the nervous tissue. We present source re- 
constructions obtained with RAMUS and compare them with the literature knowledge of the SEP components and 
the outcome of the unit-noise gain beamformer (UGNB) and standardized low-resolution brain electromagnetic 
tomography (sLORETA). We also analyzed the effect of the iterative alternating sequential technique, the opti- 
mization technique of RAMUS, compared to the classical minimum norm estimation (MNE) technique. Matching 
with our previous numerical studies, the current results suggest that RAMUS could have the potential to enhance 
the detection of simultaneous deep and cortical components and the distinction between the evoked sulcal and 
gyral activity. 
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. Introduction 

The interest for detecting subcortical brain activity has been increas-
ng in recent years since it could unlock new avenues for pathophysio-
ogical research which ultimately could lead to the treatment of brain
isorders such as Alzheimer’s disease ( Laxton and Lozano, 2013 ) and
arkinson’s disease ( Obeso et al., 2008 ). Detecting the weak activity
rom deep brain structures is a challenging task as the source is far
rom the sensors on the scalp ( Krishnaswamy et al., 2017 ). Recently,
etecting the subcortical generators has been investigated by applying
parsity constraints ( Krishnaswamy et al., 2017 ) in source domains and
mploying cortical signal suppression (CSS) ( Samuelsson et al., 2019 )
tilizing non-invasive brain measurement, i.e., electroencephalography
EEG) and magnetoenecephalography (MEG). In this study, we aim to
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econstruct both cortical and subcortical activity from the somatosen-
ory evoked potential (SEP) of the human median nerve stimulation
 Hari and Puce, 2017; Niedermeyer and da Silva, 2004; Rezaei et al.,
020b ) based on non-invasive EEG scalp measurements by applying ran-
omized multiresolution scanning (RAMUS) ( Rezaei et al., 2020b ) ap-
roach. Herein, we consider thalamus and brainstem as target subcorti-
al structures due to their significant contribution in sensory processing
 Jones, 2001; 2002; Krishnaswamy et al., 2017 ). RAMUS is a numer-
cal technique to reduce the effect of optimization and discretization
rrors. The reconstruction process of RAMUS progresses gradually from
oarse resolution to the finest one. Using a sparse source space is ad-
antageous in reconstructing the activity from weak deep-lying sources
 Krishnaswamy et al., 2017 ). RAMUS combines sampling and random-
zed lower and higher resolution projections of the candidate solution
et ( He et al., 2019; Rezaei et al., 2020b ) to improve the detectability of
he components located in the subcortical part of the brain and to ob-
ain a high resolution or focality in the cortical areas without separate
r suppressing the cortical activity ( Samuelsson et al., 2019 ). In addi-
ovember 2021 
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ion to several resolution levels, RAMUS utilizes multiple randomized
ource sets at each resolution level to enhance the noise-robustness of
he reconstruction process. This process does not restrict or suppress any
omponents of the source space, thereby, it distinguishes RAMUS from
ther approaches, e.g., the cortical signal suppression (CSS) technique
 Samuelsson et al., 2019 ). Consequently, RAMUS can be interpreted as
 technique to marginalize the effect of the noise and the source space,
.e., discretization errors, on the source localization algorithm, or as a
eneralization of that algorithm to multiple resolutions and source sets.
ere, our aim is to investigate the potential advantages and limitations
f the RAMUS in reconstructing the activity associated with the sequen-
ial latencies of human median nerve SEPs. 

In Rezaei et al. (2020b) , RAMUS was suggested to be a potential tech-
ique to detect deep activity and to distinguish simultaneous cortical
nd subcortical components. RAMUS relies on a hierarchical Bayesian
odel (HBM) combining a conditionally Gaussian prior and the in-

erse gamma (IG) hyperprior, i.e., the conjugate hyperprior ( Calvetti
t al., 2009; Lucka et al., 2012 ). Using this combination, we have pre-
iously simulated the capability of RAMUS to distinguish a subcor-
ical activity component both individually and when coupled with a
ortical one ( Götz et al., 2014; Haueisen et al., 2007; Rezaei et al.,
020b ). This situation occurs at 14 and 20 ms post-stimulus in response
o the stimulus of the human median nerve ( Rezaei et al., 2020b ).
ere we aim to show this with experimental data to reconstruct dif-

erent response components which occur 14–30 ms post-stimulus, con-
ecutively, whereas previous studies focused on reconstructing the si-
ultaneous activity of post-stimulus responses of a single time course

 Krishnaswamy et al., 2017 ). The aforementioned components involve
oth subcortical and cortical activity as the afferent volley travels from
he median nerve to the cervical spine, continuing through the subcor-
ical region, i.e., brainstem and thalamus, to the cortical structures. We
onsider an approach to estimate the primary current distribution in the
ervous tissue. Furthermore, we have included numerical experiments
or P14/N14 and P20/N20 components to verify the consistency of our
esults with the experimental datasets for three subjects. In addition to
he RAMUS technique, reconstructions were obtained by unit-noise gain
eamformer (UNGB) ( Sekihara and Nagarajan, 2008 ) and standardized
ow-resolution brain electromagnetic tomography (sLORETA) ( Pascual-
arqui, 2002 ) for the aforementioned latencies to assess the perfor-
ance of RAMUS compared with alternative inverse approaches with

espect to the reconstructed activity for both subcortical and cortical
omains. 

In general, finding the primary current distribution poses an ill-posed
nd ill-conditioned inverse problem ( Kaipio and Somersalo, 2004 ), i.e.,
 non-uniquely solvable problem which is vulnerable to measurement
r modelling uncertainties. The feasibility of detecting the subcorti-
al activity as a distribution based on non-invasive electric potential
r magnetic field measurements has been shown recently ( Andersen
t al., 2020; Attal and Schwartz, 2013; Krishnaswamy et al., 2017; Pizzo
t al., 2019; Samuelsson et al., 2019; Seeber et al., 2019 ). Various other
ptimization-based and Bayesian approaches to the source localization
roblem exist, e.g., studies by Sommariva and Sorrentino (2014) and
ramfort et al. (2012) . These however, do not consider the present

trategy of decomposing the source space directly into randomized
ets and multiple resolution levels which is motivated by the general
ensitivity analysis for inverse problems, see, e.g., Pursiainen (2008) ;
ezaei et al. (2020b) . The rationale of our present approach are the fol-

owing: (i) There is a comparably broad literature available on the orig-
nators of the peaks investigated ( Buchner et al., 1995a; 1994; 1997;
995b; Curio et al., 1997; Gobbelé et al., 1998; Götz et al., 2014; Hari
t al., 2018; Haueisen et al., 2007; Nakamura et al., 1998; Noël et al.,
996; Urasaki et al., 1990 ); (ii) as the numerical reference, we examine
ynthetic dipolar sources associated with the originators of the 14 and
0 ms peaks; (iii) the data acquired for human subjects allows us to in-
estigate whether the mathematical and numerical basis of RAMUS is
alid in the presence of modelling error and noise related to an exper-
2 
mental measurement, especially, regarding the weakly distinguishable
ar-field components; (iv) our method to analyze multiple components
llows approaching the source localization task as a sequential process
hich is important from the viewpoint of potential connectivity analysis
pplications, where the capability to localize the primary current distri-
ution accurately is a prerequisite ( Antonakakis et al., 2019; Buchner
t al., 1994; Hari et al., 2018 ). 

We present the reconstructions obtained with RAMUS technique and
ompare them with the literature knowledge of the SEP components
s well as with the outcome of UNGB and sLORETA. We also analyze
he effect of the iterative alternating sequential (IAS) method, the op-
imization technique of RAMUS, compared to the classical minimum
orm estimate (MNE) ( Hämäläinen and Ilmoniemi, 1994 ), examining
he performance MNE-RAMUS, wherein the MAP estimation process of
AMUS is carried out via MNE instead of IAS as an optimization al-
orithm. Matching with our previous numerical results presented in
 Rezaei et al., 2020b ), the findings of this study suggest that RAMUS
nhances the detection of simultaneous near- and far-field components,
nd in the former case, the distinction of the evoked sulcal and gyral
ctivity. 

This study is structured as follows. In Section 2.4 , we briefly re-
iew the investigated SEP components, the literature on their anatom-
cal origin, and describe the data, experiments, and implementation.
ection 3 presents the results and Section 4 includes the discussion. A
rief mathematical description of the RAMUS technique can be found
n Section 2.3 . 

. Materials and methods 

.1. Theoretical background 

We utilize the linear forward model of EEG, where the measurement
ector 𝐲 depends on the unknown discretized primary current distribu-
ion 𝐱 as given by Eqn 1 

 = 𝐋𝐱 + 𝐧 (1)

here 𝐧 is a Gaussian measurement noise term and 𝐋 is the lead field
atrix which can be obtained via quasi-static approximation of the
axwell’s equations and the finite element method as shown, for ex-

mple, in Miinalainen et al. (2019) . To reconstruct 𝐱 given 𝐲, we use the
BM in which the a posteriori probability of observing 𝐱 is 

( 𝐱 , 𝜽 ∣ 𝐲 ) ∝ 𝜋( 𝜽) 𝜋( 𝐱 ∣ 𝜽) 𝜋( 𝐲 ∣ 𝐱) . (2)

ere, in Eqn 2 𝜋( 𝐲 ∣ 𝐱) is a Gaussian likelihood, i.e., the probability of
easuring 𝐲 given 𝐱, and 𝜋( 𝐱 ∣ 𝛉) is a zero-mean conditionally Gaussian
 priori probability with independent components. Its variance is given
y the entries of the hyperparameter 𝜽 distributed according to the hy-
erprior 𝜋( 𝜽) . For the hyperprior, we use the inverse gamma distribution
hich is determined by the shape and scale parameters 𝛽 and 𝜃0 . As the
yperprior is heavy-tailed, some of the entries of 𝐱 are likely to have a
onsiderably large absolute value compared to the expectation. Conse-
uently, the primary current distribution presented by 𝐱 is likely to be
ocal. The shape parameter controls the weight of the tail: the smaller
he value, the heavier the tail and the more focal 𝐱. The expectation

0 ∕( 𝛽 − 1) of the hyperprior can be interpreted as the baseline variance
f the conditional Gaussian prior ( Calvetti et al., 2009 ). Thus, the square
oot of the expectation 

√
𝜃0 ∕( 𝛽 − 1) sets the expected (noise) amplitude

or the entries of 𝐱. 

.2. IAS algorithm 

To maximize the posterior, we use the iterating alternating sequen-
ial (IAS) maximum a posteriori algorithm. In IAS, the number of iteration
teps and the initial prior variance 𝜽(0) = ( 𝜃0 , 𝜃0 , … , 𝜃0 ) are the first set.
hen, the estimates for 𝐱 and 𝜽 are updated alternatingly as follows in
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Fig. 1. RAMUS algorithm with a schematic illustrations of its steps. Visualiza- 
tion of vector field reconstructions (cones) for two different resolutions. Coarse 
resolution corresponds to less variability in the cone orientations and a greater 
dispersion of the amplitude due to fewer number of source locations. 
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𝐱 𝑗+1 = arg max 
𝐱 

𝜋( 𝐱 ∣ 𝜽𝑗 ) , 

𝑗+1 = arg max 
𝜽

𝜋( 𝜽 ∣ 𝐱 𝑗+1 ) . (3) 

.3. RAMUS algorithm 

RAMUS decomposes the source space progressing from coarse resolu-
ion levels towards finer ones to enable reconstructing the weakly distin-
uishable (ill-conditioned) part of the source space ( Pursiainen, 2008 ),
ere, especially, referring to the subcortical activity. In addition to this
esolution progression, RAMUS averages the estimate over several ran-
omized source sets, for each resolution level, in order to obtain the best
eliability of the results. Below, we describe the steps of the RAMUS al-
orithm also illustrated in Fig. 1 . For a more detailed description, see
ezaei et al. (2020b) . 

Initialization Choose the desired number of resolution levels 𝐿 and
he sparsity factor (the ratio of the source counts) 𝑠 between each level.
he number of sources at a given resolution level will be 𝐾 𝓁 = 𝐾𝑠 ( 𝓁− 𝐿 ) ,
3 
here 𝓁 = 1 , 2 , … , 𝐿 is the index of the resolution level, the larger the
alue of the index 𝓁 the finer the resolution. 

Create randomized decompositions Generate a desired number 𝐷 of
ndependent multiresolution decompositions 𝔖 1 , 𝔖 2 , …, 𝔖 𝐷 each con-
isting of sequentially generated resolution levels from 1 to 𝐿 . For each
esolution level 𝓁 = 1 , 2 , … , 𝐿 , create a random uniformly distributed set
f center points ⃗𝑝 1 , ⃗𝑝 2 , … , ⃗𝑝 𝐾 𝓁 within the active brain tissue. Find source
oint subsets 𝐵 1 , 𝐵 2 , …, 𝐵 𝐾 𝓁 

applying the nearest point interpolation
cheme with respect to the center points. Each subset 𝐵 𝑗 consists of
hose source positions of the total source space , whose nearest neigh-
or with respect to 𝑝 1 , ⃗𝑝 2 , … , ⃗𝑝 𝐾 𝓁 is 𝑝 𝑗 . The average number of source
ositions associated with 𝐵 𝑗 is approximately given by the sparsity fac-
or 𝑠 . The resolution of this subdivision grows along with the number of
he center points ( Fig. 1 ). The unknown parameter in is assumed to be
onstant in each subset, and the total source count in subsets 𝐵 1 , 𝐵 2 , …,
 𝐾 𝓁 

is equal to that of the original set. A sparse enough subset will be-
ong to the set of detectable  + 𝜀 = { 𝐱 ∶ ‖𝐋𝐱‖ ≥ 𝜀 ‖𝐱‖} while in a denser
ne it might belong to  − 𝜀 = { 𝐱 ∶ ‖𝐋𝐱‖ < 𝜀 ‖𝐱‖} . 

Coarse-to-fine progression Start the reconstruction process with the
ecomposition 𝔖 1 and a suitably chosen initial guess 𝐱 (0) . For decompo-
ition 𝔖 𝑘 , find a reconstruction 𝐱 ( 𝓁) with the IAS MAP technique with
he initial guess 𝐱 ( 𝓁−1) for the resolution levels 𝓁 = 1 , 2 , … , 𝐿 . 

Averaging After going through all decompositions, obtain the final
stimate for the decomposition (basis) 𝑘 as the normalized mean 

 

( 𝑘 ) = 

𝐿 ∑
𝓁=1 

𝐱 ( 𝓁) ∕ 
𝐿 ∑

𝓁=1 
𝑠 ( 𝐿 − 𝓁) , (4)

here in Eqn 4 the denominator is to balance the effect of the multiplied
ource count following from the interpolation of a coarse level estimate
o a denser resolution level. If 𝑘 < 𝐷, move to the next decomposition,
.e., update 𝑘 → 𝑘 + 1 , and repeat the previous step with the initial guess
 

( 𝑘 −1) for the resolution level 𝓁 = 1 . Otherwise, obtain the final recon-
truction as the mean: 

 

( 𝑘 ) 
= 

1 
𝐷 

𝐷 ∑
𝑘 =1 

𝐱 ( 𝑘 ) . 

With RAMUS, we expect to minimize both random optimization and
iscretization effects as suggested in Rezaei et al. (2020b) . We update
he initial guess to obtain the best possible MAP estimate for each source
pace. Assuming that the optimization process is ideal, the discretiza-
ion effects may be approximated as independently and identically dis-
ributed and, thus, asymptotically Gaussian with a variance which tends
o zero as 𝑂( 𝐷 

−1∕2 ) . 
Technically, this process is equivalent to first evaluating the mean

or each resolution level and then normalizing that over different res-
lutions. Since the final reconstruction is obtained as a mean over all
econstruction levels, the potential systematic discretization errors also
ill be averaged with equal weighting. This approach is used, since dif-

erent resolution levels localize different details. Consequently, the de-
ails found for most of the levels are likely to gain the greatest intensity
n the final reconstruction. 

.4. Somatosensory evoked potentials (SEP) 

We study the SEP components occurring between 14 and 30 ms
ost-stimulus. Of these, the earlier components, i.e., at 14–18 ms con-
ist of deep activity including different parts of the brainstem and the
halamus. In addition to the deep activity, the responses between 20
nd 30 ms include cortical contributions which represent the maximum
eak of each corresponding component ( Cebolla et al., 2011; Haueisen
t al., 2007; Papadelis et al., 2011 ). The SEP components include pos-
tive (P) and negative (N) peaks characteristic to a given measurement
onfiguration and reference which is conventionally the forehead po-
ential ( Buchner et al., 1995a; 1994 ). The reconstruction outcome is
nvariant with respect to the reference, i.e., the positive and negative
olarity of the data. The components investigated are described below



A. Rezaei, J. Lahtinen, F. Neugebauer et al. NeuroImage 245 (2021) 118726 

Fig. 2. A visualization of brainstem and thalamus and different source configurations of synthetic source for P14/N14 and P20/N20 components. (a) displays 
different parts of the brainstem such as midbrain, pons and medulla. Label 1 illustrates the dorsal column pathway. Label 2 and 3 refer to nucleus cuneatus and nucleus 

gracilis , respectively. Label 4 depicts the medial lemniscus pathway. (b) illustrates different parts of the thalamus. VA, VL, VP, LD, and LP refer to the ventral anterior, 
ventral lateral, ventral posterior, lateral dorsal, and lateral posterior area of the thalamus, respectively. Other sections of thalamus, such as, anterior, medial, pulvinar, 
lamina and internal medullary lamina are also depicted. In the center, exploded head model is illustrated including cortical and subcortical structures. (c) shows 
the location of synthetic source at posterior wall of the central sulcus, i.e., Brodmann area 3b that corresponds to the SEP responses. (d) demonstrates the synthetic 
source (blue) as the main generator for P14/N14 component at medial lemniscus in brainstem and (e) shows an originator in ventral posterolateral (VPL) thalamus. 
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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e  
n their temporal order of occurrence. The mechanism of detecting the
uadrupolar afferent volley in the subcortical structures is explained in
 Buchner et al., 1995b ); a quadrupole causes a weak field and is, there-
ore, detectable only at locations with discontinuities in the conductivity
istribution, where one of the two dipoles constituting the quadrupole
ecomes visible. Fig. 2 depicts the different anatomical structures of the
rainstem and thalamus to enlighten how the active components corre-
pond to the deeper structures. 

.4.1. P14/N14 

P14, the positive component at 14 ms, corresponds to a far-field po-
ential and can be detected with ipsilateral centroparietal (CPi) elec-
rode, using a noncephalic reference, normally the contralateral Erbs
oint (EPc). In ( Buchner et al., 1995a ), its visibility in the stimulation
f the right median nerve has been shown for C3, F3 and P3 electrode of
 standard 10–20 electrode cap with average reference. The P14 posi-
ive far-field peak is generated at 14 ms latency in the brainstem region,
articularly, in the medial lemniscus ( Buchner et al., 1995a; Mauguière
t al., 1983; Noël et al., 1996 ). The turning point between P14 and N14
s located at the medulla-pontine junction. Thus, the location of the P14
eak is considered to be above the cuneate nucleus ( Passmore et al.,
014; Urasaki et al., 1990 ) which travels to the ventral posterolateral
art of the thalamus ( Mauguière et al., 1983 ). 

.4.2. P16/N16 

The far-field potential for the P16/N16 component is located either
t the sub-thalamic region or it constitutes a thalamo-cortical radiation
 Buchner et al., 1995b; Tsuji et al., 1984 ). The P16 component revealed
ubcortical activity in the ventral thalamus which was maintained in
atients with a lesion in Buchner et al. (1995b) . Furthermore, a study
y Hsieh et al. (1995) depicted that a negative peak, N16, originates
4 
rom the cuneate nucleus. In Tsuji et al. (1984) , N16 is suggested to
eflect the subcortical activity onto the fronto-central areas. 

.4.3. P18/N18 

At 18 ms, the far-field activity is a relatively widespread bilat-
ral distribution and involved with multiple generators from the brain-
tem ( Mauguière et al., 1983; Noël et al., 1996 ) to the upper mid-
rain and the thalamus, where the negative peak, N18, is detectable
 Mauguière and Desmedt, 1989; Nuwer, 1998; Passmore et al., 2014 ).
n Urasaki et al. (1990) , the N18 peak is suggested to be generated be-
ween the upper pons and midbrain, excluding the thalamus as an active
rea. However, ( Noël et al., 1996 ) recommended that the N18 peak is
riginated in the lower medulla nuclei and the study by ( Sonoo et al.,
992 ) concluded that the N18 peak is derived from the dorsal column
o the cuneate nucleus by the primary afferent depolarization. 

.4.4. P20/N20 

The P20/N20 component reflects the maximum peak of the primary
omatosensory cortex (SI), which is located at the posterior bank of the
entral sulcus in Brodmann area 3b ( Allison et al., 1991; Antonakakis
t al., 2019; Buchner et al., 1994; Fuchs et al., 1998 ) and can be ob-
erved from a contralateral centroparietal (CPc) electrode measurement
sing CPi electrode as a reference ( Fried et al., 2014 ). The visibility
f P20/N20 in the F3 electrode of 10–20 system (right median nerve)
ith average reference has been shown in Buchner et al. (1995a) . As a

halamo-cortical projection, thalamus can be active simultaneously as
hown, e.g., in Götz et al. (2014) . 

.4.5. P22/N22 

The maximum peak of 22 ms latency is detectable at the crown of
ither the first precentral (Brodmann area 4) or postcentral (Brodmann
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rea 1) gyrus corresponding to a radially-oriented source ( Allison et al.,
991; Buchner et al., 1994; Fuchs et al., 1998 ). Correspondingly, thala-
us was found to be active when the maximum amplitude was detected

or the P22/N22 component ( Papadelis et al., 2011 ). In the subcorti-
al structure, the maximum amplitude for the P22/N22 component was
ound to be located at the thalamus ( Haueisen et al., 2007 ). 

.4.6. P30/N30 

The peak 30 ms post-stimulus builds a network between cortical
nd subcortical structures including the basal ganglia, thalamus, pre-
otor areas, and primary somatosensory cortex, and is employed as a
arker for sensorimotor processing ( Passmore et al., 2014 ). Namely,

t links the motor, pre-motor and pre-frontal cortex area ( Cebolla
t al., 2011; Chéron et al., 1994; Passmore et al., 2014 ). Moreover,
ebolla et al. (2011) suggested that the P30/N30 component involves
omatosensory activity which is located in Brodmann area 3b ( Allison
t al., 1991; Buchner et al., 1994 ) of the primary somatosensory cortex.
owever, it does not show that maximum activity contributed to this
rea. Particularly, N30, corresponds to the pre-central (BA4 and BA6)
nd the pre-frontal (BA9) cortex ( Cebolla et al., 2011 ), in which also
eep structures, namely, basal ganglia and ventrolateral thalamus were
dentified, when N30 was at its maximum peak ( Cebolla et al., 2011;
assmore et al., 2014; Pierantozzi et al., 1999; Schell and Strick, 1984 ).

.5. Subjects and ethical clearance 

SEP datasets for this study were obtained for three right-handed
ealthy adult male subjects ( I ), ( II ) and ( III ), 49, 32 and 27 years old, re-
pectively. The subjects had no history of psychiatric or neurological dis-
rders and had given written informed consent before the experiment.
he institutions ethical review board (Ethik Kommission der Ärztekam-
er Westfalen–Lippe und der WWU) approved all experimental proce-
ures on 02.02.2018 (Ref. No. 2014-156-f-S). The Neurophysiological
ata and head model (for one subject) are available at the Zenodo por-
al. 1 

.6. MRI acquisition and SEP data preprocessing 

For each head model, MRI dataset was measured by MAGNETOM
risma scanner 3.0 T (Release D13, Siemens Medical Solutions, Erlan-
en, Germany) with T1-weighting (T1W) fast gradient-echo pulse se-
uence using water selective excitation to avoid fat shift (TR/TE/FW
 2300/3.51 ms/8 ◦, inversion prepulse with TI = 1.1 s, cubic voxels
f 1 mm edge length) and T2-weighting (T2W) turbo spin echo pulse
equence (TR/TE/FA = 3200/408 ms/90 ◦, cubic voxels, 1 mm edge
ength). 

The SEP measurements were performed by stimulating the median
erve of the right wrist with the subjects lying in a supine position in an
lectromagnetically shielded room to avoid head movement and cere-
rospinal fluid (CSF) effects due to the brain shift in relation to the
RI ( Rice et al., 2013 ). SEP measurements were performed using 80
gCl sintered ring electrodes (EASYCAP GmbH, Herrsching, Germany)

ncluding 74 EEG channels in total (10–10 system) and excluding defec-
ive sensors in the pre-processing step. 

The electrode positions of the EEG cap were digitized using a Pol-
emus device (FASTRAK, Polhemus Incorporated, Colchester, Vermont,
.S.A.) before the measurements. Following the guideline of averaging
000–2000 trials for spinal and subcortical SEPs ( Cruccu et al., 2008 ),
 total number of 1200 stimuli were obtained during a 9 min measure-
ent session. The monophasic electrical pulse duration was 0.5 ms, and

o determine the magnitude, the stimulus strength was increased until
humb twitching was observed. 

In the pre-processing stage, the measurement was divided into
qually large segments of 300 ms, subdivided into 100 ms pre-stimulus,
1 https://doi.org/10.5281/zenodo.3888381 

5 
timulus and 200 ms post-stimulus sub-intervals. The inter-stimulus in-
erval varied randomly and uniformly between 350 and 450 ms to avoid
abituation. The frequency range from 30 to 600 Hz was investigated
s the best possible approximation of the 30 to 3000 Hz reference inter-
al for SEPs ( Aminoff, 2012 ) incorporating the Nyquist criterion with
espect to the applied 1200 Hz sampling rate. A notch filter was applied
o eliminate the interference caused by the 50 Hz power line frequency
nd by the 60 Hz of the monitor (where the subjects watched a video
uring the measurement to increase their attention), including the har-
onics. 

The responses measured for the different stimuli were averaged to
roduce the SEP data, the amplitude of which was normalized to one.
he FieldTrip software was applied to first visually reject the bad chan-
els and then to reduce the non-cerebral activity based on a threshold-
ased procedure. This was followed by visual inspection of the candidate
ad trials in each modality. 

The time points for the SEP components were chosen by first de-
ecting the P14/N14 and P20/N20 peaks from the averaged measure-
ent data, as these have shown to be clearly detectable based non-

nvasive electrode measurements, as described above and demonstrated
n Buchner et al. (1995a) ; Fried and Legatt (2012) ; Fried et al. (2014) ;
ötz et al. (2014) ; Haueisen et al. (2007) . This process was to reduce
ny potential inter-individual latency differences due to, e.g., the sub-
ects’ different arm lengths (62, 60, 62 cm for ( I ), ( II ) and ( III ), re-
pectively), room temperature (here the same constant for each subject)
nd stimulus amplitude (here twice the motor threshold) Stühr (2005) .
he difference between the observed mean latencies of P14/N14 and
20/N20 has been suggested to be 6 ms (with standard deviation of
 1 ms) Connemann et al. (1999) which was observed to be the dif-

erence also with the subjects of this study. The other components
ere fixed based on their mean difference to the observed P14/N14
eak, which for P16/N16, P18/N18, P22/N22, and P30/N30 has been
ound to be 2, 4, 6, and 16 ms (with standard deviation of < 1 ms)
reater than the latency of P14/N14 with smaller than 1 ms dis-
repancies Connemann et al. (1999) ; Hoshiyama and Kakigi (2001) ;
sieh et al. (1995) . 

The relationship between the average referenced data and the to-
ography is illustrated in Fig. 3 . It shows the SEP components’ traces
t different latencies and the corresponding topography for subject
 I ). To show the correspondence of these data and the findings of
uchner et al. (1995a) for P14/N14, P18/N18, P20/N20, and P22/N22,
ee Figure 8 therein, and Buchner et al. (1994) for P30/N30, the laten-
ies chosen have been overlaid with the curves of electrodes F3, C3 and
3. 

.7. Numerical implementation with Zeffiro interface 

The forward and inverse solvers applied in this study were imple-
ented in Matlab (The MathWorks Inc.) as a part of the Zeffiro Inter-

ace (ZI) ( He et al., 2019 ) code package which is openly available in
itHub. 2 . ZI is a tool enabling finite element (FE) based forward and

nverse computations in electromagnetic brain applications. The for-
ard approach of ZI together with the basic version of the IAS inver-

ion approach have been validated numerically in Calvetti et al. (2009) ;
iinalainen et al. (2019) ; Pursiainen (2012) . ZI generates a uniform

etrahedral finite element mesh. Each source distribution is obtained by
icking a randomly (uniformly) permuted set of tetrahedron centers in
he brain compartment. Due to the uniform mesh structure, this strategy
eads to an evenly distributed set of source points. 

.8. Finite element mesh 

The FE mesh was generated based on T1-weighted and T2-weighted
RI sequences measured by a 3T MRI scanner. A six-layer tissue com-
2 https://github.com/sampsapursiainen/zeffiro _ interface 

https://doi.org/10.5281/zenodo.3888381
https://github.com/sampsapursiainen/zeffiro_interface


A. Rezaei, J. Lahtinen, F. Neugebauer et al. NeuroImage 245 (2021) 118726 

Fig. 3. 1st row: Butterfly visualization of the SEP components’ traces and the corresponding topographies for different latencies as obtained for Subject ( I ). 2nd–4th 

row: To show the correspondence of these data and the findings of Buchner et al. (1995a) for P14/N14, P18/N18, P20/N20, and P22/N22, see Figure 8 therein, 
and Buchner et al. (1994) for P30/N30, the latencies chosen have been overlaid with the curves of electrodes F3, C3 and P3. The components determined by mainly 
subcortical, cortical tangential and cortical radial originators are shown in the vertical columns from left to right, respectively. Likewise in Buchner et al. (1995a, 
1994) , F3 corresponds to P14/N14, P18/N18, P20/N20 and P30/N30, C3 to P18/N18 and P22/N22, and P3 to P22/N22. 
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artment conductivity model was used: skin, scalp (0.33 S/m), skull
0.0064 S/m), cerebrospinal fluid (CSF) (1.79 S/m), white matter (0.14
/m) and gray matter (0.33 S/m) ( Dannhauer et al., 2011 ). The differ-
nt tissue compartments were reconstructed by the FreeSurfer 3 software
uite. The subcortical structures were extracted based on FreeSurfer’s
seg atlas. The conductivity of these structures was coupled to that of

he cerebral cortex, i.e., 0.33 S/m similar to, e.g., Shahid et al. (2014) .
he eventual FE mesh was obtained by importing the resulting surface
3 https://surfer.nmr.mgh.harvard.edu/ 

R  

l  

a  

6 
egmentation to ZI, where a 1 mm resolution FE mesh with 28 M tetra-
edra and 4 M nodes was generated per single head model. 

.9. RAMUS Inversion 

The inverse RAMUS technique was applied for 5 decomposition lev-
ls from the coarsest to the finest level. The sparsity factor, that is, in
AMUS, the ratio between source counts for two subsequent resolution

evels, was set to be 10, the total number of decompositions was 500,
nd that of the source positions was 100,000. Following from the orien-

https://surfer.nmr.mgh.harvard.edu/
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Table 1 

The computing time for each reconstruction 
method obtained using an office workstation 
with 3.70 GHz 10-core CPU (FP32 perfor- 
mance 1,504.0 GFLOPS), 128 GB RAM, and 
GPU (FP32 performance 7.119 TFLOPS) with 
8 GB of GPU RAM is presented in seconds. For 
RAMUS, the reconstruction time was evalu- 
ated for 500, 100, and 10 decompositions. 

Computing time 

Method Time (seconds) 

RAMUS (500 dec) 256.0 s 
RAMUS (100 dec) 50.4 s 
RAMUS (10 dec) 5.4 s 
sLORETA 0.7 s 
Beamformer 35.5 s 
MNE 0.28 s 
MNE-RAMUS 63.9 s 
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ation of the cortical pyramidal cells ( Creutzfeldt et al., 1962; Schmidt
nd Thews, 1990 ), the cortical responses were associated with the di-
ection of the cortex surface normal . The orientation of the activity was
ot constrained in the subcortical nuclei, where the neurons do not have
 distinct orientation with respect to the surface ( Attal et al., 2012 ). 

The shape and scaling parameters of the hyperprior were set to 𝛽 = 3
nd 𝜃0 = 1E-8. Of these, the scale parameter is the governing one. It co-
ncides with the value range applied in Rezaei et al. (2020b) . The shape
arameter affects the tail-length of the hyperprior and, thereby, the mag-
itude of the actual source currents (outliers) in comparison to the fluc-
uations due to the noise effects. A justification for the present choice
nd approach to choose 𝛽 and 𝜃0 can be found in Rezaei et al. (2020a) in
hich a model for selecting hyperprior parameters in the case of single
ut variable source space resolution was developed via numerical sim-
lations and also the present SEP datasets. In this model, the scale pa-

ameter is of the form 𝜃0 = 𝜃
(total) 
0 ∕ 𝑁 following from the requirement

hat the hyperprior variance per a volume unit is maintained constant
espite the varying source space density. In RAMUS, this model is ap-
lied considering the coarsest source space resolution, since it is the
rst resolution level in the iterative reconstruction process, i.e., here
(total) 
0 = 1 𝐸 − 7 and 𝑁 = 10 . 

The scale parameter choice can be also motivated via the a priori ex-
ected realization (noise level) of the unknown, which is given by the ex-
ectation of the hyperprior, i.e., 

√
𝜃0 ∕( 𝛽 − 1) = 

√
1E-8 ∕2 ( Section 2.1 ),

hich is roughly 3E-2 ⋅2E-9 ⋅1E6, where 3E-2 is the 3% noise standard
eviation, 2E-9 Am (3 nAm) a coarse estimate for the smallest a pri-

ri detectable neural source amplitude, and 1E6 scaling factor in micro
nits, as the measurement units are in microvolts and the lead field ma-
rix is in SI-units. With the tail set by the shape parameter, the actual
urrents will have approximately 1E-9 times the hyperprior probabil-
ty of the noise fluctuations, which we assume to appropriately ensure,
n one hand, that the noise effects in the reconstruction will be minimal
nd, on the other hand, the probability of detecting an actual source will
e sufficiently large compared to the numerical accuracy of the solver,
.e., machine epsilon which with the current 64-bit binary floating point
ccuracy may be assumed to be less than 5E-16. 

.10. Alternative source localization techniques 

Alternative UNGB, sLORETA, and MNE reconstructions were ob-
ained for the highest-resolution source space. UNGB and sLORETA were
elected as they are depth-weighted techniques, thereby allowing for
ore accurate reconstruction of deeper sources than the classical MNE,
hich here is considered as an alternative optimization technique to the

AS applied in RAMUS, as it constitutes the first step of the IAS iteration.
The level of regularization for sLORETA and MNE was obtained

rom the scale parameter which can be associated with the variance
f a Gaussian prior as shown in Rezaei et al. (2020a) . Thereby, the

NE regularization parameter is of the form 𝜃
(total) 
0 ∕( 𝜎2 𝑁) as found

n Rezaei et al. (2020a) . The current parameter choice is within 10 dB
ange from the default MNE regularization used, for example, in the
rainstorm software Tadel et al. (2011) ; Tutorial 22: Source estima-
ion (2020) . In UNGB, to obtain the best possible performance for the
ifferent SEP latencies, the data covariance matrix was calculated sep-
rately for each latency using the measurement dataset of that latency
an Veen et al. (1997) . The standard regularized form 𝐂 + 𝜆𝐈 , where
= 0 . 05 as, e.g., in Jaiswal et al. (2020) , was applied. 

We also tested the performance of MNE-RAMUS, i.e., RAMUS with
NE as the optimization technique instead of IAS. More generally,
NE can be interpreted as the MAP estimate corresponding to a non-

onditional Gaussian prior model, whose prior variance is fixed to the
nitial stage of the IAS MAP estimation process ( Calvetti et al., 2009 ).
oreover, to find the effect of randomization and averaging, we per-

ormed a test with single-decomposition RAMUS, i.e., RAMUS recon-
7 
truction obtained by a single multiresolution decomposition without
veraging. 

.11. Experiments 

The primary current distribution corresponding to P14/N14,
16/N16, P18/N18, P20/N20, P22/N22, and P30/N30 component was
econstructed using RAMUS, UNGB and sLORETA and the data of sub-
ects ( I ), ( II ), and ( III ). To complement these experiments, we conducted
umerical tests utilizing the head model of the subject ( I) and synthetic
ipolar sources for modelling the P14/N14 and P20/N20 components
 Fig. 2 ) and comparing the obtained reconstructions with RAMUS, MNE
nd MNE-RAMUS. Additionally, the following numerical tests ( Fig. A.6
ppendix) were performed: (a) a source configuration with numerically
odelled auditory sources in the left hemisphere was examined as a

omplementary numerical source setting for simultaneous subcortical
s. cortical source localization; (b) an extended source 𝐱 ( 𝑒 ) was cre-
ted via projecting and backprojecting a dipolar source 𝐱 ( 𝑑) as given by
 

( 𝑒 ) = 𝐋 

𝑇 𝐋𝐱 ( 𝑑) ; (c) a single source with location corresponding to (i) post-
entral gyrus, (ii) posterior bank of the central sulcus, and (iii) posterior
art of the upper brainstem was reconstructed using RAMUS with 5 and
 resolution levels, and comparing the results with a single-level recon-
truction obtained with the coarsest level of 5 and 3 and with the highest
esolution in each case; (d) maps of the spatial mean error and standard
eviation ( Hauk et al., 2011 ) were evaluated for RAMUS, UNGB and
LORETA reconstructions to approximate the mean localization error
nd dispersion in reconstructing a single dipole. Each measure was ob-
ained in a 60 mm diameter sphere centered at the dipole location. In
ll numerical tests, zero-mean Gaussian white noise with standard de-
iation of 3% with respect to the maximum data amplitude was added
o the noiseless simulated data. 

. Results 

The results obtained with RAMUS and the alternative techniques
NGB, sLORETA, MNE, and MNE-RAMUS are shown on (1) a high-

esolution folded cortex surface with 600.000 triangular surface ele-
ents, (2) a downsampled inflated cortex with 100,000 triangular sur-

ace elements and (3) a subcortical structure including left and right
halamus and brainstem. The maximum amplitude of each reconstruc-
ion is normalized to one. In the inflation process, downsampling was
pplied to enhance the regularity of the surface geometry and the qual-
ty of the visualization. The computing time for each reconstruction, i.e.,
AMUS (5 levels, 500, 100, and 10 decompositions), sLORETA, UNGB,
NE, and MNE-RAMUS is presented in Table 1 . 
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.1. Reconstruction of SEP components 

The reconstructions of the measured and numerically simulated SEP
omponents can be found in Figs. 4 and 5 . Fig. 4 visualizes the re-
onstructions obtained for the P14/N14, P16/N16, P18/N18, P20/N20,
22/N22, and P30/N30 components with respect to both cortical and
eep activity for subjects ( I )–( III ). The effect of the RAMUS technique
s demonstrated in Fig. 5 via complementary reconstructions. We first
onsider the results obtained for the subject ( I ), whose dataset was used
s a reference in selecting the parameters of the reconstruction process.
hen, the comparisons to the subjects ( II ) and ( III ) as well as to the
omplementary results are presented in Figs. 4 and 5 . Further comple-
entary reconstructions were obtained for the numerically simulated

uditory sources that can be found in Appendix ( Fig. A.6 (a)). 

.2. Subject ( I ) 

The deep P14/N14 component in subject ( I ) ( Fig. 4 ) is reconstructed
n the areas from the brainstem to the midbrain. In other words, the
ubcortical activity reflects the afferent volley traveling from the medial
emniscus to the thalamus. The activity was also weakly projected to
he cortical areas, notably to the parietal lobe. This weak activity might
ccur due to the ongoing processing of the preceding trial, even when
rying to reduce phase-locking by means of the randomization of the
nter-stimulus interval when the stimulation is still going on with later
rials. 

The deep activity of the P16/N16 component is here found in the
ower part of the brainstem, particularly in the cuneate nucleus, and it
s also distributed over the anterior and ventral thalamus. This projects
lightly onto the cortical surface mainly in the frontal part, which we
nterpret to be the result of the above-mentioned uncertainty (noise)
ffects of the measurement and stimulation process. 

The activity for the P18/N18 component was found to be widely
istributed over the brainstem. It is maximized in the lower part of the
edulla, dorsal column, decreasing towards the upper pons and mid-

rain. As can be observed from the results, the thalamus is slightly active
n the ventral posterolateral (VPL) part. The cortical projection reflects
he activity from the occipital lobe to the parietal region, which we in-
erpret as a potential consequence of the measurement and stimulation
ncertainties, e.g., inter-stimulus cortical activity remainder. 

The cortical activity for P20/N20 component is located at the pri-
ary somatosensory cortex (SI), cytoarchitectonic area 3b at the pos-

erior wall of the central sulcus. The corresponding deep activity was
ound to be widespread, extending from the medulla to the thalamus
ith its maximum in the midbrain and the ventrolateral region of the

eft thalamus. 
The cortical part of the P22/N22 reconstruction was concentrated

n the parietal lobe, especially the postcentral gyrus. The deep activity
as maximized in the left ventral thalamus with some contribution to

he medulla and midbrain. 
The P30/N30 amplitude was found to be visible in the post-central

ortex and frontal lobe (BA4, BA6, and BA9). In the former, both the
ulcus (SI) and the gyrus were activated, whereas, in the latter, par-
icularly BA4 and BA6, the activity was mainly sulcal. The subcortical
mplitude was found to be concentrated on the ventrolateral part of the
eft thalamus, and also from the upper part of the pons to the midbrain.

.3. Comparison to subjects ( II ) and ( III ) 

Comparing the experimental results ( Fig. 4 ) obtained in subject ( I )
o the cases of ( II ) and ( III ), one can observe that the cortical (sulcal and
yral) and subcortical (thalamic and sub-thalamic) activity components
re essentially similarly distinguished in each case with the following
ifferences. 

In the case of ( II ), the activity observed for P14/N14 and P16/N16
s overall more focused on sub-thalamic structures than in ( I ). The tha-
8 
amic activity observed for the subject ( I ) corresponding to P16/N16
s absent. P18/N18 includes an early cortical projection (red) due to
he remaining phase-locked activity of the preceding trial. In the case
f subject ( III ), P14/N14 and P16/N16 involve an occipital projection
hich is absent in ( I ) and ( II ). Akin to ( II ), P18/N18 involves an early

ortical projection. Subject ( I ) reveals mainly only contralateral dipolar
ctivity for P20/N20, while subjects ( II ) and ( III ) show slight ipsilateral
ctivation with topographies that are not only contralateral, but also
psilateral dipolar activation which might be due to remaining and pos-
ibly also bi-lateral phase-locked activity to the preceding trial. In the
ase of P22/N22, the thalamic activity is suppressed compared to ( I ). 

In the case of subject ( III ) the reconstructed cortical activity for the
30/N30 emerged to be more widespread and includes a stronger frontal
ontribution compared to ( I ) or ( II ), while the post-central gyrus and 3b
rea more strongly reconstructed for the subject ( II ). Furthermore, ac-
ording to the topography for each subject ( Fig. 4 ), the P30/N30 com-
onent for subject ( I ) has opposite polarity compared to subjects ( II )
nd ( III ). 

.4. Comparison to alternative reconstruction techniques 

In the reconstructions obtained with unit-noise gain beamformer
UNGB) and sLORETA ( Fig. 4 ) for subject I , the reconstructed activity
s concentrated on deep structures between 14 to 18 ms, particularly,
t brainstem and medial lemniscus while no activity is detected on the
ortical surface. At 14 ms, the maximal current is detected at the pons
ith both UNGB and sLORETA. Akin to RAMUS, at 16 and 18 ms, the
ctivity is maximized close to the cuneate nucleus, the lower part of the
edulla, with sLORETA but not with UNGB. Compared to RAMUS, the

omponents from 20 to 30 ms with simultaneous cortical and subcortical
ctivity have a less distinct cortical projection when reconstructed with
NGB and sLORETA. For the sulcal component of P20/N20 this is the
ase only with UNGB, and for the gyral P22/N22 with both UNGB and
LORETA. At 30 ms, both UNGB and sLORETA show simultaneous corti-
al and subcortical activity, which has a weaker gyral contribution com-
ared to the RAMUS reconstruction. Similar to RAMUS, the UNGB and
LORETA reconstructions obtained with subjects ( II ) and ( III ) are overall
n line with the case of subject ( I ). The early cortical projection obtained
ith RAMUS at 18 ms was observed also with UNGB and sLORETA. In

he case of UNGB, it is more suppressed than with sLORETA, which is
learly due to the generally less distinct cortical component yielded by
NGB. Numerically simulated maps of the localization accuracy and
ispersion of RAMUS, UNGB and sLORETA can be found in Appendix
 Fig. A.6 (d)). 

.5. Complementary results with synthetic data 

Reconstructions of the synthetic P14/N14 and P20/N20 components
re presented in Fig. 5 . In addition to RAMUS, we applied standard
single-resolution) MNE ( Hämäläinen and Ilmoniemi, 1994 ) method and
NE-RAMUS for multiresolution levels to show and compare the effect

f RAMUS on the reconstructed activity. 
For P14/N14 component (a), the results obtained with RAMUS are

onsistent with the source reconstruction on the real dataset in Fig. 4 at
4 ms for component P14/N14, as the activity mainly stems from the
edial lemniscus in brainstem whereas cortical activity is diminished.
NE reveals no strong activity for either the cortex or subcortical region.

n contrast, MNE-RAMUS shows the P14/N14 generator reconstructed
or the medial lemniscus. 

RAMUS for the P20/N20 component (b) demonstrates the focal cor-
ical activity at Brodmann area 3b and simultaneous deep activity at
he ipsilateral VPL thalamus which is in line with the reconstructions
btained with the real dataset in Fig. 4 at 20 ms. MNE depicts the recon-
tructed superficial activity while the deep activity in the VPL thalamus
s not very intense compared to that obtained with the RAMUS tech-
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Fig. 4. The reconstructions (RAMUS, UNGB and sLORETA) and topographical plots for the 14–30 ms post-stimulus peaks P14/N14, P16/N16, P18/N18, P20/N20, 
P22/N22, and P30/N30 obtained for subjects ( I )–( III ). Horizontal lines highlight the components P14/N14 and P20/N20, i.e., the first subcortical component and 
the first component involving a known SEP cortical response, respectively. In each visualization, a frontal view of the folded cortex and the inflated surface next to 
that is shown to demonstrate the cortical activity distribution. The frontal and lateral views of the subcortical reconstructions are also illustrated. The reconstructions 
are normalized to 1 with respect to the maximum amplitude of the reconstructed activity. 

9 
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Fig. 5. Complementary results obtained using the head model of subject ( I ), visualizing the activity reconstructed with synthetic sources (shown in green with 
respect to the source locations demonstrated in Fig. 2 (c) and (d)) for P14/N14, and P20/N20, and the reconstructions obtained with the experimental data of the 
P22/N22 component measured in subject ( I ). For P14/N14, and P20/N20, the following three reconstructions are shown: RAMUS, MNE, and MNE-RAMUS; the last 
one is a technique in which RAMUS is applied using MNE instead of the IAS as the optimization algorithm. Single-decomposition RAMUS (Single-dec. RAMUS), i.e., 
RAMUS without averaging, was applied in the case of P22/N22. The reconstructions are normalized to 1 with respect to the maximum amplitude of the reconstructed 
activity. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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ique. MNE-RAMUS shows the cortical activity as well as distributed
eep activity in thalamic nuclei for P20/N20 component. 

.6. Complementary results with experimental data 

The P22/N22 component is involving both extremely superficial (gy-
al) and deep activity and was investigated in complementary source
ocalization tests which are performed for subject ( I ). P22/N22 was
elected for these tests as it was generally the most sensitive SEP
omponent with respect to the parameter changes. Subfigure (c) of
ig. 5 demonstrates the effects of the resolution, multiresolution decom-
osition, and randomization observed in the tests. MNE-RAMUS found
oth deep and superficial activity, the former one of these being, how-
ver, less pronounced than in the case of RAMUS. When multiple reso-
ution levels were used without randomization or averaging, i.e. single-
ecomposition RAMUS was applied, the cortical activity was found to
e reconstructed on the crown of the gyrus and the deep activity was
etected simultaneously, however, with a considerably coarser pattern
han with multiple decompositions. 

. Discussion 

.1. Our observations 

The recent studies Pizzo et al. (2019) ; Seeber et al. (2019) have sug-
ested that the scalp measurements can be sufficient to distinguish sub-
ortical brain activity. These findings concern a high-definition elec-
rode configuration and frequency filtering, respectively. Here, in ad-
ition to the deep activity, we consider the Brodmann area 3b ac-
ivity for P20/N20, radial and focally lateral activity for P22/N22
 Papadelis et al., 2011 ), and extended activity for Brodmann area 3b
or P30/N30 component ( Cebolla et al., 2011 ). Our observations com-
ared to original patterns referring to the existing literature can be found
ummarized in Table 2 . 

Based on the presented results, we consider RAMUS ( Rezaei et al.,
020b ) to be a promising technique to detect activity in both cortical and
ubcortical structures potentially improving the capabilities of the un-
erlying IAS technique. The results were obtained for the healthy adult
ubjects ( I )–( III ) suggest that RAMUS detected the early 14–30 ms cor-
ical and subcortical responses to median nerve SEP appropriately with
espect to the physiological literature reviewed in Section 2.4 . Further-
ore, the reconstructions obtained for different subjects have an ap-
10 
ropriate mutual similarity with some differences which might be due
o remaining noise, remaining phase-locking to the preceding trial and
iscrepancies in signal processing. This might affect especially the sub-
ortical components which are sensitive to noise, and to subject-wise
ariation, e.g., in the thalamo-cortical radiation ( Buchner et al., 1995b ),
hich is a possible cause of the intersubject differences observed in the

halamic activity at 16 ms and the early cortical projection detected at
8 ms post-stimulus in ( II ) and ( III ). Besides the results obtained with
he experimental data, numerical simulations suggest that we can find
arallel results with simulated P14/N14 and P20/N20 components. An
dditional source configuration including a dipole in the supratempo-
al gyrus of the left hemisphere and in the posterior part of the upper
rainstem was included to demonstrate the functionality of the RAMUS
echnique for finding a reconstruction in another potential setting in-
olving both superficial and deep activity. 

We used the frequency range of 30–600 Hz, a subinterval of the
idely applied 30–3000 Hz, where the latter follows the guideline by
minoff (2012) . The upper limit of the range applied was the highest
ossible to follow the Nyquist criterion, with respect to the 1200 Hz data
ampling frequency. Having high enough frequencies presented in the
ata was found to be necessary, in particular, for distinguishing subcor-
ical activity. To the best of our knowledge, we provide the first results
n the context of inverse modelling to reconstruct not only the subcor-
ical activity but also analyzing its connection to the cortex simulta-
eously for different consecutive time points. Following this, no other
onstraints in addition to those concerning the physiology of the active
issue, which highlights the potential applicability of our approach in
he analysis of somatosensory networks, i.e., the brain areas involving
EPs as a response to a stimulus, as well as their function and connec-
ivity. 

Our results suggest that, in RAMUS, both multiple resolution levels
nd randomized decompositions are significant features. The 5 resolu-
ion levels and 500 decompositions utilized in the reconstruction pro-
ess were considered to be sufficient for generating a robust and focal
nough estimate for the cortical and subcortical activity. That is, the
btained estimate is principally the same between different inversion
uns. Using a lower number of decompositions, e.g., 100, was found
o lead to some amount of random fluctuations. With the current set of
ultiple resolutions, we could reconstruct sources with different depths,

ontrary to our tests with a single-resolution. Moreover, we showed that
o reconstruct simultaneous gyral and thalamic activity appropriately,
t is advantageous to apply both multiple resolution levels and multi-
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Table 2 

A summary of our observations w.r.t. the activity reconstructed via RAMUS ( Fig. 4 ) and patterns reported in the literature. 

Peak Observation Literature 

P14/ N14 Activity is mainly restricted to the subcortical part. Minor cortical 
fluctuations were observed due to remaining phase-locked activity of the 
preceding trial. Maximum activity matches roughly with the medial 
lemniscus pathway. Intersubject variations inside the subcortical structure 
concern mainly the area of the thalamus. 

Subcortical generator for P14 positive peak is distinguished above the 
cuneate nucleus ( Urasaki et al., 1990 ) and in brainstem region, especially, 
medial lemniscus ( Noël et al., 1996 ) to VPL part of the thalamus 
( Mauguière et al., 1983 ). The turning point between P14 and N14 is located 
at the medulla-pontine junction. 

P16/ N16 Activity is mainly restricted to subcortical region. Maximum in thalamus 
observed in ( I ) is absent in ( II ) and ( III ). 

P16/N16 subcortical activity occurs mainly in the sub-thalamic region. The 
generator for this component stems from cuneate nucleus and VPL thalamus 
( Buchner et al., 1995b; Hsieh et al., 1995 ). 

P18/ N18 Activity is mainly limited to the subcortical area in ( I ), while ( II ) and ( III ) 
show a cortical projection. 

This component has multiple generators in the brainstem ( Mauguière et al., 
1983; Noël et al., 1996 ). The subcortical activity originates from lower 
medulla ( Noël et al., 1996 ) to upper pons and midbrain ( Urasaki et al., 
1990 ). Some studies pointed out this component does not include any 
activity in thalamus area ( Urasaki et al., 1990 ). 

P20/ N20 The cortical activity is maximal in the Brodmann area 3b in the central 
sulcus of contralateral hemisphere and the subcortical activity in the VPL 
region of the left thalamus and, in subject ( I ), also in the midbrain. 

P20/N20 component demonstrates the maximum peak at cortex at the 
posterior bank of central sulcus, i.e., Brodmann area 3b ( Allison et al., 
1991; Buchner et al., 1995a ) and corresponding subcortical activity in the 
thalamus. 

P22/ N22 Contralateral Brodmann area 1 in the left postcentral gyrus and the ventral 
thalamus were found to be activated. Subjects ( II ) and ( III ) have a 
suppressed subcortical component w.r.t. ( I ). 

Maximum cortical activity for P22/N22 is in the crown of either the 
precentral (Brodmann area 4) or postcentral (Brodmann area 1) gyrus 
( Buchner et al., 1994 ) and the deep activity in the thalamus ( Haueisen 
et al., 2007; Papadelis et al., 2011 ). 

P30/ N30 The posterior wall of the central sulcus, i.e., Brodmann area 3b 
corresponding to the primary somatosensory cortex (SI) is reconstructed. 
The crown of gyral component in the contralateral Brodmann area 1 in the 
postcentral gyrus and the left ventrolateral thalamus were found to be 
active. The activity involves a frontal contribution and is spread over a 
larger area than in the case of P22/N22, especially for subject ( III ). 

The cortical activity for this component occurs in pre-central (BA4 and BA6) 
and the pre-frontal (BA9) cortex including BA 3b. The subcortical activity 
pattern includes deep structures, e.g., basal ganglia and ventrolateral 
thalamus ( Cebolla et al., 2011; Passmore et al., 2014 ). 
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le decompositions. Namely, on one hand, if only the high resolution is
pplied, the deep activity will be absent. On the other hand, higher reso-
ution levels are required to reconstruct a cortical activity pattern which
atches with the literature knowledge, especially, that concerning the

yral P22/N22 component occurring a few milliseconds after the 20 ms
ime point ( Papadelis et al., 2011 ). The visualization of the P22/N22
omponent obtained with the lowest resolution level shows the activ-
ty in the deep structures and no maximum peak visible on the gyrus.
ompared to the eventual averaged estimate, the structure of the recon-
tructed activity is coarser, which is obvious, especially regarding the
ubcortical structures. These results indicate that randomized multires-
lution decompositions in the context of HBM can be vital to visualize
oth deep and cortical activities to detect the correct pattern for various
EP components. 

.2. Parameter selection 

The choice of the scale parameter was found to be essential for source
ocalization, which here is extended from the extremely superficial (gy-
al) area to the deepest one, i.e., the thalamus and brainstem which
patially cover the center part of the volume conductor model. With the
hape and scale parameter 𝛽 = 3 and 𝜃0 = 1 𝐸 − 8 of which the former
as been applied in Calvetti et al. (2009) and the latter is in the range
uggested in Rezaei et al. (2020a,b) , we could reconstruct the investi-
ated network of the SEP components independently of the location of
he corresponding activity. The present combination of 𝛽 and 𝜃0 can
e motivated ( Section 2.9 ) by fitting the expectation of the hyperprior
o that of the noise and setting the weight of its tail to minimize any
oise effects while maintaining the numerical accuracy of the solver.
or comparison, with a lower value of 𝜃0 , the balance was found to
e overly deep and leading to a missing gyral component, while with a
arger one, the deep activity was not detected. With this regard the gyral
omponent was found to be more sensitive compared to the sulcal one,
hich was the most robust of the investigated components with respect

o the selection of 𝜃0 . The tendency of the HBM to produce deeper re-
onstructions along with a decreasing scale parameter has been shown
n He et al. (2019) . Due to the different capabilities of the low and high
esolution levels, it is obvious that the optimal choice for 𝜃 might de-
0 

11 
end also on the applied resolution. We assume that a coarse source
pace favors a larger 𝜃0 than a finer one, since the source intensity is
istributed over fewer sources, meaning that the expected value per a
ource is higher. Supporting this notion, a smaller value was found to
ield an appropriate overall performance in He et al. (2019) , where a
ingle resolution level was used. 

.3. Different component reconstructions 

Concerning the activity occurring at 14–18 ms, our reconstructions
re mainly subcortical with a minor cortical projection as a consequence
f the preceding trial, which might overlay to the detected subcortical
ctivity of the latter trials. For the P14/N14 component, the results are in
greement with the existing literature ( Buchner et al., 1995a; Mauguière
t al., 1983; Noël et al., 1996 ) suggesting that P14/N14 originates in the
rainstem area, especially, in medial lemniscus extending to the thala-
us ( Mauguière et al., 1983; Tsuji et al., 1984 ). Akin to our findings,
16/N16 component has been associated with activity in ventrolateral
halamus ( Götz et al., 2014 ) and also in cuneate nucleus ( Hsieh et al.,
995 ). The activity for the P18/N18 component was found to be more
roadly distributed which is in accordance with Sonoo et al. (1992) ;
rasaki et al. (1990) referring to the widespread bilateral propagation
ue to the generators in the medulla, cuneate nucleus of the dorsal col-
mn to the upper pons and midbrain ( Sonoo et al., 1992; Urasaki et al.,
990 ). Component P20/N20 reveals the first post-stimulus cortical ac-
ivity localized the maximum peak on the sulcal wall with tangential
rientation in the primary somatosensory cortex (SI), Brodmann area
b ( Allison et al., 1991; Buchner et al., 1995a; 1994 ), and thalamus
as deemed to have the maximum amplitude for the deep structure
ctivity ( Götz et al., 2014; Haueisen et al., 2007 ). The P22/N22 ap-
ears only a few milliseconds after the P20/N20 as also discussed by
 Papadelis et al., 2011 ) and was attributed to the crown of the postcen-
ral gyrus similar to ( Buchner et al., 1996 ), with more radial orientation
han the P20/N20 generator, while the deep portion was maximal in the
entrolateral thalamus. At 30 ms latency, subcortical activity mainly in-
olved the ventrolateral thalamus ( Passmore et al., 2014 ), and the cor-
ical response included the pre-central (BA4 and BA6) and pre-frontal
BA9) areas. Moreover, the cortical projection result is in agreement
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ith ( Cebolla et al., 2011 ) including the somatosensory Brodmann area
b ( Allison et al., 1991 ). 

.4. Limitations and comparison 

While the randomized multiresolution scheme of the RAMUS might
e applicable in various applications, it is important to point out that
n the context of HBM, it is principally applied to reconstructing fo-
al sources. Herein, the accuracy obtained varies based on the source
epth decreasing along with the growing depth and is affected also
y the number of sources. The earlier findings Buchner et al. (1995b) ;
ötz et al. (2014) ; Mauguière et al. (1983) ; Noël et al. (1996) ;
rasaki et al. (1990) and also the present results demonstrate that the
arly subcortical components occuring between 14 and 18 ms post-
timulus and can be identified as having only subcortical generators,
hile the later components ≥ 20 ms include a cortical contribution. The

ubcortical activity, which is detected simultaneously with the cortical
ne from 20 ms onward, also involves more uncertainty compared to the
ortical originators. Comparing the outcome of the RAMUS, sLORETA
nd UNGB reconstruction techniques with these observations, all ap-
roaches localize the subcortical activity at earlier latencies. In partic-
lar, the 14 ms activity is concentrated near the upper pons for each
echnique, which is in line with the literature Mauguière et al. (1983) ;
oël et al. (1996) . RAMUS detects the greatest cortical amplitude, while

t is fairly suppressed in the case of UNGB and sLORETA. At 20 ms, the
eakest cortical component was obtained with UNGB and subject ( II ).
hile sLORETA found a more distinct cortical component than UNGB,
hich led to an overall weaker gyral contribution than RAMUS at 22 ms.
AMUS, on the other hand, found the most pronounced early cortical
rojections at 18 ms that were observed for subjects ( II ) and ( III ). Since
his observation is obtained by each reconstruction technique, it clearly
eems that this finding not suggested by the literature can be due to
ther reasons than the reconstruction process itself. The maps are ob-
ained via numerical localization ( Fig. A.6 (d)) Hauk et al. (2011) of a
ingle dipole, suggesting further that RAMUS compared to UNGB and
LORETA is an advantageous technique for both cortical and subcor-
ical domains considering the mean localization error, while its disper-
ion might be somewhat elevated in comparison to UNGB; the dispersion
ends to increase as coarser levels are included in the multiresolution de-
omposition which was also shown numerically (Appendix). The maps,
owever, do not reveal the exact performance in the case of two simul-
aneous sources. 

Due to the complex structure of the brain and the effect of the source
onfiguration, the accuracy and focality that obtained is clearly appli-
ation specific and depends also on the implementation of the mul-
iresolution decomposition or the optimization method used in RAMUS,
.g., IAS vs. MNE ( Hämäläinen and Ilmoniemi, 1994 ) as demonstrated
y the complementary results of this study. The concept and structure
f the multiresolution decomposition ( Rezaei et al., 2020b ) and ran-
omization applied here might be amendable or extendable, regarding,
.g., the optimal source focality obtained versus its sensitivity to de-
ect sources. This might provide a way to improve the focality of some
ortical components, especially P22/N22, which in this study was rel-
tively widespread, potentially partly because of its simultaneous oc-
urrence with thalamic activity and partly due to the current approach
f averaging over all resolution levels. In general, RAMUS is found to
e potentially an advantageous approach for reconstructing the cortical
nd simultaneous subcortical activity. However, further investigations
ould be required to evaluate the performance and comparison of RA-
US with other reconstruction techniques. 

.5. Future directions 

To generalize our findings, a follow-up research in the direction of in-
estigating more subjects and considering other evoked measurements
s envisioned. An evaluation of the effect of stimuli repetition on the
12 
etection of the deep activity via RAMUS will be carried out. Impor-
ant directions include analyzing more general aspects of the somatosen-
ory networks, e.g., the role of the cerebellum in median nerve stimula-
ion ( Andersen et al., 2020; Dalal et al., 2013; Hashimoto et al., 2003;
amuelsson et al., 2020; Tesche and Karhu, 1997 ), and also compar-
ng RAMUS to other methods, such as other resolution variation tech-
iques, multi-dipole localization ( Krishnaswamy et al., 2017; Samuels-
on et al., 2019; Sommariva and Sorrentino, 2014 ), and the deeper
nvestigation with the beamformer techniques ( Andersen et al., 2020;
ashimoto et al., 2003; Neugebauer et al., 2017; Sekihara et al., 2001 ).

n addition to EEG, the applicability of RAMUS in MEG and E/MEG will
e examine. A potential alternative for such a study would be auditory
voked field (AEF) analysis, e.g, ASSRs, where MEG data is commonly
sed in experiments Hari et al. (1989) ; Pantev et al. (1996) . 
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ppendix A. Complementary results 

Fig. A.6 includes additional numerically simulated results which
omplement our analysis conducted on experimental and numerically
imulated SEP data. Case (a) shows that RAMUS finds a focal recon-
tructed activity on the superior temporal gyrus and correlated intense
econstructed activity at the inferior colliculus for deep structure. MNE
etrieved the cortical activity while the subcortical activity disappeared.
ollowing this, MNE-RAMUS did not find as strong subcortical activity
s RAMUS. 

In (b), an extended area of activation was simulated by projecting
nd backprojecting a dipolar source in the left frontal lobe (left column)
nd adding noise to the resulting data. A reconstruction was found via
oth MNE (center column) and RAMUS (right column). Both reconstruc-
ions show extended cortical activity in the vicinity of the maximum
ource amplitude. The amplitude and spread of the reconstructed distri-
ution is slightly greater in the case of RAMUS. 
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Fig. A.6. Complementary results obtained using the head model of subject ( I ). The synthetic source (magenta) ( on the left ) is located at supratemporal gyrus 
corresponding to auditory cortex and following synthetic source for deep structure located at inferior colliculus , posterior surface of brainstem. The synthetic source 
(green) is located at crown of postcentral gyrus ( on the right ) corresponding to the generator of the P22/N22 component. (a) illustrates the reconstructed activity 
with synthetic sources (shown in green) of auditory evoked simulated source on the left superior temporal gyrus for: RAMUS, MNE, and MNE-RAMUS, in which, 
the last technique associates with RAMUS using MNE instead of the IAS as the optimization algorithm. (b) shows the reconstructed activity for simulated source 
on the frontal left lobe by projecting and backprojecting and comparing the reconstructed activity via MNE and RAMUS with referenced activity. (c) demonstrates 
the performance of multiresolution RAMUS for cases of 5 and 3 levels compared to single resolution, i.e., the coarsest level of these. (d) depicts the mean source 
localization error and spatial dispersion for single source in millimeters to evaluate the performance of RAMUS compared to sLoreta and beamformer approaches. 
(For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

13 
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In (c), the multiresolution effects of the RAMUS reconstruction are
emonstrated for three numerically simulated dipolar sources placed in
ig. A.6 ): (i) post-central gyrus, (ii) posterior wall of the central sulcus,
nd (iii) posterior part of the upper brainstem. The multiresolution re-
onstructions obtained with 5 and 3 level decompositions are shown
nd compared to reconstructions corresponding to the coarsest level of
hese as well as the highest resolution. The results show that the inten-
ity of the reconstructed subcortical activity is enhanced by the presence
f coarse levels in the decomposition, whereas the high resolution levels
trengthen the cortical part of the reconstruction and decrease the dis-
ersion due to coarser levels. Comparing the multiresolution results to
he case of the highest resolution, the dispersion increases as the number
f resolution levels in the multiresolution decomposition grows. 

Case (d) shows maps (see, e.g., Hauk et al., 2011 ) of the mean lo-
alization error and spatial dispersion obtained in the localization of a
ingle source with RAMUS, sLORETA and UNGB. The localization error
f RAMUS was suppressed compared to that of sLORETA and UNGB. The
ispersion obtained with RAMUS was slightly elevated in comparison to
NGB and lowered compared to sLORETA. 
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