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ABSTRACT

The purpose of this thesis is the design of a bhigain amplifier (VGA) for a
Radio-Frequency (RF) receiver, providing simultarstp a noticeable gain range of
approximately 40dB (-10.6dB~31.3dB) and achieving 3dB bandwidth of
2.1GHz.The VGA is comprised of a 3-stage modifidweLy-Hooper amplifier while
the embedded negative feedback deals with the C€eOforrection. One main
feature of the Cherry-Hooper amplifier, which isetmain building block of the
circuit, is that is inductorless which helps in is@vchip space. Along with that,
inverse scaling technique is employed resultingroadening the overall bandwidth if
the VGA and reducing the power consumption. Infilet Chapter an introduction to
RF and wireless technology is made, emphasizintherRF interface. Besides that,
design issues and receiver's concepts are discussetie second Chapter VGA
concepts are discussed, while in the third ChaM&A design procedure is
thoroughly described. Finally at fourth and finddgpter simulation results are shown
with interesting conclusions respectively.
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CHAPTER 1

INTRODUCTION

The insatiable requirement for high-speed real-tomputer connectivity anywhere,
at any time, fuelled by the wide-spreading accegganf the Internet Protocol, has
accelerated the birth of a large number of wiretists networks. Buzzwords, such as
WiFi, Bluetooth and WiMax, have already become wday language even for
people unfamiliar with their technological meanifidney all, however, refer to the
same basic functionality: the transfer of high-spdata through wireless networks.
As we proceed in the twenty-first century, the &gyriof wireless standards is far from
converging, since each one has its own peculiaarsdges. Trying to figure out their
evolution is very difficult. The only certain faigt that all of them will seek to enable
digital communications through broadband wirelegsigment, and one of the main
tasks being the capability of allowing a large nembf different users to coexist and
operate in a crowded and often unregulated electgmetic environment. The design
of modern digital wireless modems and transceive&gable of supporting high-speed
data protocols in such wild scenarios, is veryedéht from the traditional one. Many
of the components in the wireless chain requirantegration scale whose cost can be
justified only for extremely large production quéies, thus, their design and
production is way beyond the capability of mostduh industries. As a consequence,
as happened with digital processors and memori&f) Bngineers must now learn
how to manage using off-the-shelf multi-purpose ponents manufactured by a few
giant chipmakers.

In contrast, several of the most critical subsystesuch as voltage controlled
oscillators (VCO), linear power amplifiers, fastgping synthesizers and so on, are so
diversified and application-dependent, that in maages there exist no suitable
components from standard lines of products.
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1.1 The RF Interface

Wireless transmitters and receivers can be conalyptseparated into baseband and
RF sections. Baseband produce their output overréimge of frequencies that

transmitters take their input from. The underlymage at which data can flow through

the system is determined by the bandwidth of treeband section. The improvement
of the fidelity of the data stream communicatedunexs a considerable amount of
signal processing, as well as the reduction otridwesmitter's load which is placed on
the transmission medium for a particular data réte conversion of the processed
baseband signal up to the assigned channel argigih&'s injection into the medium

is the prime responsibility of the RF section af transmitter.

There are two primary design goals concerning iestitters. Firstly, they ought to

transmit a specified amount of power, while consygras little power as possible.

Secondly, they must avoid interference with tran&re operating on adjacent

channels. When designing receivers on the othed,lthrre are three primary design
goals. First, they must faithfully recover smaljrsals. They also have to reject any
possible interference outside the desired chanmefiaally, receivers must be frugal

power consumers, like transmitters.

1.1.1 Small Desired Signals

In order to detect small input signals, receiveagehto be very sensitive. It is typical
for receivers to operate with as little ag\l at the input. It is the noise generated in
the input circuitry of the receiver that limits igensitivity. Therefore, noise and
consequently the ability to detect noise by simafaare both important concerns.

As shown in Figure 1, a typical superheterodynesiver [1] first filters and then
amplifies its input with a low noise amplifier oNIA. It then translates the signal to
the intermediate frequency or IF by mixing it witte first local oscillator or LO. The
noise performance of the front-end is determinethindy the LNA, the mixer, and
the LO.

‘ RAF Filter
i

Fig.1 A superheterodyne receiver’'s RF interface.

13



The small input signal level requires a tremendaount of amplifications by the
receivers. The need of 120 dB is a common case. iesult of such a high gain, any
coupling from the output back to the input can eapsoblems. It is important to
mention at this point that the superheterodyneivecs architecture is used not only
to spread that gain over several frequencies ierdaireduce the chance of coupling,
but also to result in the first LO being at a diffiet frequency than the input. As a
consequence, prevents the contamination of thél sipat signal by the large one.
There are numerous reasons why the direct convemitiomodyne architecture is a
candidate to replace the superheterodyne archieectin some wireless
communication systems. In this architecture theiripit signal is directly converted
to baseband in one step. Therefore most of the \g#dlile at baseband and the LO
will be at the same frequency as the input sigimathis case, it is very important to
determine the impact of small amounts of couplifius careful modeling of the
stray signal paths is required, such as couplingutjh the substrate, between package
pins, bond wires and through the supply lines.

1.1.2 Large Interfering Signals

Receivers must be sensitive to small signals endha presence of large interfering
signals, often known as blockers. They are needdttn a strong transmitter
broadcasting in an adjacent channel tries to recaiweak or distant signal. The
interfering signal can be 60-70 dB larger than dlesired signal. It can also act to
block its reception by overloading the input stagethe receiver or by increasing the
amount of noise generated in the input stage. Baihlems result if the input stage is
driven into a nonlinear region by the interferarorder to avoid these problems, strict
linearity is required from the front-end's part,igfhmakes linearity a crucial factor in
receivers. Receivers are narrowband circuits anthesmonlinearity is quantified by
measuring the intermodulation distortion. This ilves driving the input with two
sinusoids that are in band and close to each othezquency and then measuring the
intermodulation products.

1.1.3 Adjacent Channel Interference

Another important factor in the transmitter is thstortion, since nonlinearity in the
input stages can cause the transmitted signalthddth to spread out into adjacent
channels. The bandwidth of the signal is limitetbbethe transmitter's power
amplifier (PA, as shown in Figure 2) and the intedwlation distortion in the PA
causes the bandwidth to increase again. This posesferred to as Spectral
Regrowth. A large increase will prevent the traittenfrom meeting the adjacent
power requirements.

14
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Fig.2 A digital direct conversion transmitter’s RF interface.

The spectrum of a narrrowband signal is describdeélgure 3. The signal is
replicated at multiples of the carrier due to noadirity, an effect known as harmonic
distortion. It also adds a skirt to the signal tinateases its bandwidth, am effect
referred to as intermodulation distortion. Elimingtthe effect of harmonic distortion
Is possible with a bandpass filter; however thgdency of the frequency of the
intermodulation distortion products overlaps thegfrency of the desired signal. For
that reason it cannot be completely removed witéring.

| A

0 £ 2f.

Fig.3 Spectrum of a narrowband signal passing throgh a nonlinear circuit.
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1.2 Design Bottleneck

Nowadays mobile devices and transceivers contaire rin@n one million transistors,
however a small proportion of that operates in BiRge and the rest take place in
low-frequency baseband and digital signal procgsdstigure 4.

RF —»| Baseband
Section |==— Section

Fig.4 RF and baseband processing in a transceiver.

Nevertheless, despite the fact that transistorkiwgrin baseband frequencies are
greater in number, RF transistors defines the deBatleneck for the following 3
reasons [2]:

* Multidisciplinary Field

In contrast to other types of analog and mixedaligeircuits, RF
systems demand a good understanding of many ahadsate not
directly related to integrated circuits (ICs).Theseas shown in Figure
5 have been studied extensively over the last cgnthanging rapidly
as time passes. That makes it quite difficult foremgineer to collect
all the available information he needs in a smalbant of time. As a
result communication theory, RF system theory andlagy design
should be blended together in order to reach teeatkoutcome. This
gives the RF engineer fewer options to work withceithe standards
of the other fields should be met. Moreover as itidustry moves
toward higher integration and lower cost, RF andelgss design
demands increasingly more concurrent engineerirggcirfg IC
designers to have sufficient knowledge of all sectiepicted in Figure
5.
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Communication

Theo
Microwave y Random

Theory \ l / Signals

Signal RF Desi Transceiver
Propagation - 9"\+ Architectures
Multiple /'/ \ IC Design

Access
Wireless CAD
Standards Tools

Fig.5 Disciplines required in RF design.

RF Design Hexagon

RF circuits must process analog signals with a wiglgamic range at
high frequencies. It is interesting to note thag¢ thignals must be
treated as analog even if the modulation is digiathe amplitude
carries no information. The trade-offs involvedtive design of such
circuits are shown in the “RF design hexagon” shawrfFigure 6.

Noise -s-—a= Power

/e

Linearity Frequency
Supply
Voltage <+ Gain

Fig.6 RF design hexagon.

What the most important is that compared to analegign of IC

circuits, RF circuits do not benefit that much fraechnological

advancements due to the fact that they requirerredteomponents
such as inductors which are difficult to place ba thip even in most
recent IC processes.

17



Design Tools

Computer-aided analysis and synthesis tools forl®&§ are still in
their infancy, forcing the designer to rely on exgece, intuition, or
inefficient simulation techniques to predict thefpemance. One issue
is that circuits designed at a computer programsareilated in the
time domain to include time-variant parameters endrder to obtain
the spectrum of the frequency domain the resultimyeforms are
transformed. However this procedure requires aifssgnt amount of
time, not to mention the fact that there are insacies at the results
since sometimes random noise is not taken into ideration.
However it should be mentioned that as time padsese tools have
shown dramatic evolution adding more features acwlracy at the
hands of the designer. One of these tools is Cad¢imtuoso, the main
design tool that this thesis was implemented.

1.3Receiver's Concepts

1.3.1 Basics

The main purpose of the receiver is to acceptitieats through the antenna from the
transmitter and perform various tasks such as dicgilon, mixing, demodulation
and then pass it on for digital signal processiaglectivity and sensitivity are two
parameters affect the performance of the recetver large extent. Apart from them,
linearity gain and noise performance are crucietidiss when designing a receiver.

1.3.2 Sensitivity

Receiver's sensitivity is specified by the minimamount of signal that can be
sensed, with noise occurrence, at a standard destémsimple words, the distance
between receiver and transmitter is determinedi®atysis specified in terms of
dBm (decibels relative to 1 mW). Total sensitivéyaffected not only from the noise
figure but also from the gain of all the individudbcks. The noise Figure is defined
as the ratio between the SNR at the input and N & the output of the circuit.

InputSNR

F=e—————
OutputSNF

(1.1)

18



NF = log(F) (dB) (1.2)
where F is the noise factor and NF is the noiseré@f the system.

Noise Figure is usually estimated in relation tgpacific source impedance and noise
temperature. In wireless communication systemsstiedard values for transmission
lines resistance is Rs =QGand at temperature, T=293 K. The overall noisarégat
an individual block like the VGA can be expressethbining the gain and the output
noise added by the system. G is the power gairh@famplifier with input signal
power Ryt and input noise powerif¥ut NaddediS the noise added externally to the
system, GR, the output signal power and by adding them resualtsutput noise
power. The noise figure is given by:

( Rnput )
F — Ninput (1 3)
( GFi,nput ) .
GNinput + Nadded
F=1+ (Nadded / GNinput) =1+ (Nadded inpuJ N inpl) (14)

where Nudded,inpuiS the input referred added noise from the amplifie

1.3.3 Noise Figure

The noise figure of the overall receiver can beuwated by the noise figure of the
individual cascaded blocks in the receiver chaihe Thoise figure of the entire
cascaded chain depends on the noise figure ohtheidual blocks as well as the gain
distribution. For a receiver chain consisting ofblbcks cascaded with proper
matching, the total output noise is given by

I:)noise output: I:1F)nois;e inpuGlGZ + ( F2 _1) I:)noise inp&;z (15)

where G and G are the power gains of the individual blocks withrresponding noise
figures Rand B.

The output SNR of the cascaded blocks is given by

. S GG

I:)noise output I:1Pnois,e inptﬁlGZ +( Fz_l) P noise inplgt?'z

(1.6)
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Total cascaded noise figure can be calculated as

F _ SNRutput — Fl_l_ (F2 _1) (17)
SNR put G

From the above equation it can be seen that thénoise figure of the cascaded blocks
depends on the noise figures of the individual kdoas well as the gain of the first
block. If the gain G1 is large then the noise frilra succeeding blocks will have less
effect on the overall noise figure. Hence the fbkick of the receiver, usually LNA,
and VGA in this thesis, must have low noise figanel enough gain.

1.3.4 Selectivity

Selectivity is the measure of performance of theeireer to separate the wanted or
required signals from those which are not requiBalectivity is significant when the
receiver has to choose between a weak desired| sagugaa strong neighbouring
interfering/undesired signal. There is no quantiéatvay to measure the selectivity of
a receiver but usually specified as blocking masded in filtering, nonlinearity and
phase requirements in the circuit.

1.3.5 Main blocks
The receiver is divided into 3 main functional ket
* Front end: all the circuits whose functionalityaiected by the RF frequency,
such as RF front filters, low-noise amplifiers (LNAigh frequency mixers

etc.

* Intermediate frequency (IF) chain: all the circufgerating at non-zero IF
frequency ,which are not always met like the citxat the front end.

 Backend: all the circuits operating at a frequermglow IF and RF
frequencies, such as baseband processing, degtctor

20



CHAPTER 2

FUNDAMENTALS OF VGA DESIGN

2.1 Frequency Response and Stability of Amplifiers

2.1.1 Miller Effect

Nowadays in most analog circuits with high perfonca requirements, trade-offs
between the speed and other important parametgh, a gain, power dissipation
and noise, exist. In practice most of these pararsdtade with each other, making
the design a multi-dimensional optimization problefine analog design octagon,
illustrated in Figure 7, suggests that the desi@nhigh-performance amplifiers
requires deep intuition and experience in ordexctieve the specifications given [3]

Moise -s———=Lingarity

/-.

Power . Gain
Dissipation
InputfOutput  Supply
Impedance Vaoltage

\\ -.-..-;aldag{(

Speed =—*c inos
Fig.7 Analog design octagon.

Studying the frequency response of single-stagedéfetential amplifiers will make
it easier to understand the frequency limitatioheaxh circuit and the trade-offs set
by them.

An important phenomenon that is related to frequyemesponse, during the
compensation techniques, is tkdler Effect . According to it, if the circuit depicted
in Figure 8(a) can be converted to that of Figufe) 8henZ1=2/(1—4,) and
Z;=Z/(1 - A7Y) whereds=W/Vx,

21



(al (b}

Fig.8 Miller effect on floating impedance.

This is very useful when it is needed to calcutateinput and output impedance of a
circuit. For example, let us consider the circtibwn in Figure 9(a), where the

voltage amplifier has a negative gain equal to RA B otherwise ideal. If it is needed
to calculate the input capacitance we use the Miféect.

Cg F
it il
r»"—r’ . x4>“r° 1—* .
cIn -
(a) (b) c)

Fig.9 Voltage amplifier with negative feedback exaiple.

First of all, according to the theorem, the inittéicuit can be converted to the one
depicted in Figure 9(b).If we apply a voltage stap at the input ,then the voltage at
the output will be AAV,yielding a total change of (1+A)/ in the voltage acrossgC
Thus, the charge drawn & from Vin is equal to (1+A)VCr and the equivalent
input capacitance equal 1 +4)C: As a result,, the input capacitance is equal to
Cell+ "ﬁx:]’meaning thaiZ = 1/(Cgs) gngZ: = [1/(Ces)1/ (1 + 4) Figure 9(c).

That was a simple example on how to calculate ipatiand output impedance of a
circuit. However, Miller effect does not necessaghsures us that we can calculate
the input/output impedance of any complex circliiis important to know that the
initial circuit can be converted to the one thatldfis theorem can be applied. If the
impedance Z forms the only signal path between & #nthen the conversion is
often invalid (unique signal path). Neverthelessllévls theorem proves useful in
cases where the impedance Z appears in paralleltétmain signal Figure 10.

r4
e,

B

Fig. 10 Typical case for valid application of Mille’s theorem
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2.1.2 Association of poles with nodes

In order to understand the frequency response oirauit we have to study the
association of the poles created by the circuitd (later the zeros) with the circuit's
nodes. Considering the circuit depicted in Figutetan be noticed that the circuit is
consisted of two (ideal) voltage amplifiers in cae form.

Rs m Ry N Ry, p
2 Vour
N
v,
n () .|- Cia .|-. Cy IcP

Fig. 11 Cascade of amplifiers.

Cin andCx are the input capacitances of the first and tlverse amplifier respectively, whereas
Cr stands for the load capacitance of the circuit.dVerall transfer function can be written as

Yowr gy = .4 2
Vin 14RgCins 14R,Cys  1+RyCps (2.1)

According to the transfer function the circuit ithsee poles and more specifically
01=1/ RCin ,02=1/ RCy and w3=1/ R.C, ,each of them determined by the total
capacitance from each node to ground multipliedHgytotal resistance seen at the
node to ground. In this simple occasion it can &id shat each node generates one
pole. However this is not correct because in mostits, resistances or capacitances
placed in a node parallel to the initial nodeseratt with the poles changing the
transfer function and the frequency response. Ownple of this is the circuit
depicted in Figure 12.

.I.II
4 X Ry v
—= Vout
-

Fig.12 Example of interaction between nodes.
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2.1.3 Multipole Systems

Observating the previous example, it can be easihcluded that a system with more than one
pole is something common when it comes to anal@igddn two-stage op amps, for example,
each gain stage introduces a “dominant” pole. Awilit be explained later, dominant pole is
called that way because it crucially affects thstem's total gain and phase margin in contrast
with the other poles.

First of all it must be made clear how terms sushgain, bandwidth and phase margin are
depicted on the Bode plots of a system and howickimmation be drawn from them. By
studying the Bode plots of a feedback system anrBid.3,which depicts both galfH| and
phase<BH firstly it should be noticed that the value of thain of the system is the initial
20logBH(m)|value, where is the feedback coefficient. That value is stdblew<wp, where
op1iS the dominant pole, and is the frequency poinenetgain starts to decrease. bBpi<w<wmp,
gain drops linearly and whesFwp, then the gain will have been decreased by 20 dBAlethat
point the bandwidth of the system can be foundesihds the frequency of thep, pole. By
observing the phase Bode plot we can calculatphlase margin, which is the stability indicator
of the system. In order to find the phase margie,finst find the pole-frequency at which the
gain reaches and drops below z&@ogBH(®)|=0.Then using that specific frequency on phase
plot we find the respective angle in degre<fH) By subtracting this angle from 180° the result
is the phase margin (PNPM = 180° + £fH(w = w1) wherewsis the gain crossover frequency.
The bigger the value of the result the more sttidesystem is and this will be explained later.

2olog lp H (w)| 1

(<]

L¢]
o
T g .

&
B N LT —

SBH )Y

Fig.13 Bode plots of loop gain for a two-pole syste

First of all, to see theory in practice we consitteat the above figure depicts the
Bode plots of a loop-gain for a two-pole system.d&scribed before, the magnitude
begins to drop at 20 dB/dec @tw,; and at 40dB/dec ab=wmp,.On the same time
phase changes ab=0.lmp;, reaching -45° and -90° ab=wmp; and o=10wp:
respectively. Phase begins to drop again, becautde mon-dominant poley, and
assuming that0.1 mp>>10 @p; ,by observing the figure it can be concluded tiia¢n

@ = @p2 then<PH=-135° As a result the phase margin is |180°-13%9=declaring
that the system is quite stable since the value fa from zero.
However it is important to notice the system's b&ravhen changing the amount of
the feedback, i.e. the value pDecreasing th¢g we reduce the feedback and this
results in the faded gray plot of the Figure 18strof all it is essential the fact that the
phase plot does not change, in contrast with tie gat where the curve is shifted to
the left. This in turn moves the gain crossovenpto the left too, resulting in more
stable system sinc<8H is stable. All in all, the less feedback we demérel more
stable the system is.
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Moreover it is important to study, if additionallps or zeros affect the magnitude and
the phase at the same rate. Going back to thequewxample we noticed that, the
phase begins to change at approximately one-tdrttieqole frequency whereas the
magnitude begins to drop only near the pole frequeror that reason the phase is
much more affected by the addition of a pole oozéran the magnitude. Studying
the following plot Figure 14 will prove that.

20log |f H (w)]

Wpy (g2 u:pg\ w (log scale)

{!ﬁlog scale)

Fig.14 Bode plots of loop gain for a three-pole stem.

As it can be seen the third pebgs shifts the phase crossover point to the left (lofsmeguencies)

and as a resulBHI drops to below unity at a frequency for whiB8H>-180°.This leads to a
non-stable system and oscillations.

After studying the frequency response of amplifiared multipole systems basic
topologies of a simple variable gain amplifier wik studied, examining their gain
and bandwidth respectively.

2.2 Gain and Bandwidth Specifications

The design of an amplifier requires an analysitheftrade-offs involved in fulfilling
the specifications. For example, the higher then gdi the amplifier, the lower its
bandwidth and the higher its non-linearity. It gparent from the latter example that
it is not trivial to achieve all specifications. U$) the selection of a topology is based
on fulfilling the most of the requirements, ensgrithat the system operates in the
desired output.

A simple differential amplifier is given in Figurgs. The gain of this amplifier is
given by

A = (T [1Tx) (2.2)

where g, is the transconductance of the input transistods aid M2. The -3dB
bandwidth of the amplifier is given by
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Wy =————— 2.3
- CL(1211704) 23)

Equations 2.1 and 2.2 propose that that the gatheobmplifier is proportional and

the -3 dB bandwidth is inversely proportional te @utput resistance, leading to a
trade-off between the maximum gain that can beeaeli and the speed of the
amplifier. Two stage amplifiers could be implemehte obtain higher gain, at the
cost of additional poles and increased power copsom

VB %::‘ M3 M4 }37 VB

I A S

‘-.-"in+4H_' M1 M2 J}i.n

|

Fig.15 Differential amplifier with active load

2.2.1 Cascoding
By compromising the output voltage swing, the sajam as a two stage amplifier

could be obtained by using a cascode structure lawtler power dissipation [4]. The
gain of the cascode stage shown in Figure 16 isngby
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A= 9nlal(Inet 9 Tt (2.4)

A=0u9mplale (2.5)

%in ‘ M1

S

Fig.16 Cascode amplifier

A major advantage of the cascode structure ovepranmwn-source stage is the
significant reduction in the Miller effect observég the gate-drain capacit@cp1
due to the low impedance seen by the capacitokjriganto node B, for small values
of Ro [3]. The pole associated with the capacitors aeri®das given approximately by

W a4n 0 2 * Imie (2.6)
2C:GDl + CGBl + CS& + CG&

This normally results in a better frequency respon$ the cascode structure as
compared to a simple common-source amplifier. Oa dkther hand, the cascode
structure has limited output voltage swing. Thisvaents using broadly the cascade
structure from low voltage applications. The afoesmtioned drawback can be
avoided achieving higher output voltage swing bypkaying the folded cascode
structure as depicted in Fig. 17. An additionalon@dvantage of the folded cascode
structure is that it supplies the transistors withre headroom, preventing the cascode
transistor from stacking on the top of the inputide. However, the folded amplifier
provides lower gain at lower bandwidth (due to lawg of the pole at the folding
point) while consuming higher power.Poles and zetlbsory with frequency
compensation will be better examined at the entlisfchapter.
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Fig.17 Foldedcascode amplifier

2.2.2 Gain boosting in differential amplifiers with diode connected loads

In differential pair amplifiers with diode-connedtéads, the loads consume voltage
headroom, limiting the output voltage swing, gama &ghe input common mode range.
One solution to boost the output voltage gain isldorease the transconductance of
the load transistor by reducing the W/L value of tbad. However, this solution
includes the drawback of increasing the overdrigkkage, and thus decreasing both
the output common mode level and the voltage swing.

An alternative solution that bypasses the aforemeetl disadvantage is to add
PMOS current sources [4] in parallel to the loahsistors, as shown in Fig. 18. The
key feature of this scheme is that splits the curlkeetween the load and the current
source. It leads to the advantage of reducing thie Vdlue of the load transistor
without changing the overdrive voltage. Thus, ttamsconductance of the load can be
decreased without compromising the output voltageg
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Fig.18 Addition of current sources to increase the gain oflifferential
amplifier with diode-connected load.

In order to illustrate the function of the aforermened scheme, we provide the
following example: If transistors M5 and M6 of Frgul8 carry 40% of the drain
current of M1 and M2, and the load transistors M@ &4 carry the remaining 60%,
their transconductance 10 decreases by a fac@bdfince the W/L ratios of M3 and
M4 can also be decreased by the same amount withféerdting their overdrive
voltage. Thus, the differential gain increases pgraximately 5/2 times that of the
gain when the PMOS current sources are not includéde circuit. A disadvantage
of this method of increasing the gain is that therent sources add parasitic
capacitances to the output node of the circuighdlly lowering the -3dB bandwidth.

2.3 Frequency Compensation

Nowadays, multistage amplifiers are an essential waen designing in modern
technologies, as the single-stage amplifiers calvetup to the expectations of low-
voltage design. Furthermore, short-channel efféth® sub-micron CMOS transistor
degrades output impedance and as a result theofjaive amplifier is reduced at a
large scale. That makes frequency compensatiorudistage amplifiers an essential
sector and many frequency-compensation topologe® been reported based on
pole-splitting and pole-zero cancelation techniquébese techniques will be
explained later on having as an example a 2-stagdifeer. However, in order to
reach the optimum results not only provided stgbdriteria but also trial and error
procedure is required. At the same time, it shdodd noticed that the provided
stability criteria find difficulties from theory tgractice since any extra stage
consumes more power, requires more complicateditistructure and may reduce
the bandwidth dramatically. In order to understdhd more complex frequency
compensation topologies, it is highly recommendedtart examining the frequency
response of a single-stage amplifier
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2.3.1 Single-stage amplifier review

Single-stage amplifier's frequency behavior is@stable since the amplifier has only
one left-half-plane (LHP) pole, as it can be nadif®m its transfer function.

Im R
1+sC R 2.7)

where @, is the output stage transconductancejRthe loading resistance angd C
the loading capacitance, which is in fact the comspéon capacitor of the amplifier.
The GBW of the amplifier is obtained by the equat(2.8).

A/sin gle (S) =

GBwW=Im
C (2.8)

and the phase margin PM of the amplifier is 902aise of the single pole. From () it
can be deducted that GBW can be increased, by asioig the g, factor or
decreasing the loading capacitance. However, tistegice of many parasitic poles
and zeros (prand za.) should not be neglected as they affect the stplmf the
amplifier. The transistor's dimensions and the biagent determine the position of
the parasitic poles and zeros, frequency of whasha rule of thumb, should be at
least the double of the GBW. In other words, ther@ maximum g, and a minimum
C. for the single-stage amplifier at which mip{p and 2.)>2GBW.
Nevertheless, the dc gain of the single-stage diepis relatively small and to deal
with this drawback gain-boosting topologies are kaxygd on the initial circuit.
However, these topologies require a larger suppliage, a more complicated circuit
design and at the same time limit the maximum duyltage swing. It should be
noticed though, that the bandwidth of the amplifier not affected due to its
independence of R

2.3.2 Two-stage amplifier with Simple Miller Comgensation (SMC)

As mentioned above single-stage amplifier has éxaelrequency response, however
cascode configuration maybe be needed in ordendease the gain. Nevertheless,
cascode configuration cannot live up to the exprcta of the modern demanding
low-voltage design. To face this problem two-st&)@C amplifier [5] is commonly
used Figure (19).

Fig.19 SMC amplifier
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The transfer function of the above structure iegiby:

gmlgmLRolRL (1_ S&)

A/(SMC) (s)= gmLC
(1+sC,9mn R:R)A+s—)
OmL (2.9)

It can be noticed that there are two LHP poles amel right-half-plane (RHP) zero.
The dominant pole is_§s=1/Cy gn. RoiRL, the non-dominant pole i gn. /CL
while the RHP zero is;z- gn. /Cy, Where G, is the compensation capacitor. It is a
rule that both pand z should be at frequencies higher than the unitp-fr@quency

in order to ensure circuit's stability. How canstltiondition be achieved? An easy
solution is to use a relatively large capacitqri€ order to move the dominant pole to
a lower frequency. However by doing this, the GB¥Vlinearly reduced since
GBW=g,/C.As a result it is suggested that GBW is set toab¢he half of the
frequency of pin order to obtain a good phase margin and bartivat the same
time.

m

C, =19m ¢
2 9m (2.10)

If gm1/ gn. has a large value then,Gs quite large compared to,. Gccording to
(2.10).In this case,12s at a frequency before or close to the one,@spshown in
Figure 20. On the other case whegeipbefore z we receive a small gain and the
amplifier shows a quite unstable behavior if thare parasitic poles and zeros.
However if 7z is after pwe may have low gain but the phase margin achiqués
good values. In other words the position of the Ri¢Ro sets the tradeoff between
gain and the phase margin.

31



1A e (8)) -

odB + g
GBW P2

Fig.20 Frequency response of a SMC amplifier

Using (2.9) and (2.10) GBW is given by

GBwW=9m =l(h)
m 2 C (2.11)

which compared to the single-stage amplifier hashthlf value. The GBW of a two-
stage SMC amplifier cannot be increased by incngagii. This happens because the
required G, is increased proportionally with,gso the g1/Cry, has a constant value.
One way of improving GBW is increasing the outptanscoductance g and
decreasing the loading capacitangeaCthe same time. Then the PM is evaluated by
the following expression:

PM =180 - tan‘l(GBW) - tan‘l(GBW) - tan‘l(ﬂv)
P_aas P, ||
= 63°-tan® (g—ml)
Ot (2.12)

By noticing the equation (2.12) it can be conclutieat the PM is highly affected by
the gn1/gmL ratio, which in fact reveals the RHP zero effectlom PM. The RHP zero
is created by the feedforward small-signal currghat flows through the
compensation capacitor@o the output. The first way to increase thg/gy. ratio is

to search for a largeng .If the gy is large, then the small-signal output current is
larger than the feedforward current and the eftéathe RHP zero appears at very
high frequencies. At this work we care about veighhrequencies so the problem
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still exists. As a consequence choosing a smalleisgpreferable. However there are
some limitations when choosing thg;guch as the bias current, which is related to
the slew rate, and the size of the input diffednpiair. Moreover, if the size of the
differential pair is relatively small, then thesethe danger of having increased offset
voltage at the output. All in all, a small,gcannot be obtained easily. In conclusion,
according to the previous analysis, the RHP zeeates serious concerns regarding
the stability of the amplifier. To deal with thiggblem, several methods can be
employed such as the addition of a voltage buffea aulling resistor to the circuit.
The presence of the nulling resistor at the cirauid technique that will be studied
later at this work.

2.3.3 Two-stage amplifier with Simple Miller Compeisation with Nulling
Resistor (SMCNR)

As mentioned above the feedforward small-signaterurcreates the RHP zero. One
way to eliminate this zero is to increase the ingme# seen at the capacitance path,
and this can be done by inserting a resistor tccttweiit. The resistor, called nulling
resistor, is inserted next to the compensationatpaas shown in Figure 21.

cfll Rm

vin

Fig.21 SMCNR amplifier

Vout
L

IG

It is significant to notice that the addition otthesistor affects not only the frequency
position of the RHP zero but also the positionh# poles. Theoretically speaking,
when the value of the nulling resistor reachesityfj the compensation network is

open-circuit and as a result raole-splitting takes place. Pole-splitting will be

explained afterwards in this chapter. In other \gditere are limits regarding both the
minimum and the maximum value of the nulling resist

The transfer function of the SMNCR {Ramplifier is given by:

gmgmLRﬂRL[1+scm(Rm—;>]

Aysuenn (9) = C (RTL+ Ra)R
1+sC LMo 1 -
[1+sC. (R, *+ 9, R:R)I[1+s R,+0, R,R ] (2.13)
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The dominant pole is §s=1/C, (Rm +gn RoiRL), the non-dominant pole is
P2= (RmtOmLRo1RL)/CL (Ro1+ Rmy rL @nd the zero is:121/Cy (Rm - 1/g,).Later on, it
will be proved that when R=1/g,. the RHP zero is completely eliminated. In that
case, the circuit is in practice a SMC amplified éhe G,and GBW are given by the
equations (2.10) and (2.11) respectively. Moreoasrproven before, the value of the
phase margin is about 63° because of the absertbe akro. However, when using a
nulling resistor in design it is preferable to chkea value larger than }/gin order to
transfer the zero to the left plane and in that,vimgreases the phase margin. Indeed,
observing the transfer function (2.13), when thii@af R, is increased the position
of the poles change as they move to lower freqesnciHowever we should be
careful not to overpass the suggested value pfoBcause there will be no pole-
splitting effect. In other words, it is suggesthdttthe value of Rlies between 1ig
and (1/10) Rol. The upper limit is set by the agstion that the value of Ris
negligible when determining the frequencies gigand p at the transfer function.

2.3.4 Pole-splitting and zero-cancellation

As mentioned before two important methods in ortierutilize the frequency
compensation are the pole-splitting and zero-céetemh methods. Studying an
example will make it easier to understand not ahé/significance of the methods but
also the way they work. Considering the circuitideggl in Figure 22, three poleg, p
Pe, pa are identified at nodes X, E and A respectively.

C:E“ss

Fig.22 Two-stage opamp.

Nodes X and Y are the nodes at the sources ofitfesemtial pair transistors, so it is
known [3] that their frequencies are relativelytiglowever, examining the rest two
poles it will point out that both their frequenciey near the origin pole. First of all,
regarding the pthis happens because the small-signal resistaewe & E is quite
high, which means that MM5 and M are capable of creating a pole close to the
origin one. On the other hand, the loading capacéa; is quite high at node A and
this brings the same result. As a result there am® dominant poles.
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Assuming that pis more dominant than aphe magnitude and phase plots are
constructed as shown below in Figure23.

20|ogI[5H(m)|ﬂ

w (log scale)

o (log scale)

Fig.23 Bode plots of loop gain of two-stage op amp.

It can easily be observed that due to the existefidevo dominant poles near the
origin, the phase starts to drop quite rapidlyratfte second pole and before reaching
the third. The question is what kind of frequenoynpensation should be applied to
this case.

In Figure 23, one of the dominant poles must be edowward the origin so as to
place the gain crossover well below the phase ovesdHowever, it is a rule that, the
unity-gain bandwidth cannot exceed the frequencthefsecond dominant pole[3].In
case we decide to reduce the magnitude pfaygomatically we limit the bandwidth
near the frequency of opwhich is a small value, not to mention the f&etttin order

to achieve that we need a large capacitor, whicanme&onsuming odd space at the
circuit's design.

An effective way to save a considerable amounthop @rea is to use the Miller
compensation technique. Shown in Figure 24 thealnitircuit is a two-stage
amplifier, which assumable the first stage exhilmiigh output impedance and the
second adds a moderate gain, conditions which rttek@mployment of the Miller
theorem feasible.

Jii
Y
Y

l'?cvulﬁ
(a) (b

Fig.24 Miller compensation of a two-stage op amp

The goal is to create a large capacitance at nqodauEusing on the same time a
capacitor of moderate size in order to save ch&a.afrhe capacitance that is created
because of the Miller effect isc(@+A,2) and the total capacitance at node E, which
denotes the frequency of the respective polRouz1[Ce + (1 + 4.2)Cc]™ where Ryn

is the output resistance of the first stage anth€ capacitance at node E before the
addition of G. Besides improving the minimum chip area needee HKhiller
compensation moves the output pole away from tiggnorThis phenomenon shown
in Figure 25 is callegole-splitting.
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Fig.25 Pole splitting as a result of Miller comperetion.

In simple words, the addition of the Miller capacitmoves the interstage pole

towards the origin and the output pole in the défg direction. This results in a far

greater bandwidth compared to the occasion thajpaatance is interposed between
a node and the ground.

However, during the previous analyses a seriousVias omitted: the presence of
zeros in the transfer function. Whenever Miller gansation is applied, a RHP zero
is created, as by doing that a parasitic pathriméa from the input to the output. For
instance, assuming that the frequency of the zere,,i this is expressed at the
numerator of the transfer function as (les), producing a phase of —t&@/ ,).
This is a negative value sineg is positive. In that way, like LHP poles, zeros
increase the phase shift and move the phase cerssaward the origin. At the same
time, a presence of a RHP zero slows down the ratpicurve positioning the gain
crossover away from the origin. Combining the k&b effects, it is easy to notice
that the zero reduces the system’s stability.

Figure 26 shows a simplified circuit of a two-stagpamp, and the RHP zero
frequencyw; is given by @/ (Cc + Cgop) [3], where & is the Miller capacitance.
Usually g, has a small value se, is affected at a large percent by the, @hich
occasionally has a relatively high value, in oreset the dominant pole properly.

Fig.26 Simplified circuit of two-stage opamp, withthe addition of R,

In order to eliminate the zero,Resistor is added in series with the compensation
capacitor. This happens because the alteyézicalculated as

1

Y (2.14)
Cc(ms—R)

Wy
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One simple way to eliminate the zero would be tbesel/gne. However, it is a
design trend to set a,Ro thatw, <0. A good reason to move the zero to the left hal
plane as a way to neutralize the first non-dominpate, whose frequency is

- _gm9
W, =—2m 2.1
P2 C +C (2.15)

Combining (2.14) and (2.15) and taking into consatlen that G has typically a
much smaller value thancCC, .

R, =t (2.16)
gm9CC

Although canceling the first non-dominant pole igj@te attractive prospect, this
method has two disadvantages. First of all, itas easy to find the exact suitable
value for R, according to 2.16 as Gn most cases has a variable value since the
output of the opamp for example may be an inpat igher level circuit. As a result
the load capacitance changes. Moreover singe $fgnificant value, in order to save
space, is substituted by a transistor workingiode region. A random voltage swing
may upset the frequency of the zero and in that prayenting it from canceling the
non-dominant pole.

2.4  Gain Varying Techniques

Fundamentally, the gain of an amplifier dependgh@nequivalent transconductance
Gm and the output impedance. In order to vary thie,gone of the two parameters
needs to be varied. As a result, variable gainbmachieved by tuning bias current,
emitter/source degeneration and/or loading. Thistiae briefly introduces and
compares these design techniques together with sthes techniques that can be
employed for variable gain amplifiers.

» Variable Bias Current
The most direct way to tune the transconductantéchwis highly related to
the gain of the circuit, is by tuning the bias eumtr Although this is a simple

technique, tuning the bias current lacks in velisatsince noise, power,
bandwidth, and linearity, which also depend heaoriyit.
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Variable Source Degeneration

Either using an emitter or source degenerationth@notechnique which
enables the gain tuning is tuning the degenerassistors, Figure 27. This is
feasible if, a MOS transistor operating in its digoregion as a variable resistor
Is employed. Its resistance is given by:

R=— 1 (2.17)
UC,, N (Ves— V1)

The differential pair performs better when givelow power supply because
when is low power supplied, the degeneration dassimpose penalty on
voltage headroom due to biagdV 1. Nevertheless, the noise performance is
poor.
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Fig.27 Variable gain amplifier with  MOS as a variabe
degeneration resisto

Variable Load

A technique that matches the variable bias curtectinique is the variable
load tuning. By employing a MOS device operatingtifode region, in
parallel with R or substituting it, a variable load resistor isated. Although
simple, this techniques main drawback is that ftess from the severe trade-
off of the amplifier's performance in terms of n@jdinearity and bandwidth.
The variable load technique is occupied in the nbock of this thesis.
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Current Steering

Another interesting technique, referred to as aurséeering, can be employed
to realize a variable-gain amplifier. The simplifischematic is shown in
Figure 28. Transistors M1-M4 are to steer the diifal drain current of M5-
M6 to the output according to the control voltagé M relation to a reference
voltage Vr.

Fig.28 Variable gain amplifier based on currehsteering technique.

The overall gain is given by:
A =(2a-1)g,s R (2.18)

wherea is the fraction of the drain current from M5 flowji through M1 to the
output[6]

O<a=1dl=f(, V)<l (2.19)

lga

The key advantage of this current-steering techmiguthat the amplifier’s
parameters, including bias current, noise, bandwald linearity, are all
independent of the control voltage and thus tha geiting. The disadvantages
include more active devices and thus more noisenamr@ voltage headroom,
which may not be suitable for low-voltage and hgything applications. It is
interesting to note that the transistors M1-M4 domeed to cross couple from
each other. In this case, the voltage gain becomes:

A =agsR (2.20)
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When having low supply voltage, it is more benelfido steer the currents
from M2 and M3 directly to the supply without cressupling to the load. As
such, the current and the voltage drop acrossdh@ ¢an be minimized, and
the load can be maximized for maximum gain witheatrificing the dc
output and the output swing. Generally, in ordemtike the gain less sensitive
to process variation and temperature, it may ptovge significant employing
resistive loads and resistive regeneration for ithgut devices M5 and
M6.Apart from that, degeneration improves linearday a cost of gain
reduction. The range of the control voltage maylitmted for a linear gain
control, and a scaling network can be added rigtar éhe actual control
voltage to extend it to a full supply range. Moregwesistive degeneration
can be applied to the steering devices M1-M4 asm@ake the gain’s
dependency on control voltage more linear.

2.5 Harmonic Distortion and DC Offset

2.5.1 Harmonic Distortion

In communication systems, linearity of amplifiessniormally measured by
evaluating the third order input intercept pointP@). Due to the inherent non-
linearity of amplifiers, an input signat(t) results in an output as given below:

y(t) = kg + XD+ ke X()+ K R( ) (2.21).

The above relation is based on the assumptiorthieatircuit is without memory and
is driven by a small signal excitation reasonaldioty the 1 dB compression point (1
dB compression point is the point at which the ga@viates from its ideal small
signal value by 1dB). It follows from equation (2)2hat when the input signal is of
the form x(t) = x cos (it) + X cos (2t) , the in-band output of interest is [7]:

Yin-bana(t) = K q{cOs(@;t)+ cosfu,t )}FkZ3 f{gcosw yr Scospt ¥ E(z.zz)

3[cos(2v, —aw } + cos(@,~w, )

It can be observed from the above equation thathihe order distortion components
include nine new mixing products @t and w, and three at frequencies2w, and
2w2- w1. The components atid-w, and 2o,-w1 are the intermodulation distortion
components.

The fundamental component in equation (2.22) irsgeavith a slope of 1dB/dB,

while the third order intermodulation componenesisit a rate of 3dB/dB with respect
to the input power. The third order input intercppint is defined as the input power
for which the distortion power ai-w, (Or 2w,-w;) is the same as the linear output
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power atw; (or w;). Normalized to a @ load resistance, the 1IP3 is given by:

4
X2, :3_2 (2.23)

2.5.2 DC Offset

There are two types of offsets in analog circuitd affect the performance of the
circuits:

1. Random offset
2. Systematic offset

Systematic offset is caused by non-idealities efdhcuit, on condition that there is
no transistor dimension mismatch. For instancg, Xariation causes further variation
to overdrive voltages resulting in mismatches diffi to predict, random mismatches,
leading to DC-Offset. As a consequence, the inpisieb voltage is the differential
input voltage that has to be applied to force thfemntial output to zero is called
DC-Offset voltage. Furthermore in multistage anid, each stage providing a
significant amount of gain, the DC-Offset is oftaaused by the first stage [8] and this
is the reason it should be optimally designed.

2.5.2.1 Systematic Offset

Systematic offset voltage is closely related toli@zpower supply rejection

ratio of amplifiers. Its dependence on the supjpplyage is a more realistic problem in
circuits in which the bias currents depend on tiggy voltage. In the two stage
amplifier shown in Figure 29, the two stages hagerbdisconnected to explain the
concept of input referred DC offset.
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Fig.29 Input referred offset of a two stage amplifr

If the input voltages are set to zero and perfeatiching is assumed, the¥/of

M3 (also equal to its §5) will be equal to the ¥s of M4. Then, \bs; = Vpszand | =

I, = Isd2. Since M, M4 and M6 are perfectly matched ands¥= Vpss = Vgss, the
overdrive voltages of all three transistors are $haene. Hence the ratio of their
currents to W/L values should also be the samerefte:

|D3 —_ ID4 —_ ID6

W/L), W/L), W/L), (2.24)
ID5 _ ID5 — IDG
— - =
2W/L); 2W/L), W/L) (2.25)
Since
Iﬂ = (W/ L)5 .
lo7 (VV/L)7' ID6:|D7, (2.26)

W/L); _W/L), _1W/L)s

W/L)y W/L)s 2(W/L), (2.27)

The output DC voltage is given by:

0.¥c=VpseVssVaesaVes V13 +Vo3-Vss (2.28)

The systematic offset is obtained by calculating difference between the value of
Vo pcin equation (2.28) and the half value of the supiitage. Provided that Ais
the gain of the opamp then
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2.5.2.2 Random offset voltage

Random offset can be met when process variatioiss. &his could be translated into
a load mismatch, irrelevantly of active or passaweplifier channel length and width
mismatches between transistors, threshold voltagenaich and many other such
variations. A constant offset component, indepehdéthe bias current, is caused by
a mismatch in the ¥, , which results into non-linearity and high preseof noise. At
the physical design of the circuit these facts #hobe taken into serious
consideration.

2.5.2.3 DC Offset Generation

In this section DC-Offset generation mechanismsaremarized [10,11] :

1. Transistor mismatches in the signal path.

2. Self-mixing of local oscillator (LO) signals leialg into the RF port of the mixer
and the input port of the LNA as shown in Figure 30

3. Self-mixing of LO signals leaking into, radiaté@m, and reflected back to the
antenna as shown in Figure 31.

4. Self-mixing of strong in-band interferers leakingo the LO port of the mixer from
the output of the LNA as shown in Figure 32.

5. second-order intermodulation (IM2) of the compusesuch as LNAs, mixers, and
filters.

Though only thd-branch is shown in the above figures, the Q-branutergoes the
same phenomenon. The DC offsets generated by tlthamesm 1 and 2 can be
considered as systematic whereas those by the mieoh& and 4 as random.

T ——= LNA t
7 l_f-
I\-\._ e
LD Leakaga —

=
£
>

Fig.30 Self-mixing due to LO leakage
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o
Fig.31 Self-mixing due to LO leakage radiated
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Fig.32 Self-mixing due to interferer leakage

2.5.3 DC Offset Correction

DC offset causes performance degradation in sigradessing systems especially for
high-speed applications. The offset cancellatiothoe that is presented in this thesis
relaxes the requirement for the offset and is basethe negative feedback topology.

2.5.3.1 Feedback Topologies

It is widely known the tradeoff between the thrddhwoltage mismatch and the
channel capacitance. For instance, a threshold atcsnof 1 mV equals roughly to
300 fF, taking into consideration that the techgglave use is 0.um. There are
cases, where input capacitance's value becomes lquife, and this fact causes both
the decrease of the speed and higher levels of pdissipation. The most common
case of the phenomenon mentioned above is thestagé topologies. Considering
the fact that in practice mechanical stress masease the offsets mentioned above,
in modern systems precision is an essential fastoryve have to cut down these
offsets with offset cancelation techniques thatpaesented below.

A common method to deal with the offset is to ugpacitors in our circuit. The way
we place the capacitors defines the cancellatiothodewe deploy. First of all, we
consider the case of placing the capacitors intfafnour amplifier, as shown in
Figure 33(a) [3].
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(c)
Fig.33 (a)Simple amplifier with capacitive couplingat output, (b) circuit of
(a)with its inputs and outputs shorted, (c) propersetting of the common-mode
level during offset cancellation

If the inputs of the amplifier are shorted Figu@l3 then the output of the amplifier
will be Vour = A.¥:  and is stored acrosCi ancCz.We must agree that, a zero
differential input results in a zero differenceveeén \¢ and V. Thus, afte: and3z
turn off, the circuit consisting of the amplifiencC1 and €z exhibits a zero offset
voltage, amplifying only changes in the differehtiaput voltage. In practice, the
inputs and outputs must be shorted to proper coramaate voltages Figure 33(c) .As
a result this method senses the offset by settiaglifferential input to zero and then
stores the result to the capacitors that are plat#éae front of the amplifier. However
the drawback of this method is that the existeri@aock is inevitable as we need to
settle the offset cancelation period Figure 34.

&
1 Vos
cl-—cr'fu--
¥in d
Py
CKs---

c,
- ‘|‘ 5 F—1——x
AI‘
- P ¥
Sa S5 Sa

Vem Yem
Fig.34 Control of the amplification and offset canellation modes by a
clock.

s,

The next method is called input offset storage asndts nhame implies the capacitors
are placed before the amplifier. Plus a unity-gagative-feedback loop is employed
Figure 35(a).
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Fig35 (a) Input offset storag (b) circuit of (a) in the offset
cancellation mode.

Considering that offset exists in our circuit, fimst circuit can be simplified to the
one depicted in Figure 35 (b).It can be seen thatVyy and (MurVos) (-Av) =Vour as
A

Vour, Tia, YOS R Vg (2.30)
In other words, because of the negative feedbaml, lthe offset seen at the nodes X
and Y is transferred and stored at the capaciwhere it is subtracted from the
differential value of V.In case we have for a zero differential input, diféerential
output is equal t&¥os.
The disadvantage of the two previous methods i$ they suggest the use of
capacitors in the signal path and this affectsossty the magnitude of the circuit's
poles, especially when feedback loops or opampsised. Changing the magnitude
of the poles affects the phase margin at a largenéxand as a result the speed of the
circuit and the power dissipation. In order to ge¢r these problems we must protect
the signal path from the capacitors used for offs@tcelation and this can be
achieved by using an auxiliary amplifier Figure 36.

Vos1 A, 4

—y
n & 4 Vour
A ——

=
“T

>

Vi

Fig.36 Additional of an auxiliary stage to removelte offset of an amplifier.

Aaux amplifies the differential signal Vvand then adds it to the output ofy A

(subtraction).Supposing thé¥os141 = 1Aaux then for \[,=0 we receive {,=0.The
main question is how do we create the differergighal \4 and this is explained by
the following circuit in Figure 37.
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Fig.37 Auxiliary amplifier placed in a feedbackloop during offset cancellation.

To cut a long story short the use of an extra siageevitable, as it has to serve the
loop that is created by the auxiliary amplifier.dther words this method is proposed
mainly for multistage amplifiers. By examining thicuit it can be noticed thas1
and3z are on then Y,=VosiA1A,.

Turning on the = andS: we activate the negative feedback loop and weivec

VOUt| - VOUI &UX
VosA (2.31)

and considering thatVos141/Aaux)Azux = Vos141 the value kept in the capacitors is
Vi.However, there are two disadvantages regardirgy tpology. First of all, it is
obligatory to use a multistage topology, a fact timay be an obstacle in case of the
design of high speed operational amplifiers. Sebgnithe addition of the output
voltages of4: and A: is quite difficult. To deal with the above issuaisa certain
extent some modifications are made to the initiadudt resulting to the one depicted
in Figure 38.

I-": " __'C)' Gy i ib’ | Weun
Gt {.- -
8y 5y I f_;J

L [P i

Fig.38 Previous Circuit using G, and R stages

The new circuit is consisted of g and G, which are stages that comprise a
differential pair and R which is a transimpedane®éfier. Figure 39 shows a simple

implementation of a common-gate circuit which serae a transimpedance amplifier,
which means that it converts the current sourosmttage at the drain.
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Fig.39 Transimpedance amplifier

2.5.3.2 Active Feedback Architecture

Amplifier Core
1
V+O Matching [T+ SC Fe e s [ [+ ‘—°‘;‘
in . v L+ I i Al
- o——] Network L |~ o
Offset Cancellation Re
4 Yy
<& * MWy
F k K -L Re
eedback Cp=—= I Cr

Amplifier

Fig.40 Active Feedback Architecture

Before studying the active feedback architectur&igtire 40 it must be noticed that
the specific methodology not only helps us in D&eff correction but also improves
the gain-bandwidth of our circuit. Taking into catexation the Figure 40 which
depicts the architecture employed at a multistagpliier it must be noticed that a
cascade of n identical cells, each having a.BWoduces a total bandwidth of

BW,, = BWXY2'" -1

(2.32)

Symbol m equals to 2 for first-order stages andrskecond-order stages.[12] For
example, if BWy= 10 GHz and n=5 then BW26 GHz for m=2 and BW>16 GHz
for m=4. This is a very helpful information concemythe required bandwidth of each
identical cell. As far as gain is concerned,if;As the total gain then the required cell
gain-bandwidth product GBWtan be written as [12]
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___ GBW,
GBV\é_ 1-1/n 21/n_1
ot (2.33)

where GBW,= AwBWiot and GBW=A"BW..It can be concluded that for a large
n and a given GBW; the gain per stage gets lower and the existenceose
becomes more intense.

Taking into consideration the above data, it is omtgnt to study how the active
negative feedback loop enhances the GBW of amgdifi&s it was mentioned before
the negative feedback loop involves two stagges- &, and a transconductance
stage G which returns a fraction of the output to the inpfit Gy,. Unlike the
conventional Cherry-Hooper amplifier, actived feadk does not resistively load the
transimpedance stage.

—o out

Fig.41 Active-feedback cell realization

If we study Figure 41 the transfer function of theerall amplifier is given by

Vout — Aloa)ﬁ
V, §+2{ws+af (2.34)
A, = GrGroRLR =~ G
Where 1+ GmmeZ RLlRLZ Gmf (235)
sl R.C *+R.Cy
2 2\/ R1R.CC, 1+ GG RIR ) (2.36)
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— 1+ GmmeZ RLlRLZ
" R,R.C,C, (2.37)

If (=v2/2 and the -8B bandwidth w.sq=2nfsg=0n/(21) then we receive the
maximally-flat Butterworth response. If multiplied

G,.G.,
A\/oa)—z3dB = Cn:]l C 2
12 (2.38)
or
Aoz = GG .
CC, Wi (2.39)

Assuming that GJ/Ci=Gn/Cxx2nfr the equation above can be rewritten as

f

f—SdB

A\loa)—3dB = fT
(2.40)

Noticing the above result it can be concluded thatactive feedback increases the
GBW beyond the technology by a factor equal to the ratio ofr fand the cell

bandwidth.
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CHAPTER 3

DESIGN OF THE VARIABLE GAIN AMPLIFIER

The variable gain amplifier that will be presentedthis chapter was designed,
according to the demanding standards of a RF recenhich combine not only high
bandwidth but also considerable gain.Moreover, tamplifier has low power

dissipation and DC offset correction. The VGA sysi@chitecture is shown in Figure
42.

YWEA Chain
vin HPF VEAT VAL > VEAT > Vout

T I
< Gmf LFF

e,

Feed back
Amplifier

Fig.42 VGA Architecture

The VGA consists of a high pass filter, a threegstanodified Cherry Hooper
amplifier gain cell and a DC-offset cancelationwmatk, comprised by a low-pass
filter and a feedback amplifier. Besides that, #pedechniques are employed
including the inverse scaling and the negative lfeed network, as an attempt to
cancel the DC-offset. Furthermore, it is importemnhotice that the current amplifier
is inductorless, since the on-chip gain peakinguator may extends the maximum
bandwidth, it requires a large chip area though.{Af3course, using capacitors for
compensation is something inevitable. As a resulthe next section each block of
the VGA will be explained along its purpose.
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3.1 Blocks of the VGA

3.1.1 High-pass filter

The high-pass filter is a simple first order RQefi[14], which is used in order

to block the offsets from preceding stages, sucke#fsmixing offsets created

from the LNA, Mixer and LO as shown in Figure 1.®ltuprovides the desired

input dc level for the input stage of the VGA gaell. The HPF is used in

feedforward in order to remove the DC-offset beeatle DC voltage cannot
pass through a HPF, if it is placed in the sigrethp However it should be

decided the proportion of the input signal that wé degraded since the HPF
does that. Given that the system designed hasaéhdih of around 2GHz, a

filter with a cut-off frequency of 200KHz will nhotlo much harm and the

settling time will be relatively fast. As a resirtorder to implement that, a 1.6
MQ resistor and 0.5pF capacitance are used, as sindwgure 43.

Fig.43 HPF with 5@ resistance at transmission line and a source folker

First of all the 5@ resistance is noticed before the filter and affter input of the
system. Theoretically there is another stage thetgules the VGA and shares the
same transmission line. However standing wavesransiission lines can cause
gain/phase ripples. For that reason transmissims Imust either be of short length or
well-terminated. Since the design takes place atrOtechnology, and the transistors
have small dimensions, a 20D resistance would be enough to terminate the lines
between two stages. Finally the use of a sourdevier who acts as a voltage buffer
is inevitable. The gates of the differential pameadretically have infinite input
resistance and by placing the HPF we interposeiatamce with a small finite value.
This results in degrading the signal and the velthgffer is needed, with gain value
1(0dB), to keep the signal steady. The source vi@dlowas practiced using an ideal
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voltage-source voltage control buffer, from thelaghib of Cadence Analog Design
Environment. Below lie the frequency response of the HPF, Fgl#, and the values
used in the design of it, Table 1.

AC Response
Filter Output

25.0

o MO[200KHz, =1.47dB)

-75.0

-100

freq {Hz)

Fig.44 Frequency Response of the HPF with 200KHz toff frequency

Table 1. HPF design values

Block | HPF
Values

R 1.6MQ

C 0.5pF

3.1.2 VGA Chain

The three-stage VGA chain provides wide gain tunmgge, having not only
sufficient voltage gain for small signal inputs lalso attenuation gain when strong
level signals can cause saturation to the systemhat way it assures that the
demodulator get an input signal that is within ithgut range of the demodulator. The
main VGA gain cell is a modified Cherry-Hooper aifipt[15], however in order to
understand its functionality, the primal Cherry lHeo amplifier should be studied
first.
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3.1.2.1 Cherry Hooper amplifier

One of the main purposes for using the Cherry Hoapeplifier, Figure 45, is that it
provides high gain bandwidth product without thedef extra supply voltage or chip
area needed for inductively peaked gain stageshmmse active or passive inductors.
One characteristic feature of the Cherry-Hooperldimpis that it uses local feedback
at the drain network in order to improve speed. Elsv in order to understand better
its functionality it would be wise to study the cade of common-source stages
topology, as shown in Figure 46(a)[15].

— M,
T

Isgo
Vgg

Iss1
Vgg

Fig.45 Cherry Hooper amplifier
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Fig.46 (a) Cascade of two CS stages,(b) Employmaeafta source follower
voltage buffer,(c)Two CS stages witleédback resistance,
(d) previous circuit with node capacitaces.

Cx is the total capacitance seen from node X to giodime trade-off between gain
and bandwidth of the first stage is something easwyotice, since &gnmRp and
cop,x:(RmCX)'l.The size of transistor Maffects the gain of the second stage and a
result the Gs, and Gpz(enhanced by the Miller effectymay dangerously tithie
bandwidth at node X.

If a source follower, between the two stages, terposed, as shown in Figure 46(b),
diminishing the input capacitance of the seconds@8e from the node X. However,
in that way the voltage gain will be reduced sittoe source follower requires more
voltage headroom, limiting the available bias wugp#taacross the resistorpR,
reducing as a result the voltage gain.Moreovergtle a chance that the signal may
be attenuated, in some cases as much as a facdfafif body effect and channel-
length modulation are significant.

Searching an alternative solution, the topolog¥igiure 46(c) should be considered.
At this case resistor Rposes feedback around,Mince it senses the output voltage
and returns a proportional current to X. It sholédnoticed that the circuit provides
two paths to the output, the first through &hd the second through.Rhe goal is to
make the signal, flowing througheRnegligible so as not to interact with the signal
flowing through M.
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At this point isolating a CS stage with resistivwedback, Figure 47, in order to
examine its behavior would help. Supposing thatrédséstance Rhas a large value,
Io will flow through the transistor and not throudte tresistive path. As a result, since
Ic=0 then

VGs:VDSZVDD-lDRD (31)

or Vop= Vas+ IbRp (32)

VDD

Fig.47 CS stage with resistive feedback

It can be proved that thegRole is to keep the value of tonstant. Assuming that the
value of pis not fixed and is increased. According to (3t®) value of \&s should
be decreased, sincgyand R have stable value. However if there is decread&sin
,according to the MOS device physigswiill decrease too. All in all the assumption
was wrong and that proves that the value,a$ Istable.

Calculating the low-frequency voltage gain of tiecuit in Figure 46(c)(assuming
that k is an ideal current source and channel-length tatida is minor), the small-
signal drain current of Mis gn1Vin . This current flows through fRcreating a voltage
drop equal to @Vin Rr. According to KVL:

VoueVx+ On1Vin Re (3-3)

At the same time, the small signal current credted/, ,gn2Vx, must flow through
Rr resulting in:
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On2Vx=- Om1Vin (3.4)

using (3.3) 82(Vourm1Vin Re)= - Gn1Vin (3.5)
\Y/
VLLH = gmRe ~

leading to in Im2 (3.6)

If Re>>gnz'  then the gain equals to the one of a simple @§eswith a load
resistance R The main advantage of this circuit compared &dhes studied before,
is that the small-signal resistance seen at nodesidXY, has the value,g much
smaller than R Moreover comparing the pole frequencies createthbyapacitances
at nodes X and Y of Figure46(d) with the ones @uFes 46(a) and 46(b), we
conclude that they have quite much higher valugsesbp x = gmo/Cx and wpy =
gm2/Cy .For example, assuming that=Cgs,then the pole frequency would bg x ~
Om2/Ces=2nfro,where §, is the unity current gain frequency of transistop. M
As a result, the final circuit not only providesigh gain of approximately,gRr but
also low resistance values at nodes X,Y which m faroduce high-frequency poles
as explained before. This is the basic circuitthe Cherry Hooper amplifier. At this
work a modification of Cherry Hooper Initial cir¢uvill be presented. However it
would be wise to study a modification that appreectihe one of this work in order to
understand it better.

The previous approach was based on the assumptdnop x ~ gn/Cx and wpy =
gm2/Cy ,though these approximations may prove to be imateu This happens,
because at high frequencies, a feature of this w@ykshuntsthe output node. This
means that a low-resistance connection is formeawedsn 2 points in the electrical
circuit, creating an alternative path for a portiohthe current. In that way the
impedance seen at the gate of transistor M2 ineseasd the loop gain is decreased.
Same happens with the capacitangeslunting the node X. Noticing the equivalent
circuit of Figure 48,

- R

A Y o
VYV out
.._c"_.. l
. Cgp2 Cy
.. XU-TI M2 ;
Fin ? IC’I;_:l:-

Fig.48 Equivalent circuit of the Cherry Hooper ampifier
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where h=gm1Vin , the current flowing through :RCcp2 ,lin+VxCxS, produces@ Voltage
drop equal to (1+VxCxS)R/(RrCcsp2s+1).1t can be seen that

(I, +V,CyS)———F——+V, =V,
T RCoppstl (3.7)

On the same time summing the currents at the autput

_VoutCYS_ ngVX = Iin +VXCXS (38),

leading to:

- outCYS_ Iin
Vy =———=
Omz +CxS (3.9),

substituting in (3.7):

Vout — R'.gcxcoozs2 + (9meReCopz * Cx ~Copp) RS+ 9mpRe -1
Vin RF (CXCY + CGDZCY + CGDZCX )52 + (CY + ngRFCGDZ + Cx )s+ Om2 (3_10)’

Supposing that the two poles are equal then, aoaptd [5],

=w zng ~ 2gmz

a) =
P Cy+Cy+0,RCop,  Cy +Cy (3.11),

pl
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simplified in case the third term in the denomimatas a negligible value. What is
most important is the fact thady,: and op, have quite high values: Rx)* or
(ReCy)™t.

The differential version of the Cherry Hooper arfiptiis depicted in Figure49(a) and

in order to save the unwanted capacitance possitdied by a pnp current source,
ideal current sources are replaced by resistors. tfdnsistors Mand M, form the
input pair which is also known as the transconcdumastage that converts input
voltage into current. The resistor Brovides feedback between the drain and gate of
the transistors Mand M, respectively. The current mode signal is then afegliand
converted back to voltage by the second pair ofsistors Mand M,, which form the
transimpedance stage.

Yoo
Rp = = Rp
R R
Wy °Vout My

(a) ' - (b)

Fig.49 Cherry Hooper amplifier with differential pair with
(a)current-source loads and (b)resistive loads.

However Cherry Hooper amplifier has a serious demkbit allows limited voltage
headroom since it face difficulties in working abwl voltages, such as
90nm.Examining the circuit in Figure49(b) ,it caa &een thatsd; forces its way to
the feedback resistors while the sum; + Isspthrough the load resistors. As a result
the minimum supply voltage is given by
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_ (g tlse) s
VDD,min - < 2 RD +5 RF +VGS3,4 +V|ssz
2 2 (3.12).

Viss2 Is the minimum voltage required across ideal enirrsource ds; and it can
clearly be seen that it affects the maximum voltgga of the circuit. In order to
improve the voltage headroom a modification of dreuit is presented at Figure
50(a) where resistors or current sources add upedotal bias current of the input
differential pair. In order to avoid reducing tlea gain the value of the resiston R
must have a greater value than the input resistahttee second stage. At this work,
as it will be explained later the yRis replaced by a PMOS transistor working in
triode region in order to control the gain at theiable gain amplifier. It must be
noted that the resistors are more preferable touhent sources of Figure 50(b) since
current sources may introduce substantial capa@tahthe drains of the transistors.

Voo — Vpp
13(1) 1 P é*)h

RE : Rg RE R

)
T
A
YWY
X
(=}
Ak
hd
Ak
YWY
X
o
A
Y¥Y
e ]
I

Fig.50 Modified Cherry Hooper amplifier with
(a resistive loads and (b)current-source loads.
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3.1.2.2 Modified Cherry Hooper amplifier

The modified Cherry Hooper amplifier cell is depdtin Figure 51.

M5 [ Mée

Rf Rf
M1 M2
Vint o—| [‘ 1 ’:| o Vin2

Iss1

Fig.51 Modified Cherry Hooper amplifier.

In contrast with the traditional Cherry Hooper atiigl, a PMOS transistor, working
in triode region, is added in parallel with theda@sistance R.The PMOS transistor
IS biased with a control voltagec\and in that way the calibration of thes M| R is
feasible. As a result the voltage drop amongif controlled by the value of &
which in turn provides the ability to control thaig of the amplifier. All in all, by
having this tuneable load resistance, a wide gange is provided since the load
resistance affects the total gain at a great exterlRF design, negative gain is also
desirable since in some occasions the attenuatioth® signal is necessary.

However, the Cherry Hooper amplifier has not ordyantages but also drawbacks.
First of all, all the transistors that comprise thfferential pairs should work in
saturation region and that requires large voltaggdroom, making it not the optimal
option when designing in small-dimension technologych as 90nm CMOS.
When working under 1.2 V supply voltage, the chafea low-threshold voltage is
essential. For that reason the NMOS and PMOS stmsithat were chosen from the
tscm90RF library have, as it will be seen afterwaimall dimensions leading to a
small value of My . Moreover, the minimum gain of the circuit is ited by the R
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,which in most cases has a large value. Howeveadigion of the PMOS transistor
in parallel with B lowers the total load resistance and in that way gange includes
negative gain.

Studying the small signal half circuit, in Figur@,%f the modified cherry Hooper
amplifier the small signal gain\Ais given by:

_ 1_S(ng2a/ nga)
NEAOGRR T g+ sF G149

where B =Gy Chazat GGt Gua2aC (3.14)

and D =CyppuRe + Gyt 0 4 & (3.15)
mZaRD nga

where Ag is the DC gain of the gain cell on the conditibattg,,dRr>>1,
Om2:Rp >>1 and R >> Re[16]. C;7 is the total parasitic capacitance at the gatéd-of
and M,.

R
—AM—
O @ Vo2
t—| -
C
::(_ e Rp —=k3,
Emlain2 | AL Em2aYgs2a

Fig.52 Simplified small-signal half circuit

3.1.2.3 VGA chain build-up

At this section, there is the description on how YGA chain was created, starting
from the first stage until the third one. In genettae first stage was designed with the
maximum bandwidth which could be combined with eeie gain. Then each time an
amplifier gain cell was added we had a decreasth@fprimal bandwidth but an
increase on the overall gain of the system. Onstmae time always watching the
phase margin in order to keep the system stableuaimd) frequency compensation
techniques to enhance the results.
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« 1%stage

At the first stage no capacitance compensation fgdake as according to the
transfer function of (3.13) it is quite clear thia¢ amplifier has one zero located at
®z =Om2dCyd2a @and the dominant pole ab, domina® 9m2dCL [16].However a
resistor Romp1 Was added in order to boost the value efaRd cause zero-pole
cancelation, with the zero created. Performing /pede simulation analysis at
Cadence Analog Design Environment the goal is taeaehpole splitting as
described in Chapter 2.Knowing that the dominané ®wy~gn2dC., the trade-
off between gain and bandwidth is declared. Inangaghn., increases the total
gain of the amplifier, while increasing the loadpaeitance € increases the
bandwidth. The schematic of the first stage, thguesmcy response graph and the
result tables lie at the end of this section. Thasphmargin, as mentioned in
Chapter 2, is calculated froPM = 180° + £8H(w = w1) whereo, corresponds to
27If‘|'.
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Fig.53 Amplifier's 1% stage schematic
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Fig.54 Frequency Respse of ' stage amplifier

Table 2.Values-dimensions of*istage

Block 1% stage Cherry Hooper
Variable Values/Dimensions
W]_,z -Ll,z 4.356 um-140nm

W3’4 -L3,4 5um -100nm

|l ss1 77uUA

| ss2 350uA

Ry 9KQ

Ry 5KQ

W pmos L pmos 20um-100nm

Rcomp 634.4Q

Vvdd 1.2V

Table 3. 1 stage efficiency

Block 1% stage Cherry Hooper
A -0.33(min)~9.23(max) dB
f-3dB 5.15 GHz

PM 110° (stable)

fr 13.9 GHz

Power Dissipation 512.4 uwW

1011

Y1 (deg)1
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« 2" stage

When adding the second mirror stage the bandwifdtheosystem is expected to fall,
since an increase in total gain is imminent. Cotingdhe output of the®istage with
the differential pair input of the"2results in the presence of unwanted capacitance.
As a consequence, frequency compensation provieslispensable importance here,
and more specific the simple Miller compensatiorthwa nulling resistor (Chapter
2.3.3). A capacitor with a tiny value is used ¢edbfF, it is enough though, to cause
pole splitting and keep the dominant pole as uetdte as possible. Besides that, a
nulling resistor is usesgRnp2=45Q2, to improve the phase margin. It must be noticed,
that a new technique is employed at the secondttardl stage, the inverse scaling
technique. It has to do with the dimension of theofAthe input differential pair in
correlation with the W of the first differential ip@f the first stage. More specifically,
the value of W at each stage is the half of theiptes one, resulting in gaining extra
bandwidth since unwanted input capacitance is dsegk More details will be given
in the next section of this chapter, where the naples employed on this design are
described.? stage schematic tables and frequency responsistatkbelow.
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Fig.55 Amplifier's 2" stage schematic
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Fig.56 Frequency Response of"‘?stage amplifier

Table 4.Values-dimensions of? stage

Block 2"% stage Cherry Hooper
Variable Values/Dimensions
Wi -Lio 2.178 um-140nm
W34 -L3s 5um -100nm

l'ss1 72UA

Issz 380uUA

Re 12.75 KQ

Ra2 5 KQ

meos‘ meos 20um-100nm
Rcomp2 450Q

Ccap2 150 fF

Table 5. %' stage efficiency

Block 2"% stage Cherry Hooper
A -3.27(min)~21.45(max)dB
f—SdB 3.03 GHz

PM 40° (stable)

fr 8.77 GHz

Power Dissipation 542.24 uwW




« 39stage

The 3% stage is the final stage of the VGA chain andnitliides the DC-offset
correction, comprised of a low-pass filter and adfeack amplifier. As it will be
observed, the bandwidth continues to fall, howetles total gain reaches its
maximum value. Many would wonder why not addingoarth stage at the VGA
chain, in order to achieve a higher gain as the pmsation helps to keep the
bandwidth at decent levels for RF design. The anssvidrat the pole-zero analysis is
already overloaded, since there are numerous polgészeros at the transfer function
which makes the frequency compensation quite a toated procedure. In addition
to that employing a4 stage would increase the power dissipation sinoerourrent
would be necessary.RC Miller with nulling resistarompensation is used again,
exploiting the Miller effect, with compensation eatance cap-25 fF and nulling
resistor Romps=7 KQ. 39 stage VGA schematic figure, tables and frequeespanse
are listed below.

G—u{dra  {—uE@h
g o "
1 1

Fig.57 Amplifier's 3" stage schematic
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Fig.58 Frequency Response of%stage amplifier

Table 6.Values-dimensions of'3 stage

Block 3% stage Cherry Hooper
Variable Values/Dimensions
Wi -Lio 1.089um-140nm
W3’4 -L3,4 5um -100nm

Issl 60UA

| ss2 380UA

R 13.9 KQ

Ra2 5 KQ

meos‘ meos 20um-100nm
Rcomp3 7 KQ

Ceap2 25 fF

Table 7. 3rd stage efficiency

Block 37 stage Cherry Hooper
A -10.6(min)~31.3(max)dB
f.348 2.13 GHz

PM 38°(stable)

fr 6.9 GHz

Power Dissipation 528 uW

Y1 (deg)1
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3.1.3 Low-pass filter with feedback amplifier

Both the filter and the amplifier are needed fa¥ IC-offset correction as they form
the negative feedback loop. In the next sectioir fis@ctionality will be explained
thoroughly, even though that has been done at eh@.3.2 with a similar example.
The cut-off frequency of the filter is at 500KHz.Thikoice was made because, in
order to check for DC-Offset a fast sensing filkeas needed to track the changing
offsets at the output of the VGA chain. At the satinge it should be ensured that
there was minor degrading of the signal, since liigher cut-off frequency was
chosen the signal of interest would be removed. [dhepass filter is utilized as a
first order RC filter with a capacitance of 0,182 and a 3.122 K2 resistor.

. | EAVAVARS |
CB WY
MI1E w19
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”
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Fig.59 Feedback amplifier's andPF schematic
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Fig.60 Frequency Response of LPF and feedbaakplifier

Table 8. LPF-Feedback amplifier design values

Block | LPF
Values

R 3.122 MNQ

C 0.102 pF

Block Feedback amplifier
Values

Wi 200nm

L+ 100nm

| ssf 1uA

Y1 (deg) |
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3.2 Techniques utilized during design

The specific VGA design employs two techniques thabstantially increase the
bandwidth and deal with the DC-offset correctione3én two techniques are inverse
scaling and active negative feedback.

3.2.1 Inverse scaling

As mentioned before inverse scaling proposes teeesatic decrease by a factor of
50% the width of the transistors that form the mpmlifferential pair at the
transconductance stage of the Cherry Hooper amplifihis allows the circuit to have
extra bandwidth and it will be explained why.

The GBW product of each stage, at a multistage dimmplis g/Ciot ,where Gy is the
total load capacitance of the stage and includes:

» stage output capacitancg C
* wiring capacitance &and
» following stage input capacitance.C

: 1 [mcl Miller] : :

-%-— + -lr -ir
Co, =100 fF C, =100 fF
Cw= 20fF -2 Cw = 20fF
C; =180fF e Ci = 90fF
_— :1.43 —_—
C_. =300 fF ————— CL =210fF

(a) (b)

Fig.61(a)no scaling (b)inverscaling

In case widths of the transistors and current ssuscale by a steady factor theg, g
and the previously mentioned capacitances are ds¢aieghe same factor too. As a
result the GBW has a fixed value [17].Figure 61np®iout an example with inverse
scaling. Figure 61(a) depicts two stages withoatisg and (b) the same stages with
inverse scaling, as theCof the second stage has the half value than hefzea
result, total € is reduced by a factor of 1.43 which means that @W of the
second case is 1.43 times more. By applying tlsrigue to all the stages to all the
stages of an amplifier chain, increases the bartiwid all the stages giving an
essential bonus to the bandwidth of the circuitthermore an additional advantage
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of inverse scaling is the reduction of power congtiom approximately by 50%,
without affecting the noise and offset, which aetedmined usually from the first
stage which remains unscaled. As mentioned befothisawork the Cis reduced
every time by a factor of two when moving to thetrsage.

However, there are limits on how far the scaling teach, as the ideal case would be
to downscale by a large factor every time a stagadded, leading to a larger
bandwidth value. The factors that prevent the practif that are that a minimum
value of G should be driven to the last stage and the maxirallowable value of
input capacitance at the second in order stage.

3.2.2 Active negative feedback
The active negative feedback functionality is expddi thoroughly atchapter

2.5.3.2However it would be better to explain how this noettadapts to the current
design data, as shown in Figure 62.

YEA Chain
VEAZ = VIHAZ > Vaut
o il + |
<.Emi EPFE
Feedback
Armplifier

Fig.62 DC-Offset Correction network

The low-pass filter tracks the offset changes ataimput of stage 3, outputs which
may have been caused even by a mismatch at stag&ioice the filter is sensing at a
quite rapid value, the feedback amplifier by reirgyghe inputs, negates any offset
that appears. For example, in case DC-Offset appéarVy=0 VGAZ,(+)=0.1mV
and VGA3,(-)=0mV.Then the output of the differential amplifis equal to
VGAS3(+)-VGA3.(-)=0.1mV.However, due to the feedback amplifiee butput is
now the opposite input and vice versa. This resulidGA3i(+)=VGA3.u(-) and
VGA3ih(-)=VGA3.(+) which leads to VGA3u(+)-VGA3 cu(-)=-0.1mV.The
previous output was 1mV and in that way the offsategated since the sum of the
outputs is equal to zero.
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3.3 Design Optimization

3.3.1 Inversion Coefficient —Performance Trade-offs

When designing at low-voltage technologies such S@,mm CMOS, design
optimization is significant as the designers densahe optimal performance in order
to meet the primal expectations and standards. Qineecircuit is defined, the
designer has to find the right tradeoffs and thiee the different components, and
specifically choose the bias current, width, antte of MOS transistors to achieve
the desired specifications.

Inversion coefficient (IC) is the main transist@astyn parameter which covers all the
regions of operation of the MOS transistor in atcwous way. In that way, it is
possible to express all the important parameterasofsingle transistor, such as
transconductances or capacitances, in relation Mitimversion coefficient is given
by[18]:

| i
SPECO( L )
where kpecois the technology current given by:

lspe =2 o€ U5 (3.17)

where @ is the substrate factar,is the mobility factor,Gx is the gate oxide
capacitance per unit area ant is the thermal voltage. Selecting drain curreniQ
and channel length L defines the transition amosgopmance trade-offs. Figure 63
illustrates the MOSFET Operating Plane versus thectsd inversion coefficient and
channel length for a fixed drain current [19].
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Fig.63 Trade-offs at MOSFET operating plane

By observing the plane, it can be concluded thatdw values of IC, which represent

weak or moderate inversion at the left half plaBe(0), those who benefit from that
are g, and DC gain. At the same timep¢ and \bsat reach their minimum possible

values, similar to flicker noise. It will be provéater, using data from this design, that
WIL ratio gets its highest value here.

On the other hand, moving to the right half plambere strong inversion takes place
(IC>10), bandwidth reaches high values. In additiorthat, capacitances get their
lowest values and so does the thermal noise.

What is important concerning this design is thed#hg the values for the differential

pairs of the Cherry Hooper amplifier, where DC gaimd bandwidth should be

combined. As a consequence, the initial idea ishtmose a value of IC in moderate
inversion, as it will be presented later.

3.3.2 MOSFET's Inversion Areas
At the previous section the analyses took placedas the fact thaplhad a fixed

value. Now the separation of MOSFET’s inversion aisasade for a given IC and
channel length L, Figure 64.0bserving that the isim areas are separated into:
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Fig.64 Trade-offs of MOSFET’s inversion areas

Deep weak inversion(IC < 0.1 , krr < -163mV , \bsat <104mV).At this
area  \MVrrVpsar get  their  minimum  values and so does
bandwidth.However,large device size and high leakagrrent should be
noticed, whereas,gDC gain and g/lp increase by a small amount.

High side of weak inversion(IC = 0.1, err = -72mV , \bsat = 108mV).At
this area g and g/lp reach maximum values. DC gain, width and device siz
get large values in contrast withepd,Vpsat. Finally, a small increase at the
bandwidth should be noticed.

Weak-inversion side of moderate inversiof0.1 < IC <1, -72mV < W<
40mV , 108mV <\hsat < 135mV).IC is increased and as a result width,
device size area, PC gain and g/lp decrease. On the other hand
VEFF,VDSATincrease.

Center of moderate inversion(IC = 1, Vegr = 40mV , \bsat= 135mV).The
parameters mentioned before keep increasing/decgeaisthe same direction.
Strong-inversion side of moderate inversior{l < IC < 10 , 40mV < W<
225mV , 135mV <Wsat < 243mV).From now these areas are suitable for low
power dissipation and supply voltag¥err,Vpsat, design. Bandwidth and
device size area have mediocre values, while gatarkable increase. Due to
low saturation, bandwidth may not get the highedtie possible, though it is
suitable for many applications.

Low-side of strong inversion(10 < IC < 100 , 225mV < Mf < 724mV
243mV < \psat < 595mV).High bandwidth and low W describe thigaar
However low values of gand g/lp ,in conjunction with the high values of
Verr Vosar, do not support low voltage design.

Heavy or deep strong inversion(IC > 100 , \err > 724mV |, \bsaT >
595mV).As before, it is not recommended for lowtagk design. High
bandwidth,\érr Vpsar in contrast with quite low DC gain, device sizg,and
On/lp and small device area size describe this sub-area.
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All'in all, while moving from weak to strong inveos and IC is increased, W, device
area, DC gain, gand g/lp decrease, whereassp; Vpsar and bandwidth get their
maximum values. The trade-off between DC gain amitiwalth is easy to notice as
their maximum values reside at the opposite inversireas. Nevertheless, it should
be noticed that, strong inversion area may suppgtt bandwidth, however it is not
suitable for low voltage design due to the factha high values of M-rVpsat.LOW
voltage design poses serious issues with the &laileoltage headroom and the high
values of \trr,Vpsat make it almost impossible function, especially wheansistors
are supposed to work in saturation.

3.3.3 Optimization with design parameters

It is easy to notice that in this work the maindlmgy is the differential pair, as it is
the main part of the Cherry Hooper amplifier. Wisatost desirable when designing
a differential pair, is the high DC gain, thoughtlais work high bandwidth is needed
too, which makes it impossible to work in wean irsien. As a result, according to
the previous sections the differential pair mustkvat the strong side of moderate
inversion area, as this area is suitable for loWtage design. The design of the first
VGA cell was based on that concept and so diddhewing.

First of all, the calculation of the parameteraeeded:

(All the useful values information needed for thacalation was taken from the
tscm90RF library oVirtuoso Analog Design at Cadenge

* 11
fox L 345°10% ) )12 F

C' =
T 2.83*10° m

Kp=u* Cox =44.87*10%*1.22*10°%=5.474 *10" AIV?

Substituting at equation(3.17) :
Ispeco= 2nUy Kp (W/L) =0.8109pA (WIL). (3.18)
For example, the W, Lplvaluedor the input differential pair are

W=4.356um,L=140nm ang+38.5uA.

Combining equations (3.16) and (3.18), we obtamllG2 which is moderate
inversion, very slightly above the middle of moderaversion.
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CHAPTER 4

SIMULATION RESULTS

The simulation results are divided into 3 sectiohise first section is the results
regarding the gain, bandwidth and other importaatdrs of the circuit. The next
section refers to DC-Offset Correction and noisgure, while the last section
illustrates worst-case assumptions regarding teatper and supply voltage
variations.

4.1 Gain-Phase-Slew Rate Figures

Figure 65 depicts the total gain, bandwidth ofglgstem both of them combined with
the phase margin. The utilization of the high-paksrfbefore the input differential

pair blocks the signal for any frequency under XMz. The phase margin is 38
degrees which makes the system quite stable.
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Fig.65 Gain-Bandwidth of the VGA
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Figure 66 illustrates the total gain of the systemten different \ values, starting
from OV to 1V.The VGA shows quite linear behavioremh\V, =0V to 0.65V, while
gain values seem to converge at around 30dB whef.¥ V. This is due to the bias
of the PMOS transistor since for these values dfage control, it escapes triode
region decreasing the resistance and hence thegeottrop over R

Expressions
—Ve=lv  —WYe=09 —Vc=08Y —Vc=07V —Ve=06Y —VYc=0.5V —Ve=04V¥  Vc=0.3V —Ve=02¥ —Vc=0.1V —Ve=0V
50

0 A
m %
m \

=20

-30
10° 108 107 108 109 1010 1011
frag (Hz)

Fig.66 Gain values when sweeping.V

At the end of this section lies the slew rate pkigure 67.For input ¥=1.5V ,in
transient analysis , slew rate reaches 13.9V/ndechwis an acceptable value since
slew rate> Amplitude/T. T is the period of the square pulseigiwhs T=2.4ns, and
amplitude is A=1.5V,hence slew rated.625V/ns.In order to calculate slew rate, one

option is toSR:%: 13.9V/nsec

78



0 25 5.0 75 100 12.5
X0 (E-9)

Fig.67 Slew rate of the VGA

4.2 DC-Offset, Noise Figures

In order to be more noticeable two figures regaydDC-offset correction are
presented. In figure 68,Dc output is exhibited whibhving disconnected the negative
feedback network from the main circuit. As a resultalue of DC-offset is observed,
and more specifically DC-offset is 12um.However whemploying the feedback
network the DC-offset has tiny values at the rapigem and fm, Figure 69.

Expressions
— DC-Offset(¥) — DCinput

15.0

5.0

1.25
Dicin ()

Fig.68 DC-offset output without the correction netvork.

79



Expressions
— DC-Offset(¥) — DC inputfV)
5.0

-30

0.0 .25 5 75 1.0 1.25
Dein ()

Fig.69 DC-offset output with the correction network

Figure 70 illustrates the squared output nois¢hefsystem. The outcome is quite
encouraging as the presence of noise is only dr¢lg@encies of 1 to 200Hz.Even in
that frequencies the strength of the noise signat the range of TW%Hz.

Moise Fesponse

— WNZH

40+

25

1w 10l 102 102 109 1w 10% 107 108 10% 1010 g1pll
fredg (Hz)

Fig.70 Squared output noise of the system.

80



4.3 Worst case assumptions

When designing a system, worst case scenario shieutdken into consideration in
order to simulate the system’s performance undemiftable conditions such as
overheating or voltage drop. The cases that are ieeamat this work are extreme
temperature conditions and a voltage drop. Whenulsiting the gain verse
temperature conditions the margins are’-@5nd 75 C, Figure 71.1t can be noticed
that the overall gain has its greatest value atehwerature of -25C. However, as

temperature rises up the gain drops dramaticallis iBhmainly caused by the thermal
noise.

AC FEesponse

— Gain

3757

35.0]

32.5]

Y0 (B
[l
=l
LA

22 .59

20.0]

17 5+————+——
=25 0] 25 S0 75
termp ()

Fig.71 Worst case assumption: gain versus temagure

As far as voltage drop is concerned, the test Wwasitasimulating a drop to 1V from

to 1.2.0f course the gain severely dropped sineecittuit has too many transistors
and the voltage headroom has become obsolete.résuli, reduction due to voltage
drop will degrade the gain severely, Figure 72.
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CHAPTER 5

CONCLUSION

A RF receiver VGA in 90nm CMOS technology is preasenin this thesis. The gain
of this VGA is varied by changing the value aof ®Rhich is the load resistance of the
circuit and as a result affects the total gain. M@S, biased in the triode region by
the control voltage ¥ is in parallel with BB, utilizing a tuneable resistance. The
amplifier is comprised of three gain cells of thductorless Cherry-Hooper amplifier,
a high pass filter for feedforward DC-Offset cotres and a negative loop feedback,
combined of a low-pass filter and a feedback anepliffor automatic DC-Offset
correction. The VGA exhibits a combination of 2.1 tsbandwidth and a gain range
of 41.9dB (-10.6~31.3), having a low-noise perfoncea with high slew rate.
Inverse scaling and negative feedback techniquesearployed, which not only
increase the bandwidth but also provide offset eftion. Due to the fact that the
VGA is a multistage amplifier, frequency compensaitis of vital importance and it is
achieved by using a Miller capacitance and a myliesistor on each stage. Last but
not least, the first gain cell was designed usimgitiversion coefficient as a guide in
order to meet the initial specifications. The resal$ shown below prove to be very
interesting compared to other similar works.

5.1 System’s performance

Table 9 System’s Measured Performance

Parameter Value

Gain Range (-10.6~31.3)dB
f—3dB 2.1 GHz

PM 38 deg

fr 6.9 GHZ
Voltage Supply 1.2V

Power Dissipation 1.9 mW

Slew Rate 13.900 V/usec
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Table 10. Performance Comparison of VGA Architectues

Reference [20] [13] [21] [22] 5] This Work

Process 90nm 0.18um 0.18&um | 0.18m | 0.35um | 90nm CMOS
CMOS CMOS CMOS CMOS CMOS

Gain (dB) 13.5~67.5 -16~34 -39~55 -8~32 -30~50  6481.3

BW(GHz) | 0.1 2 0.9 0.018 0.02 2.1

Power(mW)| 13.5 40 11.4 11.6 7 1.9

Supply(V) | 1.8 1.2 2.7 1.6~2 3 1.2

5.2 Future work and suggestions

* Integration of the VGA with the other building bkecof an RF receiver
(LNA, mixer, VCOfilter)

» Substitution of the valued resistances used itiltees with sub-threshold
resistors [20].

» Digitally controlled with calibration of Ysignal.

» Optimization using the EKV model[24,25].

» Physical design of the circuit (layout).

5.3 Appendix

Ve
Vi = =

Vout2ft— o oy S

Fig.73 VGA Hierarchy Design
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