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Abstract—The paper investigates and provides results, 
including feedback control, for a nonlinear, hyperbolic, 1-D 
PDE system on a bounded domain. The considered model 
consists of two first-order PDEs with a dynamic boundary 
condition on the one end and actuation on the other. It is 
shown that, for all positive initial conditions, the system admits 
a globally defined, unique, classical solution that remains 
positive and bounded for all times; these properties are 
important, for example for traffic flow models. Moreover, it is 
shown that global stabilization can be achieved for arbitrary 
equilibria by means of an explicit boundary feedback law. The 
stabilizing feedback law depends only on collocated boundary 
measurements. The efficiency of the proposed boundary 
feedback law is demonstrated by means of a numerical 
example of traffic density regulation. 
 
Index Terms-hyperbolic PDEs, traffic flow, boundary 
feedback. 

I. INTRODUCTION 
he study of vehicular traffic flow by means of 
hyperbolic Partial Differential Equations (PDEs) started 
in the 1950s with the LWR first-order model (see [27, 

32]). In order to describe more accurately the mean speed 
dynamics, second-order models were later studied (see [1, 
29, 39]). Many 1-D traffic flow models with no control were 
developed for unbounded domains (usually the whole real 
axis). Researchers working on second-order models as well 
as critics of second-order models (see [12]) have agreed that 
a valid traffic flow model must: (i) include the vehicle 
conservation equation, (ii) admit bounded solutions which 
predict positive values for both density and mean speed, (iii) 
obey the so-called anisotropy principle, i.e., the fact that a 
vehicle is influenced only by the traffic dynamics ahead of 
it, (iv) not allow waves traveling forward with a speed 
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greater than the traffic speed. Recently, researchers have 
developed two phase models (see [8, 25]).  
    Recent advances in the boundary feedback control of 
hyperbolic systems of PDEs (see for instance [2, 3, 7, 9, 10, 
11, 13, 14, 19, 22, 23, 30, 31, 35, 36]) as well as advances in 
the control of discrete-time, finite-dimensional traffic flow 
models (see [17, 18, 20, 28] and references therein) have 
motivated the study of well-posedness and control of traffic 
flow models on bounded domains. Both issues (well-
posedness and control) for first-order models in bounded 
domains were studied in [4, 5, 33]. The stabilization of 
equilibrium profiles for linearized 2nd order models in 
bounded domains by means of boundary feedback was also 
studied in [24, 37, 38, 40].   
    The present work considers a specific hyperbolic, 
nonlinear, second-order, 1-D PDE system on a bounded 
domain, which may be viewed as partial linearization of the 
ARZ model [1, 39] around an equilibrium point in a 
congested road. It consists of two quasilinear first-order 
PDEs with a dynamic nonlinear boundary condition that 
involves the time derivative of the speed, analogously to in-
domain relaxation in typical second-order traffic flow 
models [1, 39]. The presence of this dynamic boundary 
condition renders the model non-standard (since standard 
systems of hyperbolic PDEs involve boundary conditions 
which do not contain the derivatives of the states), and thus, 
the existence and uniqueness of its solutions cannot be 
guaranteed by using standard results (see [2, 6, 21, 26]). The 
existence and uniqueness issues are first studied in the 
present work. Specifically, it is shown that for all physically 
meaningful initial conditions, the model admits a globally 
defined, unique, classical solution that remains positive and 
bounded for all times. As a result, we can guarantee that the 
proposed model has all of the four features mentioned in the 
first paragraph that are important from a traffic-theoretic 
point of view. The second contribution of the present work 
is the study of the control problem for the proposed model. 
Specifically, we design a simple, nonlinear, boundary 
feedback law, adjusting the inlet flow (via, e.g., ramp or 
mainline metering). The boundary feedback law employs 
only measurements of the inlet speed, and consequently, the 
measurement requirements for implementation of the 
proposed controller are minimal. Moreover, it is shown that 
the developed control design achieves global asymptotic 
stabilization of arbitrary equilibria, in the sup-norm of the  
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logarithmic deviation of the state from its equilibrium point. 
The efficiency of the proposed feedback law is 
demonstrated by means of a numerical example. 
Section II is devoted to the presentation of the model and 
the statement of the first main result (Theorem 2.1) which 
guarantees, for all physically meaningful initial conditions, 
the existence of a globally defined, unique, classical solution 
that remains positive and bounded for all times. The control 
design and the statement of the second main result, which 
guarantees global stabilization of arbitrary equilibria of the 
model (Theorem 3.1) are given in Section III. A simple 
illustrative example is presented in Section IV. The proofs 
of the main results as well as auxiliary results are provided 
in Section V. One of the auxiliary results has interest on its 
own (Proposition 5.2), because it covers a case not studied 
in [2, 6, 21, 26]: namely the case of a transport PDE with a 
non-negative (possibly zero at some points) transport speed. 
A unique, classical solution is shown to exist, which is 
differentiable and satisfies the PDE even on the boundary 
(something that cannot be guaranteed by the results in [21]). 
The concluding remarks are provided in Section VI. Finally, 
the Appendix contains the proofs of the two auxiliary results 
of Section V. 
 
Notation.  
  ),0[: �f �� . For a real number ��x , ][x  denotes the 

integer part of x , i.e., the greatest integer which is less or 
equal to x . 

  Let nU ��  be a set with non-empty interior and let 
��:  be a set. By );(0 :UC , we denote the class of 

continuous mappings on U , which take values in : . By 
);( :UCk , where 1tk , we denote the class of 

continuous functions on U , which have continuous 
derivatives of order k  on U  and take values in : . 
When :  is omitted, i.e., when we write )(UCk , it is 
implied that � : .  

  Let ),0( �f�T  and �ou ]1,0[],0[: Tu  be given. We 
use the notation ][tu  to denote the profile at certain 

],0[ Tt� , i.e., ),()])([( xtuxtu   for all ]1,0[�x . For a 
bounded �o]1,0[:w  the sup-norm is given by 

� �)(sup:
10

xww
xdd

f
 .    

  ])1,0([,2 fW  is the Sobolev space of 1C  functions on 
]1,0[  with Lipschitz derivative. 

  By K  we denote the class of strictly increasing 
continuous functions �� �o�:a  with 0)0(  a .  By 

fK  we denote the class of functions Ka�  with 
�f 

�fo
)(lim sa

s
.  By KL  we denote the set of all 

functions );(0 ��� ��u��CV  with the properties: (i) 
for each 0tt , ),( t�V  is of class K ; (ii) for each 0ts , 

),( �sV  is non-increasing with 0),(lim  
�fo

ts
t

V .   

II. THE MODEL AND ITS PROPERTIES 
In this section we present the nonlinear model of 
conservation laws, which is inspired by traffic flow PDE 
models. Moreover, we guarantee properties of the model, 
which are crucial from a traffic-theoretic point of view. 
 

II.A. Description 
   Second-order traffic flow models involve a system of 
hyperbolic PDEs on the positive semi-axis. The state 
variables are the vehicle density ),( xtU  and the vehicle 
mean speed ),( xtv , where 0tt  is time and x  is the spatial 
variable. All 2nd order traffic flow models involve the 
conservation equation 

0),(),(),(),(),(  
w
w

�
w
w

�
w
w

xt
x
v

xtxt
x

xtvxt
t

U
UU

  (2.1) 

and an additional PDE for the speed. In a congested road, 
the vehicle speed depends heavily on the speed of 
downstream vehicles. Therefore, the following equation may 
be appropriate for the evolution of the speed profile: 

0),(),(  
w
w

�
w
w

xt
x
v

cxt
t
v

,                (2.2) 

where 0!c  is a constant related to the drivers’ promptness 
in adjusting their speed. Equation (2.2) may also arise as a 
linearization of the speed PDE of the Aw-Rascle-Zhang 
model (ARZ; see [1, 39]) around a “congested equilibrium” 
without an in-domain relaxation term. By “congested 
equilibrium”, we mean a spatially uniform equilibrium 
profile eqx UU {)( , eqvxv {)(  for which � � 0�� eqeqv UN , 
where N  is the function involved in the speed PDE 

� �� � 0),(),(),(),(  
w
w

��
w
w

xt
x
v

xtxtvxt
t
v

UN  of the ARZ 

model without an in-domain relaxation term. Therefore, 
model (2.1), (2.2) can be seen as a partial linearization of 
the Aw-Rascle-Zhang model. Here, we consider the model 
(2.1), (2.2) on a bounded domain, i.e., we assume that 

]1,0[�x . The full model requires the specification of two 
boundary conditions. One boundary condition describes the 
inlet conditions, and more particularly the effect of the inlet 
demand 0)( !tq  and takes the form 

� �)0,(/)()0,( tvtqht  U , for 0tt               (2.3) 

where )(2 ���Ch  is a non-decreasing function that satisfies  
ssh  )(  for ],0[ max HU ��s  

and max)( U sh  for maxUts ,              (2.4) 
where 0max !U  is a constant related to the physical upper 
bound of density in the particular road and ),0( maxUH �  is 
a sufficiently small constant. Notice that (2.3) implies that 
the inlet demand 0)( !tq  is equal to the vehicle inflow 

)0,()0,( tvtU , provided that � � )0,()( max tvtq HU �d . The 
boundary condition (2.3), as well as the rest of the model 
(2.1), (2.2), come together with the following requirement:  

0),( !xtU  and 0),( !xtv , for all ]1,0[),( u�� �xt  (2.5) 
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Condition (2.5) is an essential requirement for a model of a 
physical process, such as traffic flow. In what follows, we 
show that the proposed model meets this requirement.  
    In order to have a well-posed hyperbolic system, we also 
need a boundary condition at the outlet 1 x . Assuming 
that the flow downstream of the outlet is uncongested (free), 
it is reasonable to assume that the relaxation term becomes 
dominant. So, we get 

� �))1,(()1,()1,( tftvt
t
v

UP �� 
w
w

, for 0tt      (2.6)  

where 0!P  is a constant and )(1 ���Cf  is a positive, 
bounded, non-increasing function that, in the case of traffic 
flow, expresses the fundamental diagram relation between 
density and speed. Condition (2.6) implies that there is no 
downstream influence at the downstream boundary. For 
traffic flow, this may be the case if the highway 
infrastructure downstream of the considered stretch has a 
higher capacity, e.g. due to an additional lane; or end of a 
tunnel or bridge; or end of a curvature or uphill stretch; or 
end of a speed-limited zone.  
    An important fact should be emphasized at this point: 
when )1,(tv  can be manipulated, then (2.6) can be seen as a 
dynamic feedback law at the outlet. Therefore, the boundary 
condition (2.6) can arise either for modeling purposes (to 
guarantee the relation )(Ufv   at equilibrium) or for 
control purposes (as a feedback law).  
 

II.B. Traffic-Theoretic Features of the Model 
    Equations (2.1), (2.2), (2.3), (2.6) form a non-standard 
system of nonlinear hyperbolic PDEs. The reason that 
system (2.1), (2.2), (2.3), (2.6) cannot be studied by existing 
results in hyperbolic systems (see [2, 6, 21, 26]) is the non-
standard boundary condition (2.6). However, in what 
follows, we show that system (2.1), (2.2), (2.3), (2.6) 
exhibits unique, positive, globally defined 1C  solutions for 
all positive initial conditions. Moreover, we show that 
density and speed are bounded from above by certain 
bounds that depend only on the initial conditions and the 
physical upper bounds of the density and speed, i.e., maxU  
and )0(max fv  , respectively. Before we show this, it is 
important to emphasize that (2.1), (2.2), (2.3), (2.6) may be 
viewed as a traffic flow model that 
x can be applied to bounded domains, i.e., ]1,0[�x , without 

assuming knowledge of density/speed out of the domain, 
x is completely anisotropic, i.e., the speed depends only on 

the speed of downstream vehicles,   
x is a hyperbolic model of conservation laws of the form 

0)(  
w
w

�
w
w

x
u

uA
t
u

, where »
¼

º
«
¬

ª
 
v

u
U

, »
¼

º
«
¬

ª
�

 
c

v
uA

0
)(

U
. 

The matrix )(uA  has two eigenvalues v  and c� ; 
consequently, information travels forward at exactly the 
same speed as traffic, 

x allows only equilibria which satisfy the fundamental 
diagram law )(Ufv  , i.e., when 0)( !{ eqqtq  then the 

equilibrium profiles are given by eqx UU {)( , 

)()( eqfxv U{ , where 0!eqU  is a solution of 

� �)(/ eqeqeq fqh UU  .  
All the above features are important for a traffic flow model.   
 

II.C. Characteristic Form 
    Let � �max,0 UU �eq  be a given constant. The nonlinear 
transformation of the density variable 

� �� � )),(exp(),()(),( 1 xtwxtvcfcxt eqeq
��� UUU   (2.7) 

yields the equation 

0),(),(),(  
w
w

�
w
w

xt
x
w

xtvxt
t
w

             (2.8) 

with the boundary conditions  

¸
¸
¹

·
¨
¨
©
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�
�

¸̧
¹

·
¨̈
©

§
 �

)(
)0,(

)0,(
)(

ln)0,( 1

eq
eq fc

tvc
tv
tqhtw

U
U , 

¸
¸
¹

·
¨
¨
©

§
¸
¸
¹

·
¨
¨
©

§

�

�
�� 

w
w

)1,(
)(

))1,(exp()1,()1,(
tvc

fc
twftvt

t
v eq

eq
U

UP . 

        (2.9) 
The hyperbolic system (2.2), (2.8), (2.9) is nothing else but 
the hyperbolic system (2.1), (2.2), (2.3), (2.6) in Riemann 
coordinates. Provided that the initial conditions are positive, 
i.e., 0),0( !xU , 0),0( !xv , for ]1,0[�x , we are in a 
position to construct a unique solution to (2.1), (2.2), (2.3), 
(2.6) by constructing a unique solution to (2.2), (2.8), (2.9) 
and employing the nonlinear transformation (2.7).  
 

II.D. Well-Posedness and Positivity of the System 
    The solution of (2.2), (2.8), (2.9) is constructed by using 
the following theorem. Its proof is provided in Section 5.  
 

Theorem 2.1: Let )(2 �� �u��Ca  be any given function 
and let 0!c , 0tP  be given constants. Let 

� ��u�� �
1Cg  be a given function for which there exists 

a constant 0max !v  such that the following inequality 
holds 

max),(),0(0 vwvgwg dd� , for all ���� � wv ,  (2.10) 

Let � �]1,0[, ,2 f�WMT  be given functions with 0)( !xM  for 
all ]1,0[�x , for which the equalities  

� �)0(,0)0( MT a , � �� �)1(),1()1()1( 1 TMMPM gc �� c � , 

)0()0()0())0(,0())0(,0( TMMMM c� c
w
w

�
w
w

v
a

c
t
a

, 

hold. Then the initial-boundary value problem  

0),(),(),(),(),(  
w
w

�
w
w

 
w
w

�
w
w

xt
x
v

cxt
t
v

xt
x
w

xtvxt
t
w

, 

for all ]1,0[),( u�� �xt                (2.11) 
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� �� � 0)1,(),1,()1,()1,())0,(,()0,(  ��
w
w

 � twtvgtvt
t
v

tvtatw P , 

 for all 0tt                           (2.12) 
0)(),0()(),0(  � � xxvxxw MT , for ]1,0[�x      (2.13) 

admits a unique solution � �]1,0[, 1 u�� �Cvw . Moreover, 

the solution � �]1,0[, 1 u�� �Cvw  has Lipschitz derivatives 
on every compact ]1,0[u�� �S  and satisfies the following 
inequalities for all ]1,0[),( u�� �xt : 

� �
ff

d T,max][ tBtw                 (2.14) 

� � � �^ `
� � ¸

¹
·¨

©
§dd

¸
¹
·¨

©
§ d

dd

fdd

max
10

10

,)(maxmax),(

,max:),0(min,)(minmin

vxxtv

Bwwgx

x

tx

M

TM
(2.15) 

where  

� �
¿
¾
½

¯
®
 ¸

¹
·¨

©
§dd�

 

dd
max

10
,)(maxmax0,],0[:),(max

:

vxvtsvsa

B

x

t

M
. 

 

Notice that Theorem 2.1 holds for any (arbitrary) function 
)(2 �� �u��Ca . It should be noted that the solution 

provided by Theorem 2.1 is a classical solution of the 
nonlinear system of conservation laws (2.11) with boundary 
conditions given by (2.12). The fact that systems of 
nonlinear conservation laws may admit classical solutions is 
well-known (see [2, 6, 21, 26]). However, an 
existence/uniqueness result for the case (2.11), (2.12) is not 
available in the literature and Theorem 2.1 is a novel result.  
 

Remark 2.2: Theorem 2.1 shows that the appropriate (state) 
space for studying the hyperbolic system (2.1), (2.2), (2.3), 
(2.6) is the space X  that contains all functions 

� �� �2,2 ]1,0[),( f� WvU  for which there exist numbers 
01 !a , ��2a  such that  

� �
)()0()0()0()0(

,)()0(,))1(()1()1(
],1,0[0))(),(min(

12

1

ahavv
ahfvvc

xallforxvx

c c�c
 �� c

�!

UU
UUP

U
       (2.16) 

In order to construct a solution � � Xtvt �][],[U  of (2.1), 
(2.2), (2.3), (2.6) with initial conditions in Xv �),( 00U , we 
apply Theorem 2.1 with  

°
°

¯

°
°

®



 ¸
¸
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·
¨
¨
©

§
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�

!¸
¸
¹

·
¨
¨
©
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�
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¸
¹

·
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©
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�

�

0
)(
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0
)(

)(
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:),(

max
1

1

vif
fc
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vif
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vc

v
tqh
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U
UU

U
U

, 

¸
¸
¹

·
¨
¨
©

§

�
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vc
fc

wfwvg eq
eq

)(
)exp(:),(

U
U , )0(:max fv  , 

� �
� � ¸

¸
¹

·
¨
¨
©

§

�
�

 
eqeqfc
xvcx

x
UU

U
T

)(
))()(

ln)( 00 , )()( 0 xvx  M for ]1,0[�x  

and we consider � �),0(;2 �f�� �Cq  to be the input of the 
model. The set of admissible inputs consists of all functions 

� �),0(;2 �f�� �Cq  that satisfy the conditions  

)0(
)0(
)0(

)0(
)0(

)0(
)0(

)0(
)0(

)0()0()0()0(

02
00
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qhvv

c¸̧
¹

·
¨̈
©

§
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¸̧
¹

·
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©

§
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UU

 

and � �)0(/)0()0( 00 vqh U . 
The solution � � Xtvt �][],[U  of (2.1), (2.2), (2.3), (2.6) is 
found by using the solution � �][],[ tvtw  of (2.11), (2.12), 
(2.13) in conjunction with formula (2.7). Notice that if 

max0 )( vxv d  for all ]1,0[�x , then estimate (2.15) implies 
that max),(0 vxtv d�  for all ]1,0[),( u�� �xt  and for all 

admissible � �),0(;2 �f�� �Cq . Similarly, by performing 
more detailed calculations than those in the proof of 
Theorem 2.1, we are in a position to verify that if 

� � cvcx /)( maxmax0 �d UU  for ]1,0[�x , then the estimate 
� � cvcxt /),(0 maxmax �d� UU  holds for all ]1,0[),( u�� �xt  

and for all admissible � �),0(;2 �f�� �Cq .    

III.  COLLOCATED BOUNDARY CONTROL DESIGN  
    The main result of the present section shows that 
stabilization of the equilibrium profile for a given desired 
equilibrium density 0!eqU  can be achieved by controlling 
the inlet flow. It is important to notice that the stabilizing 
feedback law depends only on the inlet speed.  
    We next describe the basic ideas behind the construction 
of the feedback law. In order to derive a globally stabilizing 
boundary feedback law for the traffic flow model (2.1), 
(2.2), (2.3), (2.6), we employ the characteristic form given 
by (2.2), (2.3), (2.7), (2.8) and (2.9). In order to drive the 
transformed state w  to zero, we use the boundary condition 
( ,0) 0w t  , which can be expressed in terms of the density 

and speed by the collocated boundary feedback law: 
� � � �)()0,()0,()( 1

eqeq fctvctvtq UU �� �          (3.1) 
The feedback law (3.1) will not necessarily drive v  to its 
equilibrium value � �eqf U . To this purpose, we need to 
employ an assumption that deals with the outlet boundary 
condition, namely the assumption that the following 
inequality holds: 

� �� � 0
)(

!�¸
¸
¹

·
¨
¨
©

§
¸
¸
¹

·
¨
¨
©

§

�

�
� eq

eq
eq fv

vc
fc

fv U
U

U , 

for all 0tv , )( eqfv Uz                    (3.2) 
In this way, existence and uniqueness of classical solutions 
for the closed-loop system may be guaranteed by means of 
Theorem 2.1 with  
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( , ) : 0a t v  , ¸
¸
¹

·
¨
¨
©

§
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�
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wfwvg eq
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)(
)exp(:),(

U
U , )0(:max fv  . 

Our main result is stated next.  
    

Theorem 3.1: Consider the traffic flow model (2.1), (2.2), 
(2.3), (2.6) and let 0!eqU  be the desired equilibrium 

density. Suppose that � � � �HUUU ��d �
max

1)( eqeq fcc  and 
that (3.2) holds. Then there exists KLQ�  such that for 
every Xv �),( 00U  for which the equalities 

)0(
)(

)0(
0

0 vc
fc eq

eq �

�
 

U
UU , � � )0()0()0()0( 0

1
000 vvc c� c �UU  

hold, the initial-boundary value problem (2.1), (2.2), (2.3), 
(2.6) with (3.1) and 

0)(),0()(),0( 00  � � xvxvxx UU , for ]1,0[�x     (3.3) 

admits a unique solution � �]1,0[, 1 u�� �CvU , with 
� � Xtvt �][],[U  for all 0tt  satisfying the following 
estimate for all 0tt : 

¸̧
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lnmax
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lnmax

0

10

0

10

1010

UU
U

UU
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   (3.4) 

 

Remark 3.2: A sufficient condition for (3.2) is the 
assumption that the function � �)(:)( UUU fcF �  is 
increasing on the interval 

� � � � � �� �)(1,)()0( 11
eqeqeqeq fcfcfc UUUU �� ��� . 

Consequently, (3.2) holds automatically when 
0)()( !c�� UUU ffc  for all 

� � � � � �� �)(1,)()0( 11
eqeqeqeq fcfcfc UUUUU �� ���� . For 

example, when )exp()( UU bAf � , where 0, !bA  are 
constants (Underwood model), we guarantee that (3.2) holds 
when the inequality UU AbAbc !�)exp( holds for 

� � � � � �� �)exp(1,)exp( 11
eqeqeqeq bAcbAcAc UUUUU ������ �� . It 

should be noticed that in this case (3.2) holds automatically 
when the speed ratio cA /  is sufficiently small no matter 
what eqU  is: when Ac t)2exp(  the function 

� �)exp(:)( UUU bAcF ��  is increasing on �� .  
 

Remark 3.3: Estimate (3.4) is a stability estimate in the 
sup-norm of the logarithmic deviation of the state from its 
equilibrium values. The use of logarithmic deviation 
variables is customary for systems with positive state values 
(e.g., biological systems, see [19]).  
 

Remark 3.4: Another thing that should be noted at this 
point is that if the objective were local stabilization instead 

of global, then we would need to assume inequality (3.2) 
only in a neighborhood of � �eqf U . 

IV.  ILLUSTRATIVE EXAMPLE   
    We consider model (2.1), (2.2), (2.3), (2.6) with 

)1exp(4.0)( UU � f  (Underwood model; see for instance 

[34]), 5 c , 10 P , 7.2max  U , 610� H , 
)())(1()( max sgsgssh U��  for 0ts , where 

0)(  sg , for ],0[ max HU ��s ,  
1)(  sg , for maxUts  and 

� �
� � � �1max

1
max

1
max

)(exp)(exp
)(exp

)(
��

�

������

���
 

ss
s

sg
UUH

UH
,  

for ),( maxmax UHU ��s . 
The objective is to stabilize the equilibrium point that 
maximizes the vehicle flow 1)(  { eqx UU , 

5/2)()(  { eqfxv U . It should be noticed that the open-

loop system (2.1), (2.2), (2.3), (2.6) with 5/2)(  { eqqtq  
has two equilibria: one is the desired equilibrium, and the 
other one is the fully congested equilibrium 

7.2)( max  { UU x , � �7.1exp4.0)()( max � { Ufxv . 
Numerical experiments show that the fully congested 
equilibrium attracts the solution of the open-loop system 
(2.1), (2.2), (2.3), (2.6) with 5/2)(  { eqqtq  for many 
initial conditions. We chose the initial conditions  

1)(0  xU  for ]20/9,0[�x , 2)(0  xU , for ]1,2/1[�x , 

� �
� � � �11

1

0
)2/1(exp)20/9(exp

)20/9(exp
1)(

��

�

����

��
� 

xx
xxU ,  

for � �5.0,45.0�x , and 
))(()( 00 xfxv U , for ]1,0[�x .  

For this particular initial condition (but also for many 
others) the solution of the open-loop system (2.1), (2.2), 
(2.3), (2.6) with 5/2)(  { eqqtq  converges to the fully 

congested equilibrium 7.2)( max  { UU x , 
� �7.1exp4.0)()( max � { Ufxv . The deviation of the 

solution from the desired equilibrium is shown in Fig. 1, 
where the evolution of the sup-norm of the logarithmic 
deviation from the desired equilibrium 

� �� � � �� �)(/),(lnmax/),(lnmax:)(
1010

eq
x

eq
x

fxtvxttX UUU
dddd

�  is 

shown for system (2.1), (2.2), (2.3), (2.6) with 4.0)( {tq .  
    In this case we can apply Theorem 3.1, since the 
condition � � � �HUUU ��d �

max
1)( eqeq fcc  as well as 

condition (3.2) hold (recall Remark 3.2). Fig. 2 shows the 
evolution of the sup-norm of the logarithmic deviation from 
the desired equilibrium 

� �� � � �� �)(/),(lnmax/),(lnmax:)(
1010

eq
x

eq
x

fxtvxttX UUU
dddd

�  for the 

closed-loop system (2.1), (2.2), (2.3), (2.6) with (3.1). It 
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should be noted that at time 58.6 t , the solution has 
become identical to the desired equilibrium. Fig. 3 shows 
the time evolution of the control input )(tq . The control 
input tries to keep the inlet density close to 1, while the 
heavy congestion belt is “washed out” slowly. Finally, the 
evolution of the density profile is shown in Fig. 4.  

V.  PROOFS   
In this section we provide the proofs of all main results. 
 

V.A. Technical Results  
    The proof of Theorem 2.1 requires two technical results. 
The first technical result is stated next and due to its 
simplicity, its proof is omitted.  
 

Lemma 5.1: Suppose that there exist constants 0,, tpba , 

0!c  such that the sequence ^ `f t 00)( kkx  satisfies the 
following inequality for all 1,...,1,0 � mk : 

� �� �pkxcbkxakx ����d� )()1(,)(1max)1( .     (5.1) 
Then the following estimate holds: 

¸
¹

·
¨
©

§ �
�

�d bk
ca
pxkakx )0()exp()( , for all mk ,...,1,0   (5.2) 

 

The following auxiliary result has interest on its own, 
because it covers a case not studied in [2, 6, 21, 26]: the 
case of a transport PDE with a non-negative (possibly zero 
at some points) transport speed. A unique, classical solution 
is shown to exist, which is differentiable and satisfies the 
PDE even on the boundary (something that cannot be 
guaranteed by the results in [21]): this is important for the 
proof of Theorem 2.1, because Lipschitz continuity of the 
derivatives of the solution is used in an instrumental way. 
The proof of Proposition 5.2 is given in the Appendix. 
 

Proposition 5.2: Consider the problem 

0),(),(),(  
w
w

�
w
w

xt
x
w

xtvxt
t
w

, for 0tt , ]1,0[�x   (5.3) 

)(),0( xxw M , for ]1,0[�x                   (5.4) 
)()0,( tatw  , for 0tt                       (5.5) 

where � �]1,0[,2 f�WM , � �],0[,2 TWa f�  for every 0!T  
with )0()0( M a , 0)0()0,0()0(  c� Mva�  and 

� �]1,0[1 u�� �Cv  is a non-negative function which has 
Lipschitz derivatives on ]1,0[],0[ uT  for every 0!T . Assume 
that 0)0,( !tv  for all 0tt . Then (5.3), (5.4), (5.5) has a 

unique solution � �]1,0[1 u�� �Cw , which has Lipschitz 
derivatives on ]1,0[],0[ uT  for every 0!T  and satisfies  

� � ¸
¹
·¨

©
§d

fddf
M,)(maxmax][

0
satw

ts
, for all 0tt .   (5.6)   

Moreover, if there exists a constant 0min !v  such that 

min),( vxtv t  for all 0tt , ]1,0[�x  and if 0{a  then 

0),(  xtw  for all ]1,0[�x  and 1
min
�t vt .  

V.B. Proof of Main Results  
Proof of Theorem 2.1: Let arbitrary 0!T  be given. We 
will apply the method of finite differences (used in [15]).  

   Let P1�! cN  be an integer and consider the 
parameterized (with parameter N ) discrete-time system 

� �
� �
� � � �)(),()(1))1((

1,...,0)()(1))1((
,...,1)()()()(1))1((

1

1

GGGPGGPG
GOGOG

GGOGGOG

kwkvgkvkv
Nikvckvckv

Nikwkvkwkvkw

NNNN

iii

iiiii

�� �
� �� �
 �� �

�

�

 

                          (5.7) 
where 1,...,0 � mk  is an integer (time of the discrete-time 

system), � � TcvxT
x

1

max
10

,,)(maxmax1:
�

dd
¸
¹

·
¨
©

§
»¼
º

«¬
ª ¸

¹
·¨

©
§� MO , 

� � ¸
¹

·
¨
©

§
»¼
º

«¬
ª

¸
¹
·¨

©
§� 

dd
cvxTNm

x
,,)(maxmax1: max

10
M , 

� �)(,)( 00 GGG kvkakw  , for mk ,...,1        (5.8) 
hNh OG   :,/1:                  (5.9) 

and initial condition 
Niihvihw ii ,...,00)()0()()0(   � � MT    (5.10) 

Notice that the definition of O  guarantees that  

� � 1,,)(maxmax max
10

d¸
¹
·¨

©
§

dd
cvx

x
MO .         (5.11) 

Moreover, definitions (5.9) together with the definitions of 
O  and m  guarantee that GmT  . We next prove that  

� � ¸
¹
·¨

©
§dd

dd
max

10
,)(maxmax)(0 vxkv

x
i MG , 

for all Ni ,...,0  and mk ,...,0 .        (5.12) 
Indeed, by virtue of (5.10) it follows that (5.12) holds for 

0 k . Using (5.7) and (5.11) we guarantee that 

� � ¸
¹
·¨

©
§d�d

dd
max

10
,)(maxmax))1((0 vxkv

x
i MG , for 1,...,0 � Ni , 

provided that (5.12) holds for certain 1,...,0 � mk . The fact 
that P1�! cN , together with (5.11) and (5.9) implies that  

1dGP .                                (5.13) 
Moreover, using (2.10), (5.7) and (5.13), we can guarantee 

that � � ¸
¹
·¨

©
§d�d

dd
max

10
,)(maxmax))1((0 vxkv

x
N MG , provided that 

(5.12) holds for certain 1,...,0 � mk . Consequently, we get 

� � ¸
¹
·¨

©
§d�d

dd
max

10
,)(maxmax))1((0 vxkv

x
i MG , for Ni ,...,0 , 

provided that (5.12) holds for certain 1,...,0 � mk .  
Define 

� �
¿
¾
½

¯
®
 ¸

¹
·¨

©
§dd� 

dd
max

10
,)(maxmax0,],0[:),(max: vxvTtvtaB

x
T M .                                  

(5.14) 
We next prove that for all Ni ,...,0  and mk ,...,0  

� �Ti Bkw ,max)(
f

d TG .               (5.15) 
Indeed, by virtue of (5.10) it follows that (5.15) holds for 

0 k . Suppose that (5.15) holds for all Ni ,...,0   and for 
certain 1,...,0 � mk . Using (5.7), (5.8), (5.11), (5.12) and 
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Fig. 1: The sup-norm of the logarithmic deviation from the 
desired equilibrium for the open-loop system (2.1), (2.2), 

(2.3), (2.6) with 5/2)(  { eqqtq . 

 
Fig. 2: The sup-norm of the logarithmic deviation from the 
desired equilibrium for the closed-loop system (2.1), (2.2), 

(2.3), (2.6) with (3.1). 
 
the triangle inequality we guarantee that 

� �Ti Bkw ,max))1((
f

d� TG , for Ni ,...,1 . Using (5.7), 
(5.12), (5.14) and the triangle inequality, we guarantee that 

� �TBkw ,max))1((0 f
d� TG . Thus, (5.15) holds. 

We next prove that 

� � � �^ `̧
¹
·¨

©
§ dt

fdd
TMG ,max:),0(min,)(minmin)(

10 Txi Bwwgxkv , 

for all Ni ,...,0  and mk ,...,0 .        (5.16) 
Indeed, by virtue of (5.10) it follows that (5.16) holds for 

0 k . Suppose that (5.16) holds for all Ni ,...,0   and for 
certain 1,...,0 � mk . Using (5.7) and (5.11) we are in a 
position to guarantee that 

� � � �^ `̧
¹
·¨

©
§ dt�

fdd
TMG ,max:),0(min,)(minmin))1((

10 Txi Bwwgxkv , 

for all 1,...,0 � Ni . Moreover, using (2.10), (5.7), (5.15) 
and (5.13), we can guarantee that 

� � � �^ `̧
¹
·¨

©
§ dt�

fdd
TMG ,max:),0(min,)(minmin))1((

10 TxN Bwwgxkv . 

Thus, (5.16) holds.  

 
Fig. 3: The control input )(tq  for the closed-loop system 

(2.1), (2.2), (2.3), (2.6) with (3.1). 
 

 
Fig. 4: The density profile for the closed-loop system (2.1), 
(2.2), (2.3), (2.6) with (3.1). The dashed line is the initial 

condition, the dotted line is for 1.23t  , the dotdash line is 
for 3.11t   and the solid line is for 7.04t  . 

 

  We define for ]1,0[],0[),( u� Txt  and for every integer 

P1�! cN  (recall that 1� Nh , hOG  , Tm  G ): 
� � � �
� � � � )()(1);,(

)()(1);,(

1

1

GGG
GGG

kvixNkvxNiNxkv
kwixNkwxNiNxkw

ii

ii

�

�

���� 
���� 

 

with ][xNi  , for )1,0[�x , mk ,...,0 ,    (5.17) 
)();1,( GG kwNkw N  and )();1,( GG kvNkv N , 

for mk ,...,0 ,                           (5.18) 

� � � �
� � � � );,)1(();,(1);,(

);,)1(();,(1);,(
11

11

NxkvktNNxkvtNkNxtv

NxkwktNNxkwtNkNxtw

GOGO

GOGO

����� 

����� 
��

��

 

with ][ 1tNk � O  for ]1,0[�x , ),0[ Tt� .      (5.19) 
It follows from (5.12), (5.15), (5.16) and definitions (5.17), 
(5.18), (5.19) that the following inequalities hold for all 

]1,0[],0[),( u� Txt  and for every integer P1�! cN : 

� � � �^ `
� � ¸

¹
·¨

©
§dd

¸
¹
·¨

©
§ d

dd

fdd

max
10

10

,)(maxmax);,(

,max:),0(min,)(minmin

vxNxtv

Bwwgx

x

Tx

M

TM
(5.20) 



FP-10-622 
 

 

8  

� �TBNxtw ,max);,(
f

d T               (5.21) 
We next describe the major steps in the proof. We also use 
the notation : [0, ] [0,1]T:  u .   
Step 1: We show that there exists a constant 

0),,,(: ! aTLL MT  such that for every P1�! cN  the 
functions );( Nw � , );( Nv �  are Lipschitz on :  with 
Lipschitz constant L . This step is very important because it 
allows the application of Arzela-Ascoli theorem. More 
specifically, it follows from (5.20), (5.21) that the sequences 
of functions ^ `f � NNNw );( , ^ `f  � NNNv );(  with 

1][ 1 � � PcN , are uniformly bounded and 
equicontinuous. Therefore, compactness of :  and the 
Arzela-Ascoli theorem implies that there exist Lipschitz 
functions , :w v :o�  and subsequences ^ `f

 
�

1
);(
qqNw , 

^ `f
 

�
1

);(
qqNv  for an increasing index sequence ^ `f

 1qqN , 

which converge uniformly on :  to w  and v , respectively. 
Moreover, w  and v  are Lipschitz on :  with Lipschitz 
constant L  and satisfy the same bounds with );( Nw �  and 

);( Nv � , i.e., for ( , )t x �:  it holds that 

� � � �^ `
� � ¸

¹
·¨

©
§dd

¸
¹
·¨

©
§ d

dd

fdd

max
10

10

,)(maxmax),(

,max:),0(min,)(minmin

vxxtv

Bwwgx

x

Tx

M

TM
(5.22) 

� �TBxtw ,max),(
f

d T                   (5.23) 
Using the fact that w , v  are Lipschitz on : , (5.8), (5.10) 
and the fact that ^ `f

 
�

1
);(
qqNw , ^ `f

 
�

1
);(
qqNv  converge 

uniformly on :  to w  and v , we conclude that (2.13) holds 
and � �)0,(,)0,( tvtatw   for ],0[ Tt� .  
Step 2: We define �o],0[: T[  by means of the equations 

� �� � 0)1,(),()()(  �� twtgtt [[P[� , for ],0[ Tt�    (5.24) 
)1()0( M[                          (5.25) 

and we show that )1,()( tvt  [  for ],0[ Tt� . Notice that 

]),0([,2 TW f�[ .  
Step 3: We define the function �ou ]1,0[],0[:~ Tv  

� �¯
®


!���
d��

 � 1)1(
1)(

),(~ 1 ctxifxct
ctxifctx

xtv
[

M
     (5.26) 

Due to the facts that ]),0([,2 TW f�[ , ])1,0([,2 f�WM  and 
since the compatibility conditions (5.25), 

� �� �)1(),1()1()1( 1 TMMPM gc �� c �  hold, it follows that 
1( )v C� :  has Lipschitz derivatives satisfying 

),(
~

),(
~

xt
x
v

cxt
t
v

w
w

 
w
w  for ( , )t x �: , )(),0(~ xxv M  for 

]1,0[�x  and )1,()()1,(~ tvttv   [  for ],0[ Tt� . We show that 
),(),(~ xtvxtv   for ( , )t x �: . Thus, it follows from (5.24), 

(5.26) that the function v  is of class 1( )C :  with Lipschitz 

derivatives and satisfies ),(),( xt
x
v

cxt
t
v

w
w

 
w
w  for ( , )t x �: , 

� �� �)1,(),1,()1,()1,( twtvgtvt
t
v

�� 
w
w

P  for ],0[ Tt�  and 

)(),0( xxv M  for ]1,0[�x . 

Step 4: Proposition 5.2 implies that there exists a unique 1C  
solution :w :o�  of the problem  

0),(
~

),(),(
~

 
w
w

�
w
w

xt
x
w

xtvxt
t
w

, for all ( , )t x �:     (5.27) 

))0,(,()0,(~ tvtatw  , for all ],0[ Tt�            (5.28) 
)(),0(~ xxw T , for all ]1,0[�x                 (5.29) 

Moreover, w~  has Lipschitz derivatives. We show that 
),(),(~ xtwxtw   for ( , )t x �: . It follows that the functions 

vw,  are of class 1( )C :  with Lipschitz derivatives and 
satisfy (2.11), (2.12), (2.13) on : .  
Step 5: Finally, we prove that the solution is unique.  
 

Step 1: Lipschitz Regularity 
Define for every 1,...,0 � Ni  and mk ,...,0 : 

� �
� �)()()(

)()()(

1
1

1
1

GGG

GGG

kvkvhkp

kwkwhky

iii

iii

� 

� 

�
�

�
�

         (5.30) 

Using (5.7), (5.8), (5.9), (5.10), the fact that 
� �)0(,0)0( Maf  , we are in a position to verify that the 

following equations hold for all 1,...,0 � mk : 
� �

)()()()(
)()(1))1((

111

1

GGGGGO
GGOG
kykpkykv

kykvky

iiii

iii

���

�

��
� �

, 

for 1,...,1 � Ni                              (5.31) 
� �

� �
� �� � � �� �)(,)1()()(1,)1(

))(,())(,)1((

)()(1))1((

010
1

00
1

010

GGGOGOG

GGGGOG

GGOG

kvkakvckvckah

kvkakvka

kykvky

������

���

� �

�

�  

                   (5.32) 
� � )()(1))1(( 1 GOGOG kpckpckp iii ��� � , 

for 2,...,1,0 � Ni                        (5.33) 
� �

� �� �)()(),(
)(1))1(( 11

GGGOP
GOG
kvkwkvg
kpckp

NNN

NN

��
� � ��        (5.34) 

Using (2.10), (5.11), (5.12), (5.16) and (5.33), (5.34), we 
get for all 1,...,0 � mk : 

� �

� � � � ¸
¹
·

¨
©
§ ��

d�

� � 

� 

max
1,...,01,...,0

1,...,0

)(max)1(,)(maxmax

))1((max

vkpckp

kp

i
Ni

i
Ni

i
Ni

OPGOG

G

 

                       (5.35) 

where � � ¸
¹
·¨

©
§ 

dd
max

10
max ,)(maxmax: vxv

x
M . Therefore, we obtain 

from (5.35) and Lemma 5.1 the estimate for mk ,...,0 : 
� � � � max

1

1,...,01,...,0
)0(max)(max vcpkp i

Ni
i

Ni
PG �

� � 
�d .  (5.36) 
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Definition (5.30) and (5.10) imply 
f

cd M)0(ip  for 
1,...,0 � Ni . Consequently, we get from (5.36) that 

� � max
1

1,...,0
:)(max vcPkpi

Ni
PMG �

f� 
�c d       (5.37) 

for mk ,...,0 . Using (5.11), (5.12), (5.16), (5.31), (5.32), 
(5.37), we get for all 1,...,0 � mk : 

� � � � � �� �PcRkHvkHP
kH

����
d�

1)(1,)(1max
)1(

min OOG
   (5.38) 

where � � � �^ `̧
¹
·¨

©
§ d 

fdd
TM ,max:),0(min,)(minmin:

10min Tx
Bwwgxv , 

°¿

°
¾
½

°̄
°
®


�dd
w
w

�
w
w

 ],0[,0:),(),(max: max Ttvvvt
v
a

vt
t
a

R  and 

� �)(max:)(
1,...,0

GkykH i
Ni � 

 . Using (5.38), Lemma 5.1 and the 

fact that Tm  G , we get for all mk ,...,0 : 

� � � � � � ¸̧
¹

·
¨̈
©

§ �
�d

� � min1,...,01,...,0

1
)0(maxexp)(max

v
Pc

RyPTky i
Ni

i
Ni

G  

                                     (5.39) 
Definition (5.30) in conjunction with (5.10) implies that 

f
cd T)0(iy  for all 1,...,0 � Ni . Consequently, we get 

from (5.36) for all mk ,...,0  
� � � �� �cPRvPTYkyi

Ni
��c d �

f� 
1)exp(:)(max 1

min
1,...,0

TG . (5.40) 

It follows from (5.30), (5.37) and (5.40) that the following 
inequalities hold for all },...,0{, Nji �  and mk ,...,0 : 

Yjihkwkw ji �d� )()( GG , Pjihkvkv ji �d� )()( GG  (5.41)  

Notice that YP, , defined in (5.37) and (5.40), respectively, 
depend only on MT ,,T  and a .  
     Next define for every Ni ,...,0  and 1,...,0 � mk : 

� �
� �)())1(()(

)())1(()(
1

1

GGGGK

GGGG]

kvkvk

kwkwk

iii

iii

�� 

�� 
�

�

       (5.42) 

It follows from (5.7) and definitions (5.9), (5.30), (5.42) that 
the following equalities hold for 1,...,0 � mk : 

� �� �)()(),()(
1,...,0)()(
,...,1)()()( 1

GGGPGK
GGK

GGG]

kvkwkvgk
Nikpck

Nikykvk

NNNN

ii

iii

� 
�  
 � �

    (5.43) 

Using (5.43), (2.10), (5.12), (5.37), we get for 1,...,0 � mk : 
� � max

,...,0
)(max vcPki

Ni
PGK �d

 
.               (5.44) 

It follows from (5.42), (5.7), (5.8), (5.10) and the fact that 
� �)0(,0)0( Maf   that the following equalities hold 

� � � �)(,)1()()()1(,)1(
))(,())(,)1(()(

010

000

GGGOGOG
GGGGG]G

kvkakcvkvcka
kvkakvkak

�����
��� 

 

    (5.45) 
for 1,...,0 � mk . Equalities (5.43),(5.45) in conjunction 
with (5.12),(5.37),(5.40),(5.9),(5.30) imply for 1,...,0 � mk  

� � YvcPRki
Ni

max
,...,0

)1()(max ��d
 

G] .          (5.46) 

     It follows from (5.42), (5.44) and (5.46) that the 
following inequalities hold for Ni ,...,0  and },...,0{, mlk � : 

� �
� �max

max

)()(

)1()()(

vcPlklvkv

YvcPRlklwkw

ii

ii

PGGG

GGG

��d�

���d�
  (5.47) 

It follows from (5.17), (5.18), (5.19),(5.41), (5.47) that there 
exists ),,,(: aTLL MT  such that for every P1�! cN  the 
following inequalities hold for all ]1,0[, �zx , ],0[, Tt �W : 

� �WWW ���d��� tzxLNzvNxtvNzwNxtw );,();,();,();,( . 
         (5.48) 

Step 2: Solution of the ODE (5.24) 
We define [  by means of (5.24), (5.25). The fact that [  
can be defined on ],0[ T  is a consequence of the formula 

� � � � � �³ ���� 
t

dsswsgsttt
0

)1,(),()(exp)1(exp)( [PPMP[ , 

which together with (2.10) and (5.23) imply the inequality 
� �^ `� � � �max,)1(max)(,max:),0(min,)1(min vtBwwg T M[TM ddd

f

 for ],0[ Tt� . Pick any P1�! cN . It follows from (2.14), 
(5.24) that the following inequality holds for 1,...,0 � mk : 

� �
� � 2/)1(

)1,(),()()1())1((
2 GLG

kwkgkk

��d

����

[GP

GG[GPG[GPG[
�  (5.49) 

where � � ¸
¹

·
¨
©

§
»¼
º

«¬
ª

¸
¹
·¨

©
§� 

dd
cvxTNm

x
,,)(maxmax1: max

10
M , N/OG  , 

� � TcvxT
x

1

max
10

,,)(maxmax1:
�

dd
¸
¹

·
¨
©

§
»¼
º

«¬
ª ¸

¹
·¨

©
§� MO , L  is the 

Lipschitz constant of w , 
� � � �^ `

f� dd�u�� fBwvvwvS T ,max,),1(max:),(: maxM , 

°¿

°
¾
½

°̄
°
®


�
w
w

�
w
w

 Swvwv
w
g

wv
v
g

G ),(:),(),(max:  and � �)(max
0

t
Tt
[[ ��

dd
 . 

Using (5.7), (5.49) and defining )()(:)( GG[G kvkke NN �  
we get for 1,...,0 � mk : 

� �
� � 2/)1();1,()1,(

)(1))1((
2 LGGNkwkwG

keGke NN

�����

�d�

[GPGGGP

GGPG
�  (5.50) 

Inequality (5.50) in conjunction with Lemma 5.1 and the 
facts that GmT  , 0)0(  Ne  (a consequence of (5.25) and 
(2.13)) implies the following estimate for mk ,...,0 : 

� � � � � �̧
¹
·

¨
©
§ ����

d

dd
LGGNtwtwGTcTc

ke

Tt

N

)1(
2

);1,()1,(maxexp

)(

0
[

G
PP

G

�  

(5.51) 
Pick any ],0[ Tt�  and set ][ 1� Gtk  . Then we get 

� � );1,()1,(max)(

)1,()()1,()()1,()()1,()(

0
NsvsvkeL

kvkkvktvttvt

Ts
N ����d

�����d�

dd
GG[

GG[GG[[[
�  
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where L  is the Lipschitz constant of v . Since 
^ `f

 
�

1
);(
qqNw , ^ `f

 
�

1
);(
qqNv  converge uniformly to w  and 

v  as �foq , the above inequality in conjunction with 
(5.51) shows that )1,()( tvt  [  for all ],0[ Tt� .  
 

Step 3: Solving the PDE for v 
Pick any integer P1�! cN . Define Nh /1 , 

� � ¸
¹

·
¨
©

§
»¼
º

«¬
ª

¸
¹
·¨

©
§� 

dd
cvxTNm

x
,,)(maxmax1: max

10
M , N/OG  , 

� � TcvxT
x

1

max
10

,,)(maxmax1:
�

dd
¸
¹

·
¨
©

§
»¼
º

«¬
ª ¸

¹
·¨

©
§� MO  and notice that 

since v~  satisfies ),(
~

),(
~

xt
x
v

cxt
t
v

w
w

 
w
w  for ( , )t x �: , 

)(),0(~ xxv M  for ]1,0[�x  and )1,()()1,(~ tvttv   [  for ],0[ Tt�  then 
we get for 1,...,0 � mk , 1,...,0 � Ni : 

� � ),())1(,(~),(~1),)1((~ ikerrchikvcihkvcihkv ���� � GOGOG  
                               (5.52) 

where  

³

³
�

�

¸̧
¹

·
¨̈
©

§
w
w

�
w
w

�

¸̧
¹

·
¨̈
©

§
w
w

�
w
w

 

hi

ih

k

k

dxihk
x
v

xk
x
v

dtihk
x
v

iht
x
v

ikerr

)1(

)1(

),(
~

),(
~

),(
~

),(
~

),(

GGO

G
G

G      (5.53) 

Defining );,(),(~:)( Nihkvihkvkevi GGG �  for mk ,...,0  
and Ni ,...,0 , we get from (5.7), (5.10), (5.17), (5.18), 
(5.52) and the facts that )(),0(~ xxv M  for ]1,0[�x  and 

)1,()()1,(~ tvttv   [  for ],0[ Tt� , 1,...,0 � mk , 1,...,0 � Ni : 

� �
),())1(,(

),(1))1((

1 ikerrchikec

ihkecke
v
i

v
i

v
i

���

� �

� GO

GOG
          (5.54) 

0)0(  v
ie ,                            (5.55) 

0)(  GkevN .                           (5.56) 
Using (5.9),(5.11),(5.53),(5.54),(5.56), we get 

� � � � )(2)(max))1((max
,...,0,...,0

NGckeke v
i

Ni

v
i

Ni
GGG �d�

  
, (5.57) 

for 1,...,0 � mk , where  

1

( , ) ( , ) :( , ) , ( , ) ,
( ) : max

(1 )

v vt x z t x z
x xG N

t x z N

W W

W O �

 ½w w
� �:° °w w ® ¾

° °� � � d �¯ ¿

. 

  (5.58) 
Using Lemma 5.1, (5.55), (5.57) and GmT  , we get 

� � )(2)(max
,...,0

NGcTkevi
Ni

d
 

G . Thus, we obtain 

� �

1

( , )

( , ) ( , ) 2 (1 ) 2 ( )

max ( , ; ) ( , )
z

v t x v t x L N cTG N

v z N v z
W

O

W W

�

�:

� d � �

� �
   (5.59) 

for ( , )t x �: , where L  is the Lipschitz constant of v  and v~ . 
Definition (5.58), the fact that v~  has Lipschitz derivatives 

on :  implies that � � 0)(lim  
�fo

NG
N

. Moreover, since 

^ `f
 

�
1

);(
qqNv  converges uniformly to v  as �foq , we get 

from (5.59) that ),(),(~ xtvxtv   for all ( , )t x �: .  
 

Step 4: Solving the PDE for w 
Pick any integer P1�! cN . Define Nh /1 , 

� � ¸
¹

·
¨
©

§
»¼
º

«¬
ª

¸
¹
·¨

©
§� 

dd
cvxTNm

x
,,)(maxmax1: max

10
M , N/OG  , 

� � TcvxT
x

1

max
10

,,)(maxmax1:
�

dd
¸
¹

·
¨
©

§
»¼
º

«¬
ª ¸

¹
·¨

©
§� MO  and notice that 

since w~  satisfies (5.27) for ( , )t x �: , we get 
� �

),())1(,(~),(
),(~),(1),)1((~

ikErrhikwihkv
ihkwihkvihkw

���
� �

GGO
GGOG

     (5.60) 

for 1,...,0 � mk , Ni ,...,1 , where 

³

³
�

�

¸̧
¹

·
¨̈
©

§
w
w

�
w
w

�

¸̧
¹

·
¨̈
©

§
w
w

�
w
w

 

G

G

GG

GGGO

)1(

)1(

),(
~

),(),(
~

),(

),(
~

),(
~

),(),(

k

k

ih

hi

dtihk
x
w

ihkviht
x
w

ihtv

dxihk
x
w

xk
x
w

ihkvikErr

 

    (5.61) 
Defining );,(),(~:)( Nihkwihkwkewi GGG �  for mk ,...,0  
and Ni ,...,0 , we get from (5.7), (5.9), (5.10), (5.17), 
(5.18), (5.28), (5.29), (5.30), (5.60): 

� �
� � ),()(),()();,(),(

)(),(1))1((

11 ikErrkeihkvkyNihkvihkv

keihkvke
w
ii

w
i

w
i

����

� �

�� GGOGGGG

GGOG
, 

for 1,...,0 � mk , Ni ,...,1             (5.62) 
0)0(  w

ie , for Ni ,...,0              (5.63) 

0)(0  Gkew , for mk ,...,0            (5.64) 
Using (2.15),(5.9),(5.11),(5.40),(5.61),(5.62), (5.64), we get  

� � � � )(~)(max))1((max
,...,0,...,0

NGkeke w
i

Ni

w
i

Ni
GGG �d�

  
,   (5.65) 

for 1,...,0 � mk , where  

� �

max
1

1

( , )

( , ) ( , ) :( , ), ( , ) ,
( ) : max

(1 )

max ( , ) :( , ) max ( , ) ( , ; )
t x

w wt x z t x z
x xG N v

t x z N

wN L t x t x Y v t x v t x N
x

W W

W O

O

�

�

�:

 ½w w
� �:° °w w ® ¾

° °� � � d �¯ ¿
 ½w° °� �: � �® ¾
w° °¯ ¿

 

  (5.66) 

and � � ¸
¹
·¨

©
§ 

dd
max

10
max ,)(maxmax vxv

x
M . Using Lemma 5.1, (5.63), 

(5.65) and the fact that GmT  , we get 
� � )(~)(max

,...,0
NGTkewi

Ni
d

 
G . Thus, the following inequality holds  

� �

1

( , )

( , ) ( , ) 2 (1 ) ( )

max ( , ; ) ( , )
z

w t x w t x L N TG N

w z N w z
W

O

W W

�

�:

� d � �

� �
    (5.67) 
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for ( , )t x �: , where L  is the Lipschitz constant of w  and 
w~ . Definition (5.66), the fact that w~  has Lipschitz 
derivatives on :  and the fact that ^ `f

 
�

1
);(
qqNv  converges 

uniformly to v  as �foq  imply that � � 0)(~lim  
�fo

qq
NG . 

Moreover, since ^ `f
 

�
1

);(
qqNw  converges uniformly to w  

as �foq , we get from (5.67) that ( , ) ( , )w t x w t x{ .  
 

Step 5: Uniqueness of solutions 

Consider two solutions � �� �21 ]1,0[),(),,( u�� �Cvwvw  of 
(2.10), (2.11), (2.12). It then follows that the functions 

wwew � , vvev �  satisfy for ]1,0[),( u�� �xt : 

0),(),(

),(),(),(),(),(

 
w
w

�
w
w

 

w
w

�
w
w

�
w
w

xt
x
e

cxt
t
e

xt
x
w

xtext
x
e

xtvxt
t
e

vv

v
ww

  (5.68) 

))0,(,())0,()0,(,()0,( tvtatetvtate vw �� ,      (5.69) 

� �

� �)1,(),1,()1,(

)1,()1,(),1,()1,()1,(1

twtvgte

tetwtetvgt
t
e

v

wv
v

��

�� 
w
w�P

  (5.70) 

0),0(),0(   xexe vw ,                        (5.71) 
Let 0!T  and let �u�� �S  be a compact set that 
contains both solutions on ],0[ T , i.e., Sxtwxtv �)),(),,((  
and Sxtwxtv �)),(),,((  for all ( , ) : [0, ] [0,1]t x T�:  u . 

Let 1tM  be a constant that satisfies max
2vQMc t , where 

°¿

°
¾
½

°̄
°
®


��
w
w

�

°¿

°
¾
½

°̄
°
®


�
w
w

�
w
w

 

SwvTtvt
v
a

Swvwv
w
gwv

v
gQ

),(,],0[:),(max

),(:),(),(max:
 

and � � ¸
¹
·¨

©
§ 

dd
max

10
max ,)(maxmax vxv

x
M . Define the functional: 

)1,(
2
1),(

2
),(

2
1)( 2

1

0

2
1

0

2 tedxxteMdxxtetV vvw �� ³³  (5.72) 

Using (5.68), (5.69), (5.70), (5.71) and the fact 

max
2vQMc t , it follows that  

� �

)1,(
22

),(),(
2
1)(

2

min

22

1

0

2
1

0

2

te
v
QQMc

dxxteMdxxtevwtV

v

vwxx

¸
¸
¹

·
¨
¨
©

§
���

¸
¸

¹

·

¨
¨

©

§
��d ³³

P

�

 

for [0, ]t T� , where : max ( , ) :( , )x
ww t x t x
x

 ½w° ° �:® ¾
w° °¯ ¿

, 

: max ( , ) :( , )x
vv t x t x
x

 ½w° ° �:® ¾
w° °¯ ¿

. The above inequality in 

conjunction with (5.72) shows that there exists a constant 

0!K  such that )()( tKVtV d�  for ],0[ Tt� . Gronwall’s 
lemma in conjunction with (5.71), (5.72) implies 0)( {tV  
on ],0[ T . Since 0!T  is arbitrary, we conclude that 

0),(),(),(),( {� � xtvxtvxtwxtw .      �  
 

Proof of Theorem 3.1: Let arbitrary Xv �),( 00U  be 

given, for which the equalities 
)0(
)(

)0(
0

0 vc
fc eq

eq �

�
 

U
UU , 

� � )0()0()0()0( 0
1

000 vvc c� c �UU  hold. The solution of (2.1), (2.2), 
(2.3), (2.6) with (3.1), (3.3) is constructed by applying the 
transformation (2.7), using (2.4) and the condition 

� � � �HUUU ��d
��

max
11 )(1 eqeq fc . More specifically, we get 

the initial-boundary value problem (2.11) with  
� � � �

0
)1,(

)1,(exp)(
)1,()1,()0,(  ¸

¸
¹

·
¨
¨
©

§
¸
¸
¹

·
¨
¨
©

§

�

�
��

w
w

 
tvc

twfc
ftvt

t
v

tw eqeq UU
P , 

 for all 0tt                              (5.73) 
0)(),0()(),0( 00  � � xvxvxwxw , for ]1,0[�x  (5.74) 

� � � �� �))()()(ln)( 00
11

0 xvcxfcxw eqeq �� �� UUU , for ]1,0[�x  (5.75) 

and ),( xtU  may be obtained by (2.7). Exploiting the fact 
that f  is non-increasing and Theorem 2.1, we conclude that 
(2.11), (5.73), (5.74) admits a unique solution 

� �]1,0[, 1 u�� �Cvw , which has Lipschitz derivatives on 
every compact ]1,0[u�� �S  and satisfies  

ff
d 0][ wtw                              (5.76) 

� � � �� �� �
� � ¸

¹
·¨

©
§dd

¸
¹
·¨

©
§ �

dd

�
fdd

)0(,)(maxmax),(

)(1exp,)(minmin

0
10

1
0010

fxvxtv

fcwfxv

x

eqeqx
UU

  (5.77) 

for all ]1,0[),( u�� �xt . Define for all ]1,0[),( u�� �xt : 
� �)(/),(ln:),( eqfxtvxtb U , � �)(/)(ln:)( 00 eqfxvxb U   (5.78) 

Notice that (5.77) in conjunction with (5.78) gives: 
� � � � � � � �� �� �

� � � �� �)0(,expmax),(

exp)(1,expmin:

0

0
1

0min

fbfxtv

wfcfbfv

eq

eqeqeq

f

f
�

f

dd

�� 

U

UUU
 

   (5.79) 
Moreover, Proposition 5.2 implies that  

0),(  xtw  for all ]1,0[�x  and 1
min
�t vt .       (5.80) 

Equations (2.11) and (5.73) imply that the following 
equation holds for all ]1,0[),( u�� �xt : 

� �¯
®


!���
d��

 � 1)1(
1)(

),( 1
0

ctxifxct
ctxifctxv

xtv
[

    (5.81) 

where �o��:[  is the solution of the problem  

� � ¸
¸
¹

·
¨
¨
©

§
¸
¸
¹

·
¨
¨
©

§

�

�
�� 

)(
)(

)1,(exp)()(
tc

fc
twftt eq

eq [

U
U[P[�  (5.82) 

)1()0( 0v [ .                     (5.83) 
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Formula (5.81) implies for every 0!V , 0tt : 

� � ¸
¸

¹

·

¨
¨

©

§

¸
¸
¹

·
¨
¨
©

§
���d

dd�ff � )(
)(

lnmax)1(exp][
),0max(

0 1
eqtsct f
sbcttb
U

[
V  

                                 (5.84) 
Using the transformation  

� �)(/)(ln)( eqftt U[]  ,                    (5.85) 
we get from (5.82): 

� �
� �

� �� �
� � � � ¸

¸

¹

·

¨
¨

©

§

¸
¸
¹

·
¨
¨
©

§

�

��
�� 

)(exp
)()1,(exp)(exp1)(

tfc
fctw

f
f

tt
eq

eqeq

eq ]U
UU

U
]

P]�  (5.86) 

Inequality (3.2) implies that ��0  is a globally 
asymptotically stable equilibrium point for system (5.82) 
with 0)1,( {tw . Consequently, it follows from (5.80) and 
Theorem 2.2 in [16] that there exists a function KLP�  
such that the following estimate holds for all 1

min
�t vt : 

� � � �� �� �1
min

1
min ,)(/ln)(/)(ln �� �d vtfvPft eqeq U[U[  (5.87) 

Since 2))1,(),(( ��twt]  takes values in a compact set 
2

00 ),( ��vwS  for all 0tt  (recall definition (5.85), 
(5.76), (5.79) and (5.81)) and since 

� �
� �

� �� �
� � � � ¸

¸

¹

·

¨
¨

©

§

¸
¸
¹

·
¨
¨
©

§

�

��
�� 

]U
UU

U
]P]

exp
)(expexp1:),(

eq

eqeq

eq fc
fcw

f
f

wF  is a 

1C  mapping, there exists a non-decreasing function 

�� �o�:L  such that � � � �
ff

��d 00)1,()()( bwLtwtt ]]� . 

Using Gronwall’s Lemma in conjunction with (5.76) and the 
previous inequality we get 

� �
f

�� �d 0
1
min

1
min )0()exp()( wLvLvt ]] , for ],0[ 1

min
�� vt , 

where � �
ff

� 00: bwLL . Combining (5.87) with the 
previous estimate, (5.78), (5.85), (5.83), we get for 0tt : 

� �
� �� �� �

� �� �
f

�
f

�

�
f

�
f

�

����

��d

0
1
min0

1
min

1
min0

1
min0

1
min

)2)(1(exp

),0max(,exp

)(/)(ln

wLvbtvL

vtwLvbLvP

ft eqU[

 (5.88) 

Using (5.76), (5.84), (5.88), (5.80), we get for 0!V , 0tt : 

� �� �� �
� �� �
� � � �

f
�

f

f
�

f
��

��
f

�
f

�
ff

������

�����

���d

�

0
1
min0

0
1
min0

11
min

1
min

1
0

1
min0

1
min

)(exp)1(exp

)2)(1(exp

),0max(,exp

][][

wvtbct

wLvbtcvL

vctwLvbLvP

twtb

VV

 

              (5.89) 
Estimate (5.89) in conjunction with the fact that 

� �
ff

� 00: bwLL , where L  is a non-decreasing function 

and definition (5.79) of minv  implies that there exists 
KLG�  such that the following estimate holds for 0tt :   

� �twbGtwtb ,][][ 00 ffff
�d� .     (5.90) 

Estimate (3.4) for certain KLQ�  follows from (5.90), (2.7), 
which imply the following inequalities for ]1,0[),( u�� �xt  

� � ),(),(exp)(),(

)),(exp()(
)),(exp(1

)(),(
),(

ln

1 xtbxtbfcxtw

xtbfc
xtbfxtwxt

eq

eq
eq

eq

U

U
U

U
U

��d

�
�

�d¸
¸
¹

·
¨
¨
©

§
 

� � � � ),(),(exp)(/),(ln

)),(exp()(
)),(exp(1

)(
),(

ln),(

1 xtbxtbfcxt

xtbfc
xtbfxtxtw

eqeq

eq
eq

eq

UUU

U
U

U
U

��d

�
�

�¸
¸
¹

·
¨
¨
©

§
d  

Indeed, the two above inequalities imply the existence of a 
function f�KM  such that the estimates 

� �� � � �
ffdd

�d ][][/),(lnmax
10

twtbxt eq
x

MUU , 

� �� �̧
¹
·¨

©
§ �d

ddff eq
x

xttbtw UUM /),(lnmax][][
10

 

hold for 0tt .  The proof is complete.      �  

VI.  CONCLUDING REMARKS  
The paper provides results for a hyperbolic traffic flow 
model on a bounded domain. It has been shown that for all 
physically meaningful initial conditions, the model admits a 
unique, classical solution that remains positive and bounded 
for all times. Moreover, it has been shown that global 
stabilization in the sup-norm of the logarithmic deviation of 
the state from its equilibrium point can be achieved by 
means of a boundary feedback law. It is important to notice 
that the feedback law depends only on the inlet speed. 
Future work may involve the development of more 
complicated models, retaining the characteristics of the 
proposed model, to capture secondary features of traffic 
dynamics. More complicated models can also expand the 
validity of the model to uncongested roads with free flow.   
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APPENDIX 
Proof of Proposition 5.2: Let 0!T  be given. We follow 
the methodology of finite-differences presented in [15].   
   Since 0)0,( !tv  for all 0tt , by continuity there exists 

0)( !TH  such that 0),( !xtv  for ],0[ Tt� , )](,0[ Tx H� . 

Let 1!N  be an integer for which the inequalities 

2
min]1,0[],0[),(:),(max2 vNTxtxt

t
v d

°¿

°
¾
½

°̄
°
®


u�
w
w

 

and )(2 TN Hd                             (A.1) 
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hold, where ^ `)](,0[],0[),(:),(min:min TTxtxtvv Hu� . 

Let t NN  and consider the discrete-time system 
� � )()()()(1))1(( 1 GGOGGOG kwkvkwkvkw iiiii ��� � , 

for Ni ,...,1 , 1,...,1,0 � mk                  (A.2) 
)()(0 GG kakw  , for mk ,...,1,0            (A.3) 
)()0( ihwi M , for Ni ,...,1                 (A.4) 

where  
Nh /1: , hOG  :                    (A.5) 

),(:)( ihkvkvi GG  , for Ni ,...,1,0 , mk ,...,1,0   (A.6) 
� �1][/: max � TvTO                       (A.7) 
� �1][: max � TvNm                      (A.8) 

^ `]1,0[],0[),(:),(max:max u� Txtxtvv .    (A.9) 
Notice that the above definitions guarantee that 

GmT   ,                            (A.10) 
1max dvO .                           (A.11) 

Using (A.2), (A.3), (A.6), (A.9) in conjunction with (A.11), 
we obtain the estimate for 1,...,1,0 � mk  

� � � �¸
¹
·

¨
©
§d�

  
)(max,max))1((max

,...,0,...,0
GG kwakw i

Ni
i

Ni
, (A.12) 

where � �
0

: max ( )
s T

a a s
d d

 . It follows from (A.3), (A.4) and 

(A.12) that the following estimate holds 
� � � �

f 
d MG ,max)(max

,...,0
akwi

Ni
, for mk ,...,1,0 . (A.13) 

We define );,( Nxtw  for ]1,0[],0[),( u� Txt  and t NN : 
� � � � )()(1);,( 1 GGG kwixNkwxNiNxkw ii �����  

with ][xNi  , for )1,0[�x , mk ,...,0 ,   (A.14) 
)();1,( GG kwNkw N , for mk ,...,0 ,      (A.15) 

� � � � );,)1(();,(1

);,(
11 NxkwktNNxkwtNk

Nxtw

GOGO �����

 
��  

with ][ 1tNk � O  for ]1,0[�x , ),0[ Tt� .   (A.16) 
It follows from (A.13) and definitions (A.14), (A.15), 
(A.16) that the following estimate holds for every t NN : 

� � � �
fdd

d M,max);,(max
10

aNxtw
x

, for ],0[ Tt� . (A.17) 

Next define for 1,...,1,0 � Ni , mk ,...,1,0  

� �)()(:)( 1
1 GGG kwkwhky iii � �
�               (A.18) 

)(:)( 1 GG kyky NN � .                         (A.19) 
Equations (A.2), (A.3) in conjunction with definitions 
(A.18), (A.19) imply that the following equalities hold: 

� �
� � )()()(

)()()()(1))1((

11

111

GGGO
GGOGGOG

kykvkv
kykvkykvky

iii

iiiii

��

���

��
�� �

, 

for 1,...,1 � Ni , 1,...,1,0 � mk ,             (A.20) 
� � � �)())1(()()(1))1(( 1

010 GGOGGGOG kakakykvky ���� � � , 
for 1,...,1,0 � mk .                    (A.21) 

Using the fact that xii vhkvkv d�� )()(1 GG  for all 
1,...,0 � Ni , mk ,...,1,0 , where 

°¿

°
¾
½

°̄
°
®


u�
w
w

 ]1,0[],0[),(:),(max: Txtxt
x
v

vx , the fact 

akaka �GGG d�� )())1((  for all 1,...,1,0 � mk , where 

^ `],0[:)(max: Tttaa � ��  and the fact that 
0)( min1 !t vkv G  for all mk ,...,1,0 , where 

^ `)](,0[],0[),(:),(min:min TTxtxtvv Hu�  (a 
consequence of (A.1), (A.5), (A.6) which imply that 

)(2 Th Hd ), in conjunction with (A.19), (A.20), (A.21), 
(A.5), (A.6), (A.9), (A.11), we get for 1,...,1,0 � mk : 

� �

� � � � � � � � ¸
¹
·

¨
©
§ ���

d�

  

 

akyvkyv

ky

i
Ni

i
Ni

x

i
Ni

�OGOGG

G

)(max1,)(max1max

))1((max

,...,0
min

,...,0

,...,0
 

            (A.22) 
Using (A.22) in conjunction with (A.10), the fact that 

f
cd M)0(iy  for Ni ,...,0  (a consequence of definitions 

(A.3), (A.4), (A.18), (A.19) and the fact that )0()0( M a ) 
and Lemma 5.1, we obtain the estimate for mk ,...,1,0 : 

� � � �� �avvTYky xi
Ni

�1
min

,...,0
exp:)(max �

f 
�c d MG . (A.23) 

Next define for Ni ,...,1,0 , 1,...,1,0 � mk  

� �)())1((:)( 1 GGGG kwkwkp iii �� �          (A.24) 
))1((:)( GG � mpmp ii .                   (A.25) 

Using (A.2), (A.3), (A.5), (A.9), (A.18), (A.24), (A.25) 
(which imply that )()()( 1 GGG kykvkp iii �� , for 

Ni ,...,1 , 1,...,1,0 � mk  and 
� �)())1(()( 1

0 GGGG kakakp �� � , for 1,...,1,0 � mk ), 

the fact akaka �GGG d�� )())1((  for 1,...,1,0 � mk , and 
estimate (A.23), we obtain for mk ,...,1,0  

� � � �aYvkpi
Ni

�,max)(max max
,...,0

d
 

G .             (A.26) 

Definitions (A.18), (A.24) in conjunction with estimates 
(A.23), (A.26) imply for Nji ,...,1,0,  , mlk ,...,1,0,  : 

� �aYvlkYjihlwkw ji �,max)()( max���d� GGG .  (A.27) 

Estimate (A.27) in conjunction with (A.14), (A.15), (A.16) 
imply that there exists � �M,,,11 vaTLL   such that the following 

inequality holds for t NN , ],0[, Tt �W , ]1,0[, �zx : 
� �WW ���d� tzxLNzwNxtw 1);,();,( .       (A.28) 

Next define for 1,...,1,0 � mk : 
� �� �)()()())1((:)( 01
11 GGGGGG\ kykvkakahk ��� �� . (A.29) 

It follows from (A.29) and (A.21) that  

� �

� �
� �� �)())1(()())1(()(

)())1((2))2((

)()(1
)(
))1((

))1((

11
21

1

2

1
1

1

GGGGGGO

GGGGO

G\GO
G
G

G\

kvkvkakakv

kakaka

kkv
kv
kv

k

�����

�����

�
�

 �

��

� (A.30) 
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for 2,...,1,0 � mk . Inequalities (A.1) in conjunction with 
(A.5), (A.6) and definition 

^ `)](,0[],0[),(:),(min:min TTxtxtvv Hu�  imply that  
� � 2/1)(/)(1))1(( min111 vkvkvkv OGGOG �d�� .  (A.31) 

for 1,...,1,0 � mk . It follows from (A.30), (A.31) in 
conjunction with the fact that akaka �GGG d�� )())1((  for 

1,...,1,0 � mk , where 

°¿

°
¾
½

°̄
°
®


u�
w
w

 ]1,0[],0[),(:),(max: Txtxt
t
v

vt  (recall definition 

(A.6)), the fact that 0)( min1 !t vkv G  for all mk ,...,1,0 , the 

fact that akakaka ��2)())1((2))2(( GGGG d����  for 

2,...,1,0 � mk , where ^ `],0[:)(sup: Tttaessa � ���� , that 
the following inequality holds for 2,...,1,0 � mk : 

� � tvavakvk ��� 1
minmin )(2/1))1(( ����d� OOG\OG\ . 

 (A.32) 
Consequently, we obtain (by induction) the following 
estimate for 1,...,1,0 � mk : 

� �avvavk t ��� min
2
min2)0()( ��d �\G\ .        (A.33) 

Definitions (A.3), (A.4), (A.6), (A.9), (A.18), (A.29) in 
conjunction with 0)0()0,0()0(  c� Mva� , )0()0( M a , definition 

^ `]1,0[:)(sup: �cc cc
f

xxess MM  and (A.11) imply that:  

2/)0()2/()0( maxmax f
cc�c�d MM\ vvva x�� .  (A.34) 

Thus, we get from (A.33), (A.34) for 1,...,1,0 � mk : 

� �avvavv

vvaMk

t

x

���

��

min
2
minmax

max

22/

)0()2/(:)(

��cc�

c� d
�

f
M

MG\
        (A.35) 

We define the function );,( Nxty  for ]1,0[],0[),( u� Txt  

and for every integer t NN : 
� � � � )()(1);,( 1 GGG kyixNkyxNiNxky ii �����  

with ][xNi  , for )1,0[�x , mk ,...,0 ,      (A.36) 
)();1,( GG kyNky N , for mk ,...,0 ,       (A.37) 

� � � � );,)1(();,(1);,( 11 NxkyktNNxkytNkNxty GOGO ����� ��  

with ][ 1tNk � O  for ]1,0[�x , ),0[ Tt� .       (A.38) 
It follows from (A.23) and (A.36), (A.37), (A.38) that the 
following estimate holds for every t NN  and ],0[ Tt� : 

� � � �� �avvTYNxty x
x

�1
min

10
exp:);,(max �

fdd
�c d M .  (A.39) 

We also define the function );,( Nxtp  for 

]1,0[],0[),( u� Txt  and for every integer t NN : 
� � � � )()(1);,( 1 GGG kpixNkpxNiNxkp ii �����  

with ][xNi  , for )1,0[�x , mk ,...,0 ,   (A.40) 
)();1,( GG kpNkp N , for mk ,...,0 ,       (A.41) 

� � � � );,)1(();,(1);,( 11 NxkpktNNxkptNkNxtp GOGO ����� ��  

with ][ 1tNk � O  for ]1,0[�x , ),0[ Tt� .   (A.42) 

It follows from (A.26) and definitions (A.40), (A.41), 
(A.42) that the following estimate holds for every t NN : 

� � � �aYvNxtp
x

�,max);,(max max
10

d
dd

, for ],0[ Tt� . (A.43) 

Next define for 1,...,1,0 � Ni , mk ,...,1,0   

� �)()(:)( 1
1 GGGZ kykyhk iii � �
� .            (A.44) 

Definitions (A.19), (A.29), (A.44) in conjunction with 
(A.20), (A.21) imply that the following equalities hold: 

� �
� �
� � )()()(2)(

)()()(2
)()()()(1))1((

112
1

112

122

GGGGO

GZGGO
GZGOGZGOGZ

kykvkvkvh

kkvkv
kkvkkvk

iiii

iii

iiiii

���
�

���

���

���

��
�� �

 

for 2,...,1 � Ni , 1,...,1,0 � mk         (A.45) 
0)(1  � GZ kN , for mk ,...,1,0 .         (A.46) 

� �
� � )()()()(

)()(1))1((

012
1

020

G\OGGGO

GZGOGZ

kkykvkvh

kkvk

���

� �
� ,  

for 1,...,1,0 � mk .                       (A.47) 

Using the facts that xxiii vhkvkvkv 2
12 )()(2)( d�� �� GGG , 

xii vhkvkv d� �� )()( 12 GG  for 2,...,0 � Ni , mk ,...,1,0 , where 

°
°
¿

°
°
¾

½

°
°
¯

°
°
®



zu�
�
w
w

�
w
w

 zxTzxt
zx

zt
x
vxt

x
v

vxx ,]1,0[],0[),,(:
),(),(

sup: 2  and 

the fact that 0)( min2 !t vkv G  for all mk ,...,1,0 , where 
^ `)](,0[],0[),(:),(min:min TTxtxtvv Hu�  (a consequence 

of (A.1), (A.5), (A.6) which imply that )(2 Th Hd ), in 
conjunction with (A.23), (A.35), (A.6), (A.9), (A.11), we 
get for 1,...,1,0 � mk  and � �)((max)(

1,...,0
GZ kkH i

Ni � 
 : 

� � � � � �� �MYvkHvYvkHv
kH

xxxx �����

d�

OOGG )(1,)(21max
)1(

min
 

                   (A.48) 
It follows from (A.10) and Lemma 5.1 for mk ,...,1,0 : 

� �

� � � � ¸
¸
¹

·
¨
¨
©

§
�

�
�d

� 

� 

YvT
v

MYv
vT

k

xx
x

i
Ni

x

i
Ni

min1,...,0

1,...,0

)0(max2exp

)((max

Z

GZ

(A.49) 

Definitions (A.3), (A.4), (A.44), (A.18), (A.19) with 
)0()0( M a  imply f

ccd MZ )0(i  for 1,...,0 � Ni , where 

^ `]1,0[:)(sup: �cc cc
f

xxess MM . It follows from (A.49) that 

the following estimate holds for mk ,...,1,0 : 

� � � � ¸
¸
¹

·
¨
¨
©

§
�

�
�cc :d

f� 
YvT

v
MYv

vTk xx
x

xi
Ni min1,...,0

2exp:)((max MGZ . 

                           (A.50) 
Next define for Ni ,...,1,0 , 1,...,1,0 � mk   

� �)())1((:)( 1 GGGGK kykyk iii �� � .        (A.51) 
Equations (A.20), (A.21),(A.29),(A.44),(A.51), imply that  
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� � )()()()()()( 11
1

11 GGGGZGGK kykvkvhkkvk iiiiii ��
�

�� ��� , 
for 1,...,1 � Ni , 1,...,1,0 � mk         (A.52) 

)()(0 G\GK kk � , for 1,...,1,0 � mk       (A.53) 
which combined with (A.9), (A.19), (A.50), (A.35) and the 
fact that xii vhkvkv d�� )()(1 GG  for all 1,...,0 � Ni , 

mk ,...,1,0 , give for 1,...,1,0 � mk : 
� � MYvvk xi
Ni

��:d
 

max
,...,0

)((max GK .       (A.54) 

Definitions (A.44), (A.51) with (A.50), (A.54) imply the 
following estimate for Nji ,...,1,0,  , mlk ,...,1,0,  : 

� �xji vYMvlkjihlyky ��:��:�d� max)()( GGG . 

                                     (A.55) 
Estimate (A.55) in conjunction with (A.36), (A.37), (A.38) 
imply that there exists � �M,,,22 vaTLL   such that the 

following inequality holds for t NN , ],0[, Tt �W  and ]1,0[, �zx : 

� �WW ���d� tzxLNzyNxty 2);,();,( .      (A.56) 
Following a similar procedure, it is shown that there exists 

� �M,,,33 vaTLL   such that the following inequality holds for 
t NN , ],0[, Tt �W , ]1,0[, �zx : 

� �WW ���d� tzxLNzpNxtp 3);,();,( .      (A.57) 
It follows from (A.17), (A.28), (A.39), (A.56), (A.43), 
(A.57) that the sequences ^ `f � NNNw );( , ^ `f  � NNNy );( , 

^ `f � NNNp );(  are uniformly bounded and equicontinuous. 
Compactness of ]1,0[],0[ uT  and the Arzela-Ascoli theorem 
implies that there exist Lipschitz functions 

�ou ]1,0[],0[:,, Tpyw  and subsequences ^ `f
 

�
1

);(
qqNw , 

^ `f
 

�
1

);(
qqNy , ^ `f

 
�

1
);(
qqNp  for an increasing sequence ^ `f

 1qqN , 

which converge uniformly on ]1,0[],0[ uT  to pyw ,, .     

It is shown next that since ^ `f
 

�
1

);(
qqNy , ^ `f

 
�

1
);(
qqNw  

converge uniformly to wy, , as  �foq , it follows that 

),(),( xt
x
w

xty
w
w

 , ),(),( xt
t
w

xtp
w
w

  and 0),(),(),(  � xtyxtvxtp , 

for ]1,0[],0[),( u� Txt . Uniqueness follows use of Gronwall’s 

lemma for the functional ³ 
1

0

2 ),()( dxxtetV , where 

wwe ~�  and ww ~,  are solutions of (5.3), (5.4), (5.5).  
     Finally, we assume that there exists a constant 0min !v  
such that min),( vxtv t  for all 0tt , ]1,0[�x  and that 0{a . 

Let 1
min
�! vT  be given (arbitrary). Consider the functionals 

³ � 
1

0

2 ),()exp()( dxxtwxtV VV  on ],0[ T  with parameter 0!V . 

Using (5.3), (5.5) and the fact that min),( vxtv t , we get: 

� � )(),(),()exp(

),(),()exp()1,()exp()1,()(

min

1

0

2

1

0

22

tVvvdxxtvxtwx

dxxt
x
v

xtwxtwtvtV

x V

V

VVV

VV

��d��

w
w

���� 

³

³�

 

It follows that � �� � )0(exp)( min VV V VtvvtV x��d , for ],0[ Tt� . 
The previous inequality implies the estimate 

� �� �� � 2
2

1
min

2
2 1exp][ MVV ���d � tvvtw x , for ],0[ Tt� . 

Since � �� �� � �f ��� �

�fo
1lim 1

min tvv xVV
V

 for each 

� @Tvt ,1min
�� , we get 0][ 2  tw , for � @Tvt ,1min

�� . Therefore, 

by continuity of w  and since 1
min
�! vT  is arbitrary, we 

conclude that 0),(  xtw  for ]1,0[�x  and 1
min
�t vt .      �  
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