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Abstract
In our days, the use of social media platforms has gained a lot of popularity. A

large number of messages are posted everyday on media, such as Twitter. These

messages could possibly be used for monitoring real-world events. However, twit-

ter streams contain a large number of meaningless messages and useless content,

which may have a negative effect on the monitoring and successful event detection

performance. Monitoring and analyzing this rich and continuous user-generated

content can yield unprecedentedly valuable information, enabling users and or-

ganizations to acquire actionable knowledge. This thesis proposes techniques for

natural disaster detection and report by monitoring social media streams. The

main task is to use Twitter as a sensor and investigate the data it provides in

order to detect and locate a dangerous natural disaster. The detection of such

events is attempted by the employment of methods from Natural Language Pro-

cessing, Machine/Deep Learning and an innovative hybrid combination of the best

approaches among the various choices we analyzed (for text representation: Bag

of Words, Global Vectors; for text classification: Naive Bayes, Logistic Regression,

Random Forest, Decision Tree, Bagged Decision Tree, AdaBoost, Deep Neural Net-

work, Long-Short Term Memory). Finally, our work proposes a spatio-temporal

investigation as part of the whole pipelined system to report detected catastrophic

events. As a result, the proposed system has been applied with success to Twitter

data from 2012 and 2015. The data were referring to two different past disaster

events (Nepal earthquake, Hurricane Patricia) and one event not related to dis-

aster (USA presidential election 2012). This system managed to detect both the

place and the time of each disaster and confirmed that there is no disaster in the

case of the USA elections.



Ανίχνευση Καταστροφικών Συμβάντων

μέσω Παρακολούθησης Κοινωνικών Δικτύων

Κωνσταντίνος Χασαπάς

Στις μέρες μας, η χρήση των μέσων κοινωνικής δικτύωσης έχει κερδίσει πολλή

δημοτικότητα. ΄Ενας μεγάλος αριθμός μηνυμάτων δημοσιεύονται καθημερινά σε κοιν-

ωνικά δίκτυα, όπως το Twitter. Αυτά τα μηνύματα θα μπορούσαν ενδεχομένως

να χρησιμοποιηθούν για την παρακολούθηση πραγματικών γεγονότων. Ωστόσο,

οι ροές του Twitter περιέχουν μεγάλο αριθμό ανούσιων μηνυμάτων και άχρηστο

περιεχόμενο, γεγονός που μπορεί να έχει αρνητικές επιπτώσεις στην απόδοση της

παρακολούθησης και της επιτυχούς ανίχνευσης γεγονότων. Η παρακολούθηση και η

ανάλυση αυτού του πλούσιου και συνεχούς περιεχομένου που παράγουν οι χρήστες

μπορεί να αποδώσει πρωτοφανώς πολύτιμες πληροφορίες, επιτρέποντας σε χρήστες

και οργανισμούς να αποκτήσουν γνώσεις που μπορούν να συνδεθούν με δράσεις. Η

παρούσα διπλωματική εργασία προτείνει τεχνικές για την ανίχνευση και καταγραφή

φυσικών καταστροφών παρακολουθώντας ροές κοινωνικών μέσων δικτύωσης. Ο

κύριος στόχος είναι να χρησιμοποιηθεί το Twitter ως αισθητήρας και να διερευν-

ηθούν τα δεδομένα που παρέχει για να ανιχνευθεί και να εντοπιστεί μια επικίνδυνη

φυσική καταστροφή. Η ανίχνευση τέτοιων συμβάντων επιχειρείται με την εφαρμογή

μεθόδων από την Επεξεργασία Φυσικής Γλώσσας, τη Μηχανική/Βαθιά Μάθηση και

έναν καινοτόμο υβριδικό συνδυασμό των καλύτερων προσεγγίσεων μεταξύ των δι-

αφόρων επιλογών που αναλύσαμε (για την αναπαράσταση κειμένων: Bag of Words,

Global Vectors - για την ταξινόμηση κειμένων: Naive Bayes, Logistic Regression,

Random Forest, Decision Tree, Bagged Decision Tree, AdaBoost, Deep Neural

Network, Long-Short Term Memory). Τέλος, η εργασία μας προτείνει μια χωρο-

χρονική διερεύνηση ως μέρος της διαδικασίας διαδοχικής επεξεργασίας στο σύστημα

για την αναφορά καταστροφικών γεγονότων που εντοπίζονται. Ως αποτέλεσμα, το

προτεινόμενο σύστημα εφαρμόστηκε με επιτυχία σε δεδομένα του Twitter από το

2012 και το 2015. Τα δεδομένα αφορούσαν δύο διαφορετικά γεγονότα καταστροφών

του παρελθόντος (σεισμός του Νεπάλ, τυφώνας Patricia) καθώς και ένα μη κατασ-

τροφικό γεγονός (προεδρικές εκλογές της Αμερικής 2012). Το εν λόγω σύστημα

κατάφερε να ανιχνεύσει τόσο τον τόπο, όσο και τον χρόνο κάθε καταστροφής, ενώ

συγχρόνως επιβεβαίωσε την μη ύπαρξη καταστροφής στην περίπτωση των προεδρικών

εκλογών.
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Chapter 1

Introduction

Recently, huge attention has been drawn from researchers businesses and enter-

prises in data science. Every process, either human or mechanic produces data. If

we scale this up to a large business we can securely infer that excessive amount of

data is daily produced and stored. As the speed of information growth increases

in geometrical progress, different kind of use of this information increases at the

same rate.

Microblogging, as a form of social media, has fast emerged in recent years. In

everyday life media platforms such as Twitter give us complementary information

about the world. Owing to the large user base on Twitter, the platform provides

real-time information about what happens in the world. Detecting events and

harvesting references to them from Twitter is therefore a highly valuable goal.

Events of public interest and insignificant events may both be confused by words

in various ways of using Twitter, meaning that whole different sentences contain

same words. Another misleading fact that could arise is the control of metaphors,

in which a word or phrase literally denote one kind of object or idea used in place

of another.

The aim of this research is to expand existing work on detecting significant disaster

events on Twitter, by taking advantage of social media endless information and

extract from everyday posts useful results about these events. Our goal is not only

to classify Twitter post in pools of relativeness with natural disasters, that affect

humanity, but also introduce a hybrid implementation for this case purpose and a

different spatio-temporal reporting system.

1



Chapter 1. Introduction 2

This thesis provides a survey of techniques found in the literature and the ex-

periments for event detection from Twitter posts. Disaster event detection from

Twitter posts is a vibrant research area that draws on techniques from various

fields such as machine learning, deep learning, natural language processing, infor-

mation extraction and retrieval, spatio-temporal prediction. Finally, it submits a

pipelined system with all required techniques for an event detection ready to used

in any familiar case study.

1.1 Motivation

Social media such as Twitter has been part of everyday life for many people around

the word. Huge amount of data both essential and not, are stored in media

platforms databases. We could easily observe that very often human posts in

social media encloses an event which happened, happening or is going to happen.

On the other hand, data science seems to gain great impact in human life and

more specifically in business. Using a subfield of artificial intelligence concerned

with the interactions between computers and human (natural) languages apace

with predictive force from ML, DL or RL has certain advantages and number

of possible applications. One of them is the goal of this research. Specifically

the connection between human language via every day’s posts and probabilistic

models. Moreover, the powerful outcome of this research as an application is the

ability to gather, analyze and produce new information useful for humanity. To be

more specific, an event recognition from Twitter posts, when an event is a natural

disaster dangerous for people lives, could be used as notification for people in the

affected area in really fast time. Thus, if an event is not dangerous then we could

use the predicted information as a simple notification for an expected event and

its popularity.

Earlier researches [34][27] from data scientists have only ML or DL algorithms

to handle this type of application. Today, it is a great challenge to make the

same, or particularly the same, researches with modern and more dominant tools.

In this thesis DL alongside with ML algorithms, are mainly used but a hybrid

approach, with the best performed algorithms from both lists, has also introduced.

Knowledge aggregation from a pool of diverse classifiers is a major issue in this

thesis.
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1.2 Research Questions

Furthermore, an approach on how to evaluate the quality of translated technical

documents will be proposed. Regarding this issue, we address some main research

questions:

• How could the detection of an event be implemented, given raw data from

Twitter database?

• In case of an event prediction, how one could monitor the exact place and

time of that phenomenon.

• Can we detect such event occurrence in real-time by monitoring tweets?

• What NLP techniques do we need to perform in data in order to exclude

useless information

• In the state-of-art of the NLP field, could word embedding prevail over Bag

of Words model in this case scenario?

• Should we use ML or DL algorithms for text classification?

1.3 Related Work

The idea of event detection via monitoring social media posts is not new. Re-

searchers have done this work with success around 2010 [34]. Same research had

also been done with a lot of success, from HP labs and other researchers [46][45][7].

The areas related to this thesis can be split up in two main areas. Natural Lan-

guage Processing, a sub-field of Computer Science that is focused on enabling

computers to understand and process human languages. The second area and the

most important one is the classification (text classification) part. Research on this

topic has been performed mostly with ML algorithms and secondary with DL.

Thus, this thesis focuses both on Machine Learning and Deep Learning (a method

of statistical learning that extracts features or attributes from raw data) but also

it makes introduction to a hybrid approach which lists algorithms from both cate-

gories. It also uses a different and more modern technique for text representation,

called word embeddings in contrast with earlier research with stable and trusted

BoW model.
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1.4 Structure of Thesis

The following Chapter 2 will address the theoretical background concerning this

work, focusing on the knowledge discovery process, Machine and Deep learning ap-

proaches, Natural Language Processing techniques and technical documentation.

Then comes the Experimental Setup in Chapter 3, that lists and explains every

data, algorithms alongside with models evaluation, comparison and result’s dis-

cussion. This chapter introduces the hybrid approach we have used and a survey

of techniques for the final pipeline of the system. The experiments that will be

conducted in real data and a discussion of the results will be given in Chapter 4.

Also an approach for geo-location prediction and time determination is introduced

and performed in the same chapter. Chapter 5 answers the research question and

discusses limitations and future work.



Chapter 2

Literature Review

2.1 Machine Learning

Within the field of machine learning, there are two main types of tasks: supervised,

and unsupervised. Supervised learning is when you have input variables (x) and

an output variable (Y ). The goal is to map the input variables to the output

variable with a mathematical function. So, whenever you have input data (x), the

learned function (f) can predict output data (Y ) as accurately as possible [11].

Y = f(X) (Function)

Unsupervised learning, on the other hand, is when you only have input data (x)

and no corresponding output variables. That means that the system depends on

its own actions and observations without “correct” answer. But the question here

is: how it is supposed to learn with no output value. This type of model uses its

previous observations to learn and proceed with predictions.

Supervised learning problems can be further grouped into regression and classifi-

cation problems.

Classification is the problem of predicting a discrete class label output for example.

A classification problem requires that examples be classified into one of two (bi-

nary classification) or more classes (multi-class or multi-label classification) with

discrete or real-valued input variables.

Regression is the problem of predicting a continuous quantity output for example.

This type of problems can have discrete or real-valued input variables. A problem

5
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with multiple input variables is often called a multivariate regression problem.

This thesis studies a binary classification problem and uses only supervised learn-

ing methods. So we use a variety of different algorithmic techniques to implement

our classifiers for the purpose of prediction.

After the usual feature engineering and model implementation another essential

part is the evaluation of the ML algorithm. This step is about how effective is

the implemented model based on some specific metrics. The four basic classi-

fication performance metrics are: accuracy, F1, precision and recall. It is very

important for someone to know which performance metric to use and why, as it’s

one of them demonstrates the same result from a different view. To make a brief

analysis of metrics we will use the confusion matrix. The confusion matrix is not

a performance measure, but an intuitive way to describe the performance of a

classification model. It is a two dimensional table with rows as “predicted” and

columns as “actual” values from which almost all of the performance metrics can

be computed [44].

Figure 2.1: Confusion Matrix

Terms associated with the Confusion matrix:

1. True Positives (TP) are the cases where the actual class of the data point was

1(True) and the predicted is also 1 (True).

2. True Negatives (TN) are the cases where the actual class of the data point was

0(False) and the predicted is also 0 (False).

3. False Positives (FP) are the cases where the actual class of the data point was

0(False) and the predicted is 1 (True). False is because the model has predicted

incorrectly and positive because the class predicted was a positive one (1).

4. False Negatives (FN) are the cases where the actual class of the data point was

1 (True) and the predicted is 0 (False). False is because the model has predicted

incorrectly and negative because the class predicted was a negative one (0).
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For every classification problem the goal is to minimize false negatives and/or false

positives to make predictions more accurate. To define evaluation performance

metrics using the above counts, we need to define mathematical functions for

every single metric:

1. Accuracy is the number of correct predictions over all predictions:

Accuracy =
TP + TN

TP + FP + FN + TN
(2.1)

2. Precision in the number of true positives (TP) out of our all positive predictions:

Precision =
TP

TP + FP
(2.2)

3. Recall denotes the positive predictions (TP) out of all actual positives:

Recall =
TP

TP + FN
(2.3)

4. F1 score combines both accuracy and recall. It isn’t always efficient, but

in specific problems could make a better comparison between two classification

algorithms. Actually it is the arithmetic mean of precision (P) and recall (R):

F1 =
P +R

2
(2.4)

In this thesis, most of the times, algorithms have been compared using the accuracy

score and occasionally with the F1 score for academic purposes only.

The next step in ML is about methods of data splitting. To evaluate the model’s

performance of an ML learning algorithm, it is necessary to have testing data. The

most fundamental method is to split our verified data in what is usually called

“Test” data and “Train” data. It is easy to understand its purpose of use as test

data will be used to evaluate our model. Most of the time, our data are rather

limited, which concludes to better prediction on training data and large error rate

on test, so it is sensible to use the cross validation method. This procedure has

to do with the skill of a ML model to deal with unseen data. Unlike the default

test/train split of data, cross validation is a statistical technique which involves

partitioning the data into groups, training the data on a subset and use the other

subset to evaluate the model’s performance, Figure 2.2 [11][14].

A common word among data scientists is model over-fitting. Over-fitting happens
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Figure 2.2: Cross Validation (“ProClassify User’s Guide”, August 2006)

when a model learns the detail and noise in the training data to the extent that

it negatively impacts the performance of the model on new data. That can be

often detected by big divergences among test and train accuracy. Few or too

many examples could cause this problem to a classification model as well as not

balanced labels. The process of cross validation and other techniques can help

algorithms prevent such problems by using all of the data both for training and

testing its performance.

When creating a machine learning model, you’ll be presented with design choices

as to how to define model architecture. Often, we don’t know from the beginning

which architecture is optimal for our case. Subsequently, we need to perform

changes to our ML model, in order to find the ideal one, a procedure usually

called Hyperparameter tuning. Grid search and/or Random search are the most

basic hyperparameter tuning methods. With this type of techniques, we build a

model for each possible combination of all of the hyperparameter values provided,

evaluating each model, and selecting the architecture with the best results [35][21].

Finally, both cross validation and hyperparameter tuning are essential techniques

used in this thesis, so their theoretical approach is deemed necessary. Below we

will approach theoretically a specific number of ML algorithms, which have been

used during this thesis.

2.1.1 Logistic Regression

Logistic Regression is fundamental and widely known as ML classification algo-

rithm. It is used in many social science applications, when the dependent variable
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is categorical. Logistic Regression uses logistic function (also called sigmoid func-

tion), Equation 2.5, in connection with the fundamental equation of generalized

linear model, Equation 2.6. The result of these two called logistic regression equa-

tions are presented in Equation 2.8 [12].

y = b0 + b1 × x (2.5)

p =
1

1 + e−y
(2.6)

We can write the equation in terms of log-odds, which is a linear function of the

predictors, Equation 2.7. The coefficient (b1) is the amount the log-odds changes

with a one unit change in x.

log-odds = ln

(
p

1− p

)
= ln

(
probability of presence of charecteristic

probability of absence of charecteristic

)
(2.7)

ln

(
p

1− p

)
= b0 + b1 × x (2.8)

Logistic regression is similar to a linear regression but can handle with success

classification problems too. For classification, we prefer probabilities between 0

and 1, so we wrap the right side of the equation into the logistic function. The

curve is constructed using the log-odds of the target variable, rather than the

probability as we can observe in Figure 2.3 [39].

Figure 2.3: Logistic Regression Model (“All about Logistic regression in one
article”, October 2018)
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The goal of logistic regression is to find the best fitting model to describe the

connection between the dichotomous characteristic of interest (dependent variable)

and a set of independent (predictor) variable.

2.1.2 Ensemble Learning

Ensemble learning is a well known technique to combine multiple classification

models into one ensemble classifier. Ensemble methods usually produce more ac-

curate solutions than a single model would. Figure 2.4 shows a simple ensemble

learning architecture. In contrast to ordinary learning approaches, ensemble meth-

ods try to train a set of learners and then combine the separate predictions to solve

the problem. There are multiple techniques to combine the variety of model’s pre-

dictions so as to find out the final and complete prediction [28]. The most known

and simple techniques are:

• Majority Voting: The predictions by each model are considered as a “vote”.

The predictions which we get from the majority of the models are used as

the final prediction.

• Simple Averaging: Simple averaging obtains the combined output by aver-

aging the outputs of individual learners directly.

• Weighted Averaging: Weighted averaging obtains the combined output by

averaging the outputs of individual learners with different weights implying

different importance [41].

Figure 2.4: A common ensemble architecture (Zhou, 2006,“Ensemble Meth-
ods: Foundations and Algorithms”, New York, NY: Taylor and Francis Group)

The main idea behind ensemble models is the effort to achieve better accuracy,

reduce bias and variance errors as well as avoid model over-fitting. The most

popular ensemble methods used in ML fields are:
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• Bagging (Bootstrap Aggregating): In this type of method multiple models

(weak models) of same learning algorithm trained with subsets of data are

randomly picked from training data as we can see in Figure 2.5 [17]. The

next step has to do with type of combination mentioned above.

Figure 2.5: Bagging scheme(“A Comprehensive Guide to Ensemble Learning”,
June, 2018)

• Boosting: Unlike Bagging, Boosting is a sequential procedure where weak

learners turn to strong. In this process each subsequent model attempts to

correct the errors of the previous model. So every model’s success depends

on its precursor. Boosting incrementally builds an ensemble by training each

model with the same data but where the weights of instances are adjusted

according to the error of the last prediction. The main idea is forcing the

models to focus on the instances which are hard to be learned. A simple

schema of boosting procedure can be found in Figure 2.6.

Figure 2.6: Bagging scheme (“Introduction to Boosted Tree”, March, 2017)
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There is a certain number of algorithms based on these two methods of ensemble

learning. In Section 2.1.2.1 and 2.1.2.2 we will take a quick survey about two of

them, which have been used in this thesis.

2.1.2.1 Adaboost

Adaptive Boosting or Adaboost was the first successful boosting algorithm devel-

oped for binary classification by Yoav Freund and Robert Schapire. AdaBoost

can be used to boost the performance of any machine learning algorithm, but it

is often used in conjunction with decision trees.

Adaboost as Boosting algorithm has the ability to improve faulty results of weak

learners, with the hypothesis that the weak learner accepts weights in training

data. The main contribution of this algorithm, is the choice of training a set of

data for each new classifier based on the results of its precursor. Then adaboost

determines the exact weight that should be applied to each base learner prediction,

instead of a simple training of weak algorithms and averaging the results [26]. The

drawback of AdaBoost is that it is easily defeated by noisy data.

‘‘Pseudocode for AdaBoost is shown in Figure 2.7. Here we are given m labeled

training examples (x1, y1), · · · , (xm, ym) where the xi’s are in some domain X, and

the labels yi ∈ (-1,+1). On each round t = 1, · · · , T , a distribution Dt is computed

as in the figure over the m training examples, and a given weak learner or weak

learning algorithm is applied to find a weak hypothesis ht : X −→ (-1,+1), where

the aim of the weak learner is to find a weak hypothesis with low weighted error

εt relative to Dt. The final or combined hypothesis H computes the sign of a

weighted combination of weak hypotheses.

F (x) =
T∑
t=1

αt × ht(x) (2.9)

This is equivalent to saying that H is computed as a weighted majority vote of the

weak hypotheses ht where each is assigned as weight αt . In this chapter, we use

the terms “hypothesis” and“classifier” interchangeably” [37].
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Figure 2.7: The boosting algorithm AdaBoost(“Robert E. Schapire ”,n.d )

2.1.2.2 Bagged Decision Tree

Decision tree is one of the most commonly used ML algorithm for classification

purposes. A decision tree is a tree where each node represents a feature of the

original data. It’s link with the successor node (feature) represents a decision and

finally each leaf of the tree corresponds to a possible outcome. A decision tree

often starts with a single node,branches to a number of decision nodes and ends

to a bunch of results as we you can see in Figure 2.8 .

Figure 2.8: Concept of decision tree model(“Decision Tree–Based Deteriora-
tion Model for Buried Wastewater Pipelines”, October, 2013)

Bagging is a meta-algorithm usually used with decision trees to reduce models

variance and improve stability of the weak algorithm. Ensemble bagging helps to
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improve bias-variance trade-off, given that every ML algorithm tries to achieve

both low bias and variance (see Appendix A).

Suppose C(S, x) is a decision tree classifier, based on the training data S, produc-

ing a predicted class label at input point x. To bag C we draw bootstrap samples

S*1, · · ·S*B each of size N with replacement from the training data [20].

Cbag(x) = MajorityV ote
{
C(S*b, x)

}B
b=1

(2.10)

2.1.3 Näıve Bayes

“Learning a Näıve Bayes classifier is just a matter of counting how many times

each attribute co-occurs with each class.”

-Pedro Domingos

A Näıve Bayes classifier is a probabilistic machine learning model that’s used for

classification problems.This algorithm is based on a mathematical intuition called

Bayes Theorem. As presented in Equation 2.11

P (A | B) =
P (B | A)P (A)

P (B)
(2.11)

P (A | B) is the Posterior Probability, P (B | A) is the Likelihood, P (A) is the

Prior Probability and P (B) is the Marginal Likelihood. Using Bayes theorem,

we can find the probability of A happening, given that B has occurred with the

assumption that A,B are independent variables (that’s the reason for Näıve). This

assumption is called class conditional independence.

The NB classifier is the conditional model P (B1, B2, · · · , Bn | A) with the Näıve

assumption that class A is independent. In simple terms, a Näıve Bayes classifier

assumes that the presence of a particular feature of a class is unrelated to the pres-

ence of any other feature. That means that if we want to compute the probability

of Bn samples given class A NB classifier assumes that are independent and work

as follows P (B1, B2, · · · , Bn | A) = P (B1 | A)P (B2 | A) · · ·P (Bn). Using Bayes’

theorem, as explained, using Marginal Likelihood in case of large n we can reform

the above equation as follows
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P (A | Bi) = P (A | B1, B2, · · · , Bn) =
P (B1, B2, · · · , Bn | A)× P (A)

P (B1, B2, · · · , Bn)
(2.12)

P (A | B1, B2, · · · , Bn) =
P (B1 | A)P (B2 | A) · · ·P (Bn | A)× P (A)

P (B1, B2, · · · , Bn)
(2.13)

The Näıve Bayes classifier combines this model with a decision rule, that the

hypothesis that is most probable commonly known as the maximum a posteriori

or MAP decision rule. The corresponding classifier is the function defined as

follows [49]:

classify(A) = arg max
c

p(A)
n∏

i=1

p(Bi | A) (2.14)

Finally it is important to understand the fact that NB classifier achieves better

accuracy with independent variables and of equal importance as feed.

2.2 Deep Learning

Deep Learning or Deep Neural Learning or Deep Neural Network, is sub-field

within Machine Learning, which has gained a lot of attraction in the last decades.

The term Deep Learning was introduced to the machine learning community by

Rina Dechter in 1986 and to artificial neural networks by Igor Aizenberg in 2000.

Due to luck of both computational power and big data DL hadn’t been used until

2006.

Neural network origin is from biology field as NN imitates the human brain work-

ings, whose neuron cells are connected together by synapses. This artificial ap-

proach gave birth to a simple Artificial Neural Network by Widrow and Hoff.

Below in Figure 2.9 is an example of a simple ANN. In practice an ANN is defined

by its single hidden layer in contrast with DNN. More specific analysis of ANN in

2.2.1

Deep learning, despite of ML’s linear algorithms, utilizes a hierarchical level of

artificial neural networks of increasing complexity and abstraction. With deep
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Figure 2.9: A single neuron

networks we can perform feature extraction and classification in one shot, which

means we only have to design one model. The concept of DNNs demands more

than one hidden layer from which features is extracted and feeding next layer. In

the same way as we human brain learns from experience, DL algorithms perform

same tasks repeatedly. In order to approximate the correct outcome DL algorithms

make small changes on their learning process in each unique repetition [19][10].

2.2.1 Artificial Neural Network

An Artificial Neural Network is a mathematical model that tries to simulate the

structure and functionalities of biological neural networks. The basic unit of every

artificial neural network is an neuron, that is, a simple mathematical function.

Moreover connections between two nodes (neurons), called synaptic weight, refers

to the amplitude between those nodes. The relation between an input set xi,

output yj and the synaptic weight can be represented mathematically in Equation

2.15.

yj =
∑
i

wij × xi + b (2.15)

That means that every single input is multiplied by a different weight (synaptic

weight from it’s synapses). Next step has to do with summation in every artificial

neuron, a function that sums all weighted inputs and bias (b). Outputs from every

neuron in the network are passing through activation function, which is the last

step of the procedure before the output. The whole process could be visualized in

Figure 2.10.

Activation function is really important for a ANN so as to learn and make sense

of something really complicated and non-linear and complex functional mappings
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Figure 2.10: Artificial Neural Network, (“Artificial Intelligence and Neural
Networks, Explained”, Alex Castrounis, 2016)

between the inputs and output/s. It’s main purpose is to map the results into a

desired range, for example 0 to 1, in consideration of course with the type of the

problem. There are many different activation functions. The most frequently used

Activation functions, Figure 2.11, with their mathematical expression are:

• Sigmoid: σ(z) = 1
1+e−z

• ReLU: R(z) = max(0, z)

• Tanh: tanh(x) = 2
1+e−2z − 1

Figure 2.11: Basic Activation Functions, (What is meant by activation func-
tion?, Nawin Sharma, 2018)

Another important information on how ANN learns, is an algorithm deployed

on the architecture, called Backpropagation. In practice the output values in

comparison with the desired outputs have always a deviation. This amount of error

is backpropagated through the ANN and the weights are adjusted accordingly. To

conclude, when dealing with different kind of tasks, it is very efficient to know and

hundle the ANN’s topology or architecture. There are several kind of architectures

all of them corresponding to the way that individual neurons are connected with

others. We could discern to basic classes:
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• Feed Forward: where information flows from inputs to outputs.

• Recurrent: where some of the information flows not only in one side (input

to output as in FFN topology) but also from output to input.

Both topologies are represented in Figure 2.12

Figure 2.12: Feed-forward (FNN) and Recurrent (RNN) architecture, (“In-
troduction to the Artificial Neural Networks”, Andrej Krenker, 2011)

2.2.2 Recurrent Neural Network

Recurrent Neural Network (RNN) is a robust type of neural network with recurrent

architecture. Consequently information can transmitted from input to output

and the opposite. This allows RNN to exhibit dynamic temporal behavior for a

time sequence. RNNs, unlike feed-forward neural networks, can use their internal

memory to process sequences of inputs. This is important because the sequence of

data contains crucial information about the next input set. To understand how a

Recurrent NN works, we could thought of as multiple copies of the same network,

each one feed next layer. As presented in Figure 2.13, X0 is the input for the first

layer, then the output h0 alongside with next input X1 are feeding the next layer

(green A box) and so goes on.

To summarize Recurrent NN are widely known and useful for purposes, such as:

Speech Recognition, Machine Translation, Chatbots and many other text pro-

cessing tasks. There are plenty types of RNN’s with different characteristics for

different cases. A bunch of them are: LSTM, Bi-directional, Hopfield [8][22].
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Figure 2.13: An unrolled recurrent neural network, (“Understanding LSTM
Networks”, Christopher Olah, 2015)

2.2.2.1 Long short-term memory

Long Short-Term Memory, usually just called LSTM networks are an extension of

RNN’s, which basically extends their memory. Having many loops of information

in RNN’s usually leads to very large updates in model’s weighting system. This

behavior tends to cause many problems, so it was essential to approach memory,

of these NN’s, in a different way. LSTM’s are capable of learning long-term depen-

dencies, as well as forgetting not necessary information based on the data. The

long short-term memory block is a complex unit with various components (gates),

Figure 2.14. This unit is called a long short-term memory block because the

program is using a structure founded on short-term memory processes to create

longer-term memory. Those gates, such as as weighted inputs, activation func-

tions, inputs from previous blocks and eventual outputs act on the received signal

and they block or let information pass in order to apply changes on their weights.

These blocks make decisions on what to store, and when to allow reading, writing

and erasing, via gates that open and close.

The horizontal line running through the top of the diagram, is called cell state, and

is connected directly to the next unit, with some gates interacting with it. The first

gate on the block called forget gate is responsible for removing information from

the cell state, Figure 2.15. It is controlled by a single basic neural network layer

with sigmoid as activation function, multiplied with the memory of the previous

block. On each block we have three of these gates.

Next step, called memory gate has to do with what information from previous

block we’ll store in the cell state. In practice it’s just a memory update (from Ct-1

to Ct). It is composed from two parts, a sigmoid NN multiplied with tanh layer.

The inputs for these two layer are both the previous output and the current input.
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Figure 2.14: Three LSTM blocks, (“Understanding LSTM Networks”,
Christopher Olah, 2015)

Figure 2.15: Forget Gate, (“Understanding LSTM Networks”, Christopher
Olah, 2015)

Multiplier output is responsible for how much the new memory should influence

the old one, Figure 2.16.

Finally, we need to generate the output, Figure 2.17. The output will be the cell

state after tanh activation function (values between (−1, 1) ) filtered (multiplied)

with a sigmoid NN with current input, previous output and current memory as

inputs [29][43][50].
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Figure 2.16: Memory Gate, (“Understanding LSTM Networks”, Christopher
Olah, 2015)

Figure 2.17: Output Gate, (“Understanding LSTM Networks”, Christopher
Olah, 2015)

2.3 Natural Language Processing

Natural Language Processing (NLP) is a sub-field of Data Science and Artificial

Intelligence concerned with enabling computers to understand, interpret and ma-

nipulate human languages. The eventual objective of NLP is to read, understand

and comprehend human languages in a manner that is valuable. Both ML and DL

are used in NLP techniques with a lot of success. Commonly, feeding statistics and

models have been the method of choice for interpreting phrases. Recent advances

and traditional applications, in this area include voice recognition, machine trans-

lation, spam detection, named entity recognition, question answering (chatbots),
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sentiment analysis and text classification. In this thesis NLP will be used both for

named entity recognition and text classification processes.

NLP is applying algorithms to identify and extract the natural language rules such

that the unstructured language data is converted into a form that computers can

understand. When the text has been provided, the computer will utilize algorithms

to extract meaning associated with every sentence and collect the essential data

from them. Sometimes, the computer may fail to understand the meaning of a

sentence well enough, leading to obscure results.

Natural language processing uses a bunch of different techniques in order to apply

grammatical rules to words and extract useful information from text. Syntactic

Analysis (Syntax) and Semantic Analysis (Semantic) are the two main techniques

that lead to the understanding of natural language.

• Syntax refers to the arrangement of words in a sentence so that they make

grammatical sense.

• Semantic analysis refers to a formal analysis of meaning for a sentence

Another essential part of NLP is handling raw data before using them. Informal

type of speech can often lead to insufficient understanding by computers. This step

called Pre-processing or cleansing of data as a process of removing data “noise”.

2.3.1 Data Pre-processing

A big part of NLP is preprocessing of text data. There is a certain number of

techniques could be used in this section in consideration of the problem. The

most basic of them are:

• Tokenization is a step which splits longer strings of text into smaller pieces,

or tokens. A token is a string of contiguous characters between two spaces,

or between a space and punctuation marks.

• Normalization generally refers to a series of related tasks meant to put all

text on a level playing field
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– Stemming algorithms work by cutting off the end or the beginning of

the word, taking into account a list of common prefixes and suffixes

that can be found in an inflected word

– Lemmatisation is the algorithmic process of determining the lemma of

a word based on its intended meaning. Unlike stemming, lemmatisa-

tion depends on correctly identifying the intended part of speech and

meaning of a word in a sentence

• Noise Removal: This step has to do with the removal of non useful infor-

mation from data and/or extractions of valuable data from other formats,

such as JSON. Other modifications of this step could be: Manipulation of

regular expressions, remove of markup and metadata and remove of text file

headers, footers.

• Other important steps: Except the above techniques there are several other

essential steps for the overall process, a sample of them are: Removing spe-

cial characters, removing stopwords, expanding contractions, remove punc-

tuation, remove numbers, set all characters to lowercase, remove other lan-

guages (if needed) [51].

2.3.2 Text Classification

Text classification is a supervised ML method in the form of NLP used to classify

sentences or text documents into one or more predefined classes or categories.

It’s a widely used kind of classification, playing an important role in tasks, such

as: spam filtering, sentiment analysis, categorization of news articles and event

detection. Monitoring events via text classification is an crucial approach this

thesis has based on.

Although, ML and DL algorithms cannot work with raw text directly, it is very

important to convert the text into vectors of numbers. This procedure is called

feature engineering(feature extraction) and maps raw data to feature vectors, a

form that can easily be used from algorithms.



Chapter 2. Literature Review 24

2.3.3 Bag of Words

“A very common feature extraction procedures for sentences and documents is the

bag-of-words approach (BOW). In this approach, we look at the histogram of the

words within the text, i.e. considering each word count as a feature”.

Yoav Goldberg

The Bag of Words (BOW) model is a popular and simple feature extraction tech-

nique used when we work with text. It describes the occurrence of each word within

a document, by converting text into numbers. Especially vector of numbers, 2.18.

Any information about the order, syntax or structure of words is discarded. We

could split this procedure into two different steps for the final outcome:

• The implementation of a vocabulary of known words (also called tokens): it

is composed from all the unique words from the given data.

• A measure of the presence of known words: every word in a sentence is

compared with all words in vocabulary in order to understand whether a

known word occurs in a sentence or document and most important how many

times this word is appears there (counts), no matter where it is located [15].

BOW results into a big vector of numbers, each number maps to a part of sentence

and represents the count of this word in vocabulary. This type of text represen-

tation is the most basic and fundamental for feeding every kind of ML or DL

algorithm. At the same time BOW suffer from limitations and computational

reasons in case of big data. It can be claimed that, BOW introduced limitations

such as large feature dimension and sparse representation. To start, the vocabu-

lary requires careful design, most specifically in order to manage the size, which

impacts the sparsity of the document representations. For a large document, the

vector size can be huge resulting in a lot of computation and time. This means it

is needed to ignore words, even relevant to your use case. In addition, the basic

BOW approach does not consider the meaning of the word in the document. It

completely ignores the context in which it’s used. The same word can be used in

multiple places based on the context or nearby words. Still this model can deal

with a lot of today’s cases with success, but it’s needed firstly to consider carefully

the NLP approach of your task [18][9]. On the other hand, most current state of

the art approaches rely on a technique called text embedding.
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Figure 2.18: Bag-Of-Words (BOW) representation

2.3.4 Word Embedding

Distributed representations of words in a vector space help learning algorithms to

achieve better performance in natural language processing tasks by grouping simi-

lar words. Word Embedding is an NLP technique, capable of capturing the context

of a word in a document, semantic and syntactic similarity, relation with other

words etc. It transforms text into a numerical representation in N-dimensional

space. It allows for a word (or a document/sentence, depending on what em-

bedding we use) to be expressed as a vector in this N-dimensional space so that

semantically similar or semantically related words come closer depending on the

training method. That is the basic advantage over Bag of Words model, because

the last one neglects a lot of information like ordering and semantics of the words.

For example, two sentences can have identical final representation but entirely

different meanings. For example “I’m going to walk instead of sleeping” and “I’m

going to sleep instead of walking”. BOW method can’t see different context those

sentences but word embedding takes into consideration word relation with other

words [13].

A word embedding is a representation of a word. They use numbers to represent

words. For a neural network like GloVe, they may use N = (50 − 500) numbers.

Each of those numbers is in a dimension and each locates a word in N-dimensional

space. Intuitively, we introduce some dependence of one word on the other words.

The words in context of this word would get a greater share of this dependence.

Once word embeddings have been trained, you can use them to derive similarities

between words, as well as other relations. The typical example for word embed-

dings is that they allow you to perform math like this: King - Queen = Man -
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Woman, because the difference between the word embeddings is similar and there-

fore King - Queen + Woman = Man. Another example presented in 2.19 has three

dimensional space (wings, sky, engine) we can see how different words are located

in space. The way they are located depends on embedding numbers in parenthe-

sis. These numbers map to both semantic and syntactic relation of this word with

the tree dimensions (which are our predefined words). As a result the word drone

is placed in Sky-Engine half-plane. Another important fact of word embedding

space is that when our embiddings are trained properly we can easily conclude

to similarities between different words by using the mathematical equation of co-

sine (C). We could observe in Figure 2.19 that rocket-drone angle is smaller than

rocket-helicopter, which means that rocket definition or usage in data, we have

trained this model, is approaching drones and usually presented together. There

Figure 2.19: Three dimensional embedding space

are several predictive models using word embedding, such as:

• Word2Vec Embedding: was created by a team of researchers led by Tomáš

Mikolov at Google.

• FastText: was created by Facebook’s AI Research lab.

• Global Vectors (GloVe): was created by Stanford NLP group.
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Both GloVe and FastText have come afterwards and they are optimizations and/or

different approaches. Other useful embedding representations are Sec2vec and

Doc2vec for sentences and documents manipulation. We’ll analyze later GloVe

model as it mainly used in this thesis.

2.3.4.1 Global Vectors

To begin with, the predecessor of GloVe model is a neural predictive model, called

Word2vec. Word2Vec stands for a sophisticated word embedding technique. This

technique is based on the idea that words that occur in the same contexts tend

to have similar meanings. In other words, this model tries to capture words co-

occurrence with one “window” at time. The main principle of this method is to

predict words based on their context by using one of two distinct neural models:

CBOW and Skip-Gram. It does not take advantage of global count statistics. For

example, “the” and “cat” might be used together often, but word2vec does not

know if this is because “the” is a common word or if this is because the words

“the” and “cat” have a strong linkage. This is how GloVe has appeared with the

idea of using global count statistics.

GloVe is an unsupervised learning algorithm developed by Stanford researchers

who argue that the ratio of word-word co-occurrence probabilities have the po-

tential to encode some form of meaning. The authors of GloVe note that these

context window-based methods suffer from the disadvantage of not learning from

the global corpus statistics. Consequently, repetition and large-scale patterns may

not be learned as well with these models as they do with global matrix factoriza-

tion. So they introduce the idea that, the co-occurrence ratios between two words

in a context are strongly connected to the meaning and has the potential for encod-

ing it. Therefore, the training objective is to learn word vectors such that their dot

product equals the logarithm of the word’s probability of co-occurrence. As the

logarithm of a ratio equals the difference of logarithms, this objective associates

the ratios of co-occurrence probabilities with vector differences in the word vector

space [40]. To start with the algorithm, GloVe uses the co-occuring matrix, e.g.

Figure 2.20, in order to produce co-occurrence between words, but first uses neural

methods to decompose the co-occurrence matrix into more expressive and dense

word vectors by matrix factorization. However, the authors of GloVe discovered

via empirical methods that instead of learning the raw co-occurrence probabilities,
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Figure 2.20: Three dimensional embedding space, (Paper Dissected: “Glove:
Global Vectors for Word Representation”, Keita Kurita, 2018 )

it may make more sense to learn ratios of these co-occurrence probabilities, which

seem to better discriminate subtleties in term-term relevance. To explain this we

will use a simple example as presented by Pennington et al. (2014):

The relationship words can be revealed by studying the ratio of their co-occurrence

probabilities with various probe words, k. Let P (k|w) be the probability that

the word k appears in the context of word w: ice co-occurs more frequently

with solid than it does with gas, whereas steam co-occurs more frequently with

gas than it does with solid. Both words co-occur frequently with water (as it

is their shared property) and infrequently with the unrelated word fashion. In

other words, P (solid|ice) will be relatively high, and P (solid|steam) will be rel-

atively low. Therefore, the ratio of P (solid|ice)/P (solid|steam) will be large. If

we take a word such as gas that is related to steam but not to ice, the ratio of

P (gas|ice)/P (gas|steam) will instead be small. For a word related to both ice

and steam, such as water we expect the ratio to be close to one. The following

Figure 2.21 shows the actual statistics:

Figure 2.21: Probability and Ratio example,(Paper Dissected: “Glove: Global
Vectors for Word Representation”, Keita Kurita, 2018 )
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To proceed with the GloVe algorithm we will use the mathematical equation of

co-occurrence probability.

Pij = P (j|i) =
Xij

Xi

=
Xij∑
kXik

(2.16)

Xij = number of times word j occurs in the context of word i (2.17)

We want to take data from the corpus in the form of global statistics and learn a

function that gives us information about the relationship between any two words

in said corpus. The function our model is learning is given by F. A Näıve inter-

pretation of the desired model is given by the authors as:

F (wi, wj, w̃k) =
Pik

Pjk

(2.18)

We could say that there are two kinds of embeddings: input and output, expressed

as w and w̃) for the context and focus words. Since we want to encode information

about the ratios between two words, the authors suggest using vector differences

as inputs to our function. Then we have the following equation:

F (wi − wj, w̃k) =
Pik

Pjk

(2.19)

The authors also design a weighting scheme for co-occurrences to reflect the re-

lationship between frequency and semantic relevance. Consequently, we have two

arguments, the context word vector, and the vector difference of the two words.

Since the authors wish to take scalar to scalar values (the ratio of probabilities is

a scalar), the dot product of these two arguments is taken, as we can see in next

equation:

F (dot(wi − wj, w̃k)) =
Pik

Pjk

(2.20)

By taking the log of the probability ratios, we can convert the ratio into a sub-

traction between probabilities

F (dot(wi − wj, w̃k)) = logPik − logPjk (2.21)

By absorbing the final term on the right-hand side into the bias term, and adding

an output bias for symmetry, we get

F (dot(wi − wj, w̃k)) + b̃k = logPik (2.22)
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There is one problem with the equation above: it weights all co-occurrences

equally. Unfortunately, not all co-occurrences have the same quality of infor-

mation. Co-occurrences that are infrequent will tend to be noisy and unreliable,

so we want to weight frequent co-occurrences more heavily. On the other hand,

we don’t want co-occurrences like “it is” dominating the loss, so we don’t want to

weight too heavily based on frequency. Through experimentation, the authors of

the paper found the following weighting function to perform relatively well [24][47]:

weight(x) = min

(
1,

(
x

xmax

) 3
4

)
(2.23)

Essentially, the function gradually increases with x but does not become any larger

than 1. Using this function, the loss becomes:

∑
ij

weight(Xij)((dot(wi, w̃j)) + b̃k − logXik)
2 (2.24)

To conclude, GloVe embeddings are going to be equal with these, in Figure 2.22.

Any DL or ML algorithm could be fed with this type of input but contrary to

other types of text representation, now we consider both global word context and

syntactic between words [25].

Figure 2.22: A sample vector of GloVe embeddings
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Experimental Setup

3.1 Overview

To answer the research questions of this study, multiple selected algorithms were

applied on various data from online datasets and the Twitter Api. The algorithms

were implemented using the open source programming language Python. Due to

expensive computational time of both the experiments and the implementation of

models, we have used for our system three servers from Google Compute Engine.

The original idea was to build two different models for text classification. As text

we have tweets from the Twitter platform. The role of the first model is to identify

if tweet text is relative to a group of disasters. The second model comes after the

first’s work. Its purpose is to learn how to classify tweets related to disaster in

one of the predefined disasters: Earthquake, Hurricane. Both models were trained

with several algorithms that we will talk about later in this chapter.

The ultimate goal of this research is to monitor one of the above disaster events

into what people chatter and post in Twitter, locate it in the world map and

approximate the time of this event.

3.2 Datasets

Multiple datasets were used in the experiments from CrisisNLP and CrisisLex.

Datasets had been created from both payed workers and volunteers, crawled from

31
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Table 3.1: Datasets used for this experiment

Datasets
Num. of
observations

Num. of
Features

Num. of
classes

Percentage
minority class

Disasters 79,194 1 2 40%

Earthquake
or

Hurricane
27,434 1 2 50%

the Twitter API,(Appendix B), and talking about the following disasters: Ty-

phoon, Earthquake, Cyclone, Tornado. The purpose of use differs to my purpose,

so I have purposely changed labels for each review. Table 3.1 provides an overview

of the properties of all datasets. More details about each dataset can be found in

the coming subsections.

3.2.1 Disasters

The first dataset have created named Disasters contains both text and numerical

features and is a concatenation from the datasets listed below:

• 2012 Sandy Hurricane - CrisisLex

• 2010 Chile Earthquake - CrisisLex

• 2013 Boston Bombings - CrisisLex

• 2013 Oklahoma Tornado - CrisisLex

• 2013 Alberta Floods - CrisisLex

• 2015 Nepal Earthquake - CrisisNLP

• 2013 Pakistan Earthquake - CrisisNLP

• 2014 Chile Earthquake - CrisisNLP

• 2014 California Earthquake - CrisisNLP

• 2014 Hurricane Odile - CrisisNLP

• 2014 Pakistan Floods - CrisisNLP



Chapter 3. Experimental Setup 33

• 2015 Cyclone PAM - CrisisNLP

• 2014 Philippines Typhoon Hagupit/Ruby - CrisisNLP

This dataset has one feature, named Text and one class named Choose one. There

are 79,194 observations with text corresponding to real tweets crawled by Twitter

Api. Every single text is related to one of the following disasters (map with num-

ber 1): Typhoon, Hurricane, Earthquake, Cyclone, Tornado (Huricane-Typhoon-

Cyclone-Tornado considered as the same natural disaster) or it is totally irrelevant

(map with number 0) to them. Note here that even other types of disasters, such

as flood and bombing, are assumed as irrelevant text considering the type of dis-

asters we want to specify. The point of this dataset is not to identify the type of

the disaster but to split tweets in Relevant or Irrelevant with a disaster. We could

say that the class’s (Choose one) distribution is not totally balanced but 60% for

relevant and 40% for irrelevant are percentages we can work with, Figure 3.1.

Figure 3.1: Disasters Dataset - Class Histogram

3.2.2 Earthquake or Hurricane

The second dataset i have created named Earthquake or Hurricane contains both

text and numerical features and again is a selective concatenation from the datasets

listed below:

• 2012 Sandy Hurricane - CrisisLex

• 2010 Chile Earthquake - CrisisLex

• 2013 Oklahoma Tornado - CrisisLex
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• 2015 Nepal Earthquake - CrisisNLP

• 2013 Pakistan Earthquake - CrisisNLP

• 2014 Chile Earthquake - CrisisNLP

• 2014 California Earthquake - CrisisNLP

• 2014 Hurricane Odile - CrisisNLP

• 2014 Philippines Typhoon Hagupit/Ruby - CrisisNLP

This dataset, as the first dataset we referred above, has one feature, named Text

and one class named Choose one. There are 27,434 observations with text cor-

responding to real tweets crawled by Twitter Api. Text feature in this data are

talking about an earthquake (map with number 1) event or a hurricane event

(map with number 0). Every row has a text relative to earthquake or hurricane.

The main purpose of this dataset is to identify the type of the disaster between

them. The class (Choose one) distribution is totally balanced with percentages:

51% for hurricane and 49% for earthquake, Figure 3.2. To conclude about the

Figure 3.2: Earthquake or Hurricane Dataset - Class Histogram

datasets, mention that the first one (Disasters) is used for the first model and

dataset Earthquake or Hurricane is also used for the second model.

3.3 Data Pre-Processing

This step was fundamental for this thesis because we had to manipulate every day

tweets with a lot of abbreviations, emotes etc. Many NLP techniques have been
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used and listed in Section 2.3.1 with some help from scikit learn libraries. To be

more specific, the first step was the text reformation to lower case characters and

elimination of numbers and every kind of special characters except hashtags (#).

In tweets, hashtags usually provide useful information, also every hashtag has the

idiom of many words merged without space after the symbol. This problem was

solved with a very useful library, named wordninja which extracts every meaningful

word after a hashtag. Another part was the elimination of any form of markup

language, such as: “http” All emotes, symbols, pictographs, map symbols iOS flags

and transports removed with custom code. Next step was the transformation of

abbreviations. For example, phrases like “I’ve” had been transformed to their full

form, which is I have. Next step for pre-processing procedure had to do with a

technique for text features called Stemming. Skicit learn provide a ready for use

algorithm to stem every single word in a text, which were used for our purposes,

but before this the method of tokenization was necessary to split sequences into

single words. In addition, frequent English words, known as stopwords, were

removed from each sentence again with help from sk-learn libraries. An example

before pre-processing and after is represented in Figure 3.3

Figure 3.3: Result of Pre-processing compared with the original tweet

3.3.1 Data Analysis

After all the above procedures in the pre-processing task, we observe that a lot of

text reviews had been empty. This can be explained because of the tweets nature.

It is an often phenomenon for a tweet to have only emotes or links to other web

pages or even photographs. So after NLP processing none of the above is part of

the sentence and the result can be an empty field. In this thesis, rows with NaN

as text were totally removed from the original datasets.
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Data Pre-processing and Analysis were used for both “Disasters” and “Earthquake

or Hurricane” datasets. The result was a big text corpus for each file of data which

was later used for different models training. In figure they are represented the two

text corpora the pre-processing task result in.

3.4 Feature Extraction

Next milestone of this thesis has to do with feature extraction from text, as tweet’s

text is the only feature used for classification of that observations. In this task two

different approaches were followed which were finally compared from their results.

Of course to compare their results, we needed to build the appropriate ML or DL

models which is the next section of this thesis.

The two techniques have been used for text representation were: Bag of Words

and Global Vectors, models as they were explained in Sections 2.3.3 and 2.3.4.1:

• To build BoW model we have used CountVectorizer library from sk-learn,

which helped us to identify how many times a predefined number of words

occur in every message (tweet’s text). The goal was to represent word corpus

(for both the first and the second dataset) as a vector of numbers. It’s

number map to an occurrence for this word in this tweet. First we defined

one thousand (2000) features, corresponding to the most frequent words in

corpus. CountVecorrizer algorithm searches for these words in every tweet

and keep their occurrence. The result was the number of vectors. This vector

is later used to train our models.

• To build the Glove model a totally different method was used. Firstly, GloVe

model need a big amount of data to be trained. In consideration of this a

ready implemented and trained model from Stanford NLP group was used.

This model had been trained in 2 billion tweets, 27 billion tokens and 1.2

million of vocabulary words all in English language. Also 200 dimension

vector out of 4 other options was picked [32]. First step was to load from the

pre-trained model, the embedding vector with dimensions 1.2 million rows

(which is words) and 200 columns, which is also words. For example the first

row has the word “adult” and 200 words in columns related to “adult”. The

advantage of this method, as mentioned in the first chapter, is that these
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200 words have a relation in context and syntax with “adult”. This relation

had came up from all 2 billion tweets not a single sentence, that’s why we

are talking about Global Vectors. In Figure 3.4 are the first 10 words with

their embeddings from the model, with positive and negative float numbers.

Negative contrary with positives serves a low relation to each word.

Next task was to identify which of the words in our datasets are also in

the vocabulary we talked about. For every word inside sentences in our

datasets which they were in vocabulary, we crawled their embeddings. Then

we produced the sum of every column which always results in a vector of

200× 1 no matter how many words each sentence has. Next we normalized

every matrix, which maps to a sentence of words. The GloVe algorithm

is designed to produce similar vectors for semantically similar words with

the cosine similarity computation. To conclude, the result was a big matrix

with so many rows as in every dataset and 200 columns each of them contain

numbers corresponding to similar words produced by the original text.

Figure 3.4: Sample of Pre-trained Global Vectors

As it was expected GloVe model, because of its ability to represent context and

syntactic of all words in a dataset/document, was a lot more accurate for this

purpose. Considering the results with BoW and GloVe with LSTM model, in

Figure 3.5, we identified that Global vectors had actually performed better in our

case. This result led to continue only with GloVe model for all algorithms.

3.5 Algorithms

As discussed in Chapter 2 multiple algorithms from both ML and DL were selected

based on their applicability and their performance from previous studies. In this
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Figure 3.5: BoW vs GloVe with LSTM model

part of the thesis, 8 different algorithms had been used from ML and DL listed

below:

• Logistic Regression (LR)

• Random Forest (RF)

• Bagged Classifier (BgC)

• Decision Tree (DT)

• Adaboost (Ada)

• Naive Bayes (NB)

• Deep Neural Network (DNN)

• Long-Short Term Memory (LSTM)

The initial point of this task had been to search for the best algorithm for every

model, that’s why eight different algorithms have been tried.

3.6 Training

In order to train both models Datasets were split. A percentage of 80% were used

to train models and 20% to test them. Test of the algorithms with the 20% of

datasets was not the final experiment, so we will talk about it in next chapter.
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3.6.1 Machine learning Algorithms

For ML algorithms in order to achieve better performance for the models cross

validation technique was used as described in Section 2.1 and hyperparameter

tuning. To evaluate the effectiveness of each model we have used Accuracy, 2.1,

as the performance metric. The idea is to find out the correct prediction out of

all predictions that’s why Accuracy seemed to be the best for this case. We have

also investigate F1-score for ML algorithms to confirm model’s efficiency.

3.6.1.1 Hyperparameter tuning

In order to boost the performance of each ML algorithm, their hyperparameters

were optimized first. Both Grid-search and Random-search were used to find the

best set of hyperparameters from a manually chosen subset of the hyperparameter

space of each algorithm. These candidate hyperparameter values for supervised al-

gorithms: Logistic Regression, AdaBoost, Random Forest, Bagged classifier (with

decision tree as weak learner), Naive Bayes were chosen based on recommenda-

tions from Scikit-learn. Searches use brute-force search to enumerate all possible

candidate sets of hyperparameters and validates their performance using cross

validation on the 80% training data. In some cases multiple hyperparameter sets

achieved similar results in terms of the accuracy, but differed in terms of compu-

tational effort. In such situations, the hyperparameters with lowest run-time were

selected.

3.6.2 Deep learning Algorithms

Deep Learning algorithms that were used are: DNN and LSTM. These algorithms

were used to build both models of the thesis. Both models have fed with batch

size of 64 rows and have trained for 50 epochs.

• DNN: The architecture of DNN for both models is the same and it has been

custom created after many previous studies and implementations with help

of Keras library. The structure of this DNN is basic architecture as we

could see in Figure 3.9. It is composed of 1 input layer, 3 hidden layers and

one output layer. The input layer has 200 neurons, first, second and third
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hidden layer have 32, 64, 128 neurons equally. Last one the out put layer

has only one neuron for binary classification. As we can see there are also

some layers, called dropout layers. As mentioned in Wikipedia: Dropout

is a regularization technique patented by Google for reducing over-fitting in

neural networks by preventing complex co-adaptations on training data. It

is a very efficient way of performing model averaging with neural networks.

The term “dropout“ refers to dropping out units (both hidden and visible)

in a neural network [5]. To link the DNN model with the final matrix from

the GloVe model, we could easily comprehend that the input layer has 200

neurons on for every feature (embedding).

Furthermore, every layer of DNN is fully connected with the next one and

their weights were initializes with uniform function. For every neuron in each

layer except the output layer, in order to map the sum the inputs multiplied

with their weights we have used Relu as activation function. On the other

hand output layer followed the equation of Sigmoid as activation function.

The choice of activation functions was mostly empirical after useful reading

about their dis/advantages. To summarize DNN architecture, in order to

optimize model Stochastic Gradient Descent has been used, as optimization

function to update weights properly. In every step the calculated loss func-

tion (error between output and target value) was: Binary Cross Entropy

as we can see in Equation 3.1, where y is the label, P (y) is the predicted

probability and N the data points.

Hp(q) = − 1

N

N∑
i=1

yi × log(p(yi)) + (1− yi)× log(1− p(yi)) (3.1)

• LSTM: For the LSTM architecture we used Glove in a different way. First,

we have found the 2000 most common words in the dataset. We used the pre-

trained Glove model from Stanford NLP group to map our words with the

given embeddings. Consequently we have a vector with 2000 rows (words)

and 300 embeddings (words in form of number which they often used with

our tokens). This vector could also be named as embedding matrix of our

vocabulary for our case and we can see a small sample in Figure 3.4. Then,

we predefined that each observation (tweet’s text) of our datasets will have at

max 50 words (Note here that for tweets with less than 50 words the empty

slots had filled with zeros). We have mapped each word in each observation
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with the number that this word has had in the embedding matrix. The

outcome of this procedure will be the input for our LSTM and could be

comprehended with Figure 3.8. We have also used the embedding matrix

with the 2000 words and their 300 embeddings for each, to initialize our

weights in contrast with the simple DNN we talked about before in which

the weights had followed uniform initialization. Finally, we do not want to

update the learned word weights in every step in this model. Weights remain

as in the original embedding matrix until the Embedding layer, but in the

next block (Bi-LSTM layer) weights are totally trainable. In Figure 3.6, we

can see the architecture we have used for our LSTM in both datasets. Our

model consists of:

– Input Layer

– Embedding Layer

– LSTM Layer with 10 memory units

– Max-Pooling Layer

– Output Layer

Figure 3.6: Architecture used for LSTM

Firstly, our model runs for 50 epochs with 128 batch size,and these numbers

have been defined after lots of experiments. The input layer is the first layer
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Figure 3.7: Sample of Embedding Matrix

in the network. It takes inputs (tokens) and passes them on to the next

layer. It doesn’t apply any operations on the inputs and has no weights and

biases values associated. In our network we have 50 inputs, so 50 neurons

and the same number of outputs. The Embedding layer is used to create

word vectors for incoming words. Remember that its observation has 50

words and each word has 300 embiddings. So the embedding layer maps

each of 50 words (which are the number of inputs in this layers) with their

embeddings. It sits between the input and the LSTM layer, in other words

the output of the Embedding layer is the input to the LSTM layer. In our

case, we define an Embedding layer with a vocabulary of 2000 (e.g. integer

encoded words from 0 to 1999, inclusive), a vector space of 300 dimensions

in which words will be embedded and the embedding matrix as weights. The

output of the Embedding layer is a 2D vector with 300 embeddings for each

word in the input sequence of words, which are 50 words, so the output is a

matrix 50 by 300.

For LSTM architecture we have used a different approach, where we wrapped

the Lstm hidden layer with a bidirectional layer. This has created two copies

of the hidden layer, one fits in the input text as-is and one on a reversed

copy of the input text. By default, the output values from these LSTMs will

be concatenated. That means that instead of receiving 50 time-steps of 10

outputs it will now receive 50 time-steps of 20 (10 units + 10 units) outputs.
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Consequently the total output of this layer will be a matrix 50 by 20. The

use of bidirectional LSTMs have the effect of allowing the LSTM to learn

the problem faster. More information about Bidirectional can be found in

Appendix D.

Then we used a layer before the final layer in order to down-sample the

input matrix, which is the 50 by 20 output matrix from LSTM layer. The

objective of this layer is to down-sample the input representation. In our

case we have used a filter vector of 50 cells with stride equals to 50. That

means that every 50 embeddings in the input matrix are represented with

one element (Appendix E). The output of this layer is a vector of 20 elements.

Finally we have fed this vector to the output layer which is a simple layer

with 20 neurons for the 20 inputs and one output that is our prediction. To

summarize LSTMs architecture, in order to optimize model it has been used

Stochastic Gradient Descent as optimization function for the Bi-LSTM block

to update weights properly. In every step the calculated loss function (error

between output and target value) was: Binary Cross Entropy as we can see

in Equation 3.1, where y is the label, P (y) is the predicted probability and

N the data points.

Figure 3.8: Input matrix for LSTM
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3.7 Testing

In this section the results of this study will be discussed. Firstly, as we state pre-

viously testing data was the 20% of each dataset. With cross validation technique

these amounts of data are not always the same observations so we believe that

algorithms are efficient enough on unseen data. Then, every dataset in this thesis

maps to a different model for a different purpose, so all algorithms performances

for the first dataset will be presented in 3.7.1 and for the second in 3.7.2.

3.7.1 First model results

In this section, we comment on and highlight parts of the results after running

each algorithm for the first model. As we described in Sections 3.2.1 and 3.1, the

point of the first model is to classify text tweets in two classes: Relevant to a

disaster or Irrelevant to them. For this purpose we had used dataset Disasters.

Results from all eight ML and DL algorithms are illustrated in Figure 3.10. Of

course the winning algorithm is LSTM with Accuracy = 1, as it was expected

because of it’s efficiency with text classification and the advantage of memory

through epochs (more information in Section 2.2.2.1). In addition, algorithms

like Logistic Regression, Adaboost and Bagged Classifier come next with worst

performance in comparison with LSTM but over 90% witch is a good accuracy.

Naive Bayes algorithm hasn’t achieved as good results as it was expected. It’s

prediction accuracy is slightly below 90%, but all the above algorithms operate in

the same way in both training and testing data. On the other hand, algorithms

such as Decision tree and Random forest and DNN have great result on training

data but very bad results on testing data which are from 9% to 10% worse. This is

a problem called over-fitting and it is very common among algorithms, as described

in last paragraph of 2.1. To explain more models over-fitting we’ll analyze Figure

3.11. As we can see in plots of algorithms such as: DNN, DT and RF training and

testing score have a big deviation because of models over-fitting where algorithms

“learn” perfect seen data and couldn’t transfer its learning accuracy in unseen

data.

Another fact visualized in this figure is that some models such as: NB and LR have

acceptable accuracy score in both training and testing data, but their prediction
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has high uncertainty. To be more specific the probability of chosen label is tend

to the unpicked one.

Last step of training procedure was to save all trained algorithms in JSON files

for the final step, we’ll discuss it in Section 3.9.
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Figure 3.9: Deep Neural Network Architecture
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Figure 3.11: First model - Algorithm’s Results Plots

3.7.2 Second model results

In this section, we comment on and highlight parts of the results after running

each algorithm for the second model. As we described in Sections 3.2.2 and 3.1,
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the point of the second model is to classify text tweets in two classes: Earthquake

or Hurricane. For this purpose we had used dataset Earthquake or Hurricane. It

is important to state that the second model’s use comes after first model. Identi-

fication of Earthquake or Hurricane text doesn’t applied in every tweet text but

only to relatives with disaster.

Results from all eight ML and DL algorithms are presented in Figure 3.12. Again,

as it happened in first model, the winning algorithm is LSTM with Accuracy =

0.997, as it was expected because of it’s efficiency with text classification and

the advantage of memory through epochs (more information in Section 2.2.2.1).

LSTM’s training accuracy has a deviation of 0.004, so obviously this algorithm

doesn’t ’suffer’ from over-fitting. Moreover, algorithms like Logistic Regression,

Adaboost, Naive Bayes, DNN and Bagged Classifier come next with worst perfor-

mance in comparison with LSTM but over 90% which is a good accuracy. It is

very important to note here that above algorithm’s prediction accuracy is below

LSTM’s accuracy, but all of them operate in the same way in both training and

testing data. On the other hand, algorithms such as Decision tree and Random

forest have great results on training data, but very bad results on testing data

which are from 5% to 15% worst. As it happened in first model, these algorithms

couldn’t handle the over-fitting problem (Section 2.1). As we did in first, we’ll

represent again algorithms plots to visualize over-fitting and uncertainty problems

for second model as well. In Figure 3.13 we can see in plots of algorithms such

as: DT and RF training and testing score have a big deviation because of models

over-fitting where algorithms “learn” perfect seen perfect seen data and couldn’t

transfer its learning accuracy in unseen data.

Another fact visualized in this figure is that some models such as: NB and LR have

acceptable accuracy score in both training and testing data, but their prediction

have high uncertainty. To be more specific the probability of the chosen label tends

to the unpicked one. Last step of training procedure, as in first model, was to save

all trained algorithms in JSON files for the final step, we’ll discuss in Section 3.9.
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3.8 Model Discussion

This chapter is a small synopsis of model’s results and some assumptions we have

made through paper reading. First the idea of choosing LSTM confirms every

belief that this algorithm can be used for text classification and yields great results.

Ensemble learning algorithms used such as: BgC and Adaboost did exactly what

was expected. Ensemble learning algorithms can boost model performance and

that is what happened in this thesis. In contrast DNN algorithm for model one

had the same problem as RF and DT had in every model despite the fact that we

have used dropout layer(DL) and grid search with 10 fold cross validation to train

the algorithms. It is assumed that this problem has occurred because of data. To

be more specific, it is believed that bigger amount of training data, for example 2

million data , may had solved this problem. On the other hand datasets with so

many observations may cause “high bias” to models. In addition, computational

time for such big datasets would have been another rigid problem.

3.9 Hybrid Model

The combination of two or more AI models is called hybrid model. It complements

the weaknesses of one model with the advantage of others. Since neural networks is

one of the best AI model, most of published hybrid model are neural network based

model. Our previous results for first and second model had seemed very promising

but even algorithms with good prediction accuracy tend to experience uncertainty

problems. consequently our proposal to build the final model for the experiments,

is a hybrid model for both models based on the most accurate algorithms each

time. As it was explained in detail best algorithms for each classification model

were:

• First model:

– LSTM with 0.951 accuracy score

– LR with 0.932 accuracy score

– Adaboost with 0.922 accuracy score

– Bagged Classifier with 0.931 accuracy score
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• Second model:

– LSTM with 0.989 accuracy score

– LR with 0.951 accuracy score

– Adaboost with 0.934 accuracy score

– Bagged Classifier with 0.945 accuracy score

– DNN with 0.977 accuracy score

The rest of the algorithms for both the first and the second model hadn’t performed

that well. Considering that, they are not part of the first hybrid model as we don’t

want to reduce accuracy of the final hybrid.

The proposed hybrid models in this research are based on the above algorithms

for each one. The procedure for each hybrid model could easily be comprehend

in Figure 3.14. Every selected classifier in this hybrid model had been fed with

data, as happened in each algorithm testing. Next step, algorithms in this model,

make their prediction with a probability for each class. We assume that class

with the highest probability is a vote for each algorithm. Votes from all classifiers

are collected so as to start the voting procedure. In the voting procedure, all

votes( note that every classifier’s vote is the class with highest probability for this

classifier) are countered in order to conclude to the most probable class for this

observation. Voting procedure in this hybrid model, is often called Computational

Voting in Data Science bibliography.

As we mentioned above, in this thesis two different hybrid models had been build.

The first one based on LSTM, LR, Adaboost and Bagged Classifier for disaster rel-

ativeness classification. Second hybrid model consists of the following algorithms:

LSTM, LR, Adaboost, BgC and DNN. Voting procedure had been applied to both

hybrid models, but not exactly in the same way. We could observe that hybrid

model 1 is based on four different classifiers, so we have four votes from them.

This could lead to a draw in the voting procedure, which happened in tests. In

order to solve this problem, the probability of each algorithm has been used for

it’s prediction. To specify this, we could say that every algorithm is declaring

how sure (probability) it is for it’s predicted class. In the case of draw we will

have four votes with their probabilities. Next we have summed the probabilities

with the same vote, and finally we compare the means of each type of vote. We

have to note that the types can be two in max, as we are talking about binary
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classification, therefore binary hybrid models (2 possible classes). To conclude, of

course the “winning” class is the one with the highest mean of probabilities.

3.10 System Pipeline

This section, is the final step of the thesis. The initial idea was to build a system

which could monitor a natural disaster among two predefined disasters (Earth-

quake and Hurricane) from real posts (tweets) in the Twitter platform. In order

to give “body” in this system and link all the above techniques for the final pur-

pose, a project “pipeline” has been build. The pipeline of this system is visualized

in Figure 3.15. This pipeline with some additions could also work to detect natural

disasters in real time. In this thesis this option was unavailable due to limitations

5.2, but the procedure would be exactly the same.

To begin with, the very first step of the pipeline model is the tweet/s crawling from

Twitter API and the language detection so as to drop non English tweets (Twitter

is a global multilingual platform). Next steps are the pre-processing step and data

analysis in order to handle the noise of the text, discard possible missing values

and give the desired shape we described in Section 3.3. Last step of NLP used in

this pipeline system, is the feature extraction with GloVe pre-trained model. As

we discussed in Chapter 3.4, from experiments we ended up with global vectors as

the best way to represent text for classification. Until this step we have a tweet or

a batch of tweets in English language, pre-processed represented as numbers (each

word of the tweet) ready to be used from our models.

After modeling text in global vector of numbers, in the next step we have to decide

if this tweet is relative or not to a natural disaster. Here comes the use of the first

hybrid model which contains all the selected algorithms. These algorithms have

been trained in first Dataset 3.2.1 to classify text in this way. The output of

this hybrid model will be a useful information about this tweet, which will certify

whether the tweet is talking about a disaster or not. Of course non relative tweets

will not be part of the following steps as we keep only related. Consequently

related with disaster tweets are now input data for the next hybrid model which is

based on four five selected (best) algorithms have been trained in second Dataset

3.2.2. This hybrid will categorize them in one of the two classes: Earthquake or

Hurricane.
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Final part of the pipeline has to do more with geo-location of disaster and time

determination, will talk about in Sections 4.2 and 4.3 of the following chapter.

In simple words the final step is to detect the place where the identified disaster

had happened. The output of the second hybrid model will be a prediction of

hurricane or earthquake disaster. The geo-location part is exactly the same for

both predictions. The implemented idea to detect the exact place is to search

in the text, we believe is talking about a specific disaster, for a city name. As

time goes more tweets with the same city name in their text, which of course are

predicted as earthquake (or hurricane) text help as to assume that this city is

the one that the disaster event had happened (or happening if we have to deal

with real time posts). With help from Google Maps API we have finally build a

reporting system for the whole purpose. By developing a simple heatmap with

the city we have already detected, we visualize the specific “target” of the natural

disaster.
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Figure 3.13: Second model - Algorithm’s Results Plots
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Figure 3.14: Hybrid Model Architecture
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Figure 3.15: System Pipeline



Chapter 4

Real Experiments

This chapter discusses the real experiments that will be conducted and the results

of these experiments. They will be 3 totally different experiments for our system.

First, the datasets that will be used are introduced, then the experimentation

plan is laid out. After that a reporting system with country detection and time

identification will be discussed for the first and the second experiment. These two

steps are only part of the real experiments because of data completeness.

4.1 Data

The data used in the experiments are kindly provided by Arkaitz Zubiaga, assistant

professor at University of Warwick. Original data are historical tweets crawled

by Twitter API during two natural disasters and one presidential election. These

tweets are from all over the world in JSON format and posted during the following

disasters:

• April 25, 2015 Nepal earthquake: Original file as provided from Twitter

contains multilingual tweets from all over the world on 25th of April, the

day Nepal earthquake occurred.

• October 23, 2015 Hurricane Patricia: Original file as provided from Twitter

contains multilingual tweets from all over the world on the 23th of October,

the day Patricia hurricane had achieved its record peak.
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• November 6, 2012 United States presidential election: Original file as pro-

vided from Twitter contains multilingual tweets from all over the world on

the 6th of November, the day United States presidential election carried out.

From those files we have build three different datasets with English tweets only,

after a small pre-processing. These datasets have later been used to implement our

experiments. All three datasets have two features: tweet’s text and post creation

time. As we can see in table 4.1, the Nepal earthquake dataset has 1,612,591

unlabeled observations, Patricia hurricane has 917,519 unlabeled tweets and USA

elections has 1,226,475 unlabeled tweets with each creation time.

Table 4.1: Data for Final Experiments

Datasets
Num. of
observations

Num. of
Features

Num. of
classes

Nepal Earthquake 1,612,591 2 Unlabeled
Patricia Hurricane 917,519 2 Unlabeled
USA elections 1,226,475 2 Unlabeled

4.2 Geolocation Prediction

Detection of the place where disasters occurred, are another part of this thesis

which is implemented only in final experiments and validated with information

from Wikipedia pages. With the assumption that the whole system works in an

efficient way, we will finally have a batch of tweets talking about a specific disaster.

Considering limitations from Twitter API 5.2, we didn’t have the ability to use

latitude and longitude from tweets, so we build a custom model to do the same job

in different way. We observed that when people talk about a disaster they used to

post also the place this disaster had occurred. Consequently, every single tweet’s

text related to a disaster (e.g. earthquake) was searched to detect if it has had

any country name in its text. For this purpose it was used a file with the 256 most

populated counties in world. So every tweet, related to this disaster, containing

one of these counties in its text is finally used to detect the exact location.

Geo-location prediction was held only for Nepal and Patricia experiment, in which

tweets were related with the disasters are system can identify (earthquake or hur-

ricane). In both experiments (Nepal, Patricia) multiple counties were identified
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during the search phase through out all observations. Next step was to build a

weighting system for each appeared country. Let’s consider for example we identi-

fied 50 countries in text, from 500,000 related to earthquake tweets. The weight of

a country is predefined as the frequency of reference of this country in the whole

number of related tweets. For the example we used we will have 50 weights for

the 50 countries we have detected. Of course, one or two countries (the affected

from the disaster) will have a larger weight than the rest which was the reason we

believed in this problem solution.

In addition, in order to find out latitude and longitude of each country, Geopy

library was used. Finally we have a number of countries with their location and

their weight. For example the above 50 countries, which maps to the most frequent

countries referred to earthquake related tweets, will have two coordinates each

and a weight. The final step was to build a heatmap with Google MAPS API, to

represent every country we had already detected. Heatmap was the perfect map

for our case in order to use the weights and for each country and conclude to the

most frequent one which we believe is the county the disaster had occurred. In

experiments 4.4 and 4.5 we will see and discuss how good this model performed.

4.3 Time Determination

This chapter is our system’s final step. As mentioned in Section 4.1, every ob-

servation (tweet) of the experimental datasets has the time it had been posted in

Twitter databases. For each disaster separately, we build a pool with the related

with this tweets and their creation time. We assumed that humans need at least

15 minutes to publish information in Twitter from the time they realize the dis-

aster. Considering that, we subtracted 15 minutes from each time stamp, which

maps with an observation. Finally we used python libraries to build a simple time

histogram for the pool of related tweets. Time where histogram has peaks, is con-

sidered as the time the disaster occurred. In experiment 4.4 and 4.5 we will see

and discuss how good this assumption and implementation performed.
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4.4 Nepal Experiment

This chapter is the first experiment for our system. The goal is to detect a natural

disaster from the first experimental dataset, Nepal 25 April 2015. As we mentioned

in Section 4.1, data are tweets from all over the world during the 25th of April.

Data are unlabeled so the only way to confirm results is from Wikipedia pages as

we did.

To begin with, from the original file we discard non English tweets as our system

is trained to handle English words. After this step, the dataset has had 1,005,206

tweets. Next step, was to feed all these observations to our system pipeline where

they follow the procedure we described in Section 3.10. The outcomes we are

waiting for are:

• A histogram with the number of tweets talking about: Earthquake, Hurri-

cane or the ones totally irrelevant with that type of disaster. Our system is

trained to perform for that purpose exactly.

• A heatmap with the name of the city or cities where the earthquake had

occurred.

• Last one, a time histogram of all tweets related with the earthquake with

have detected.

4.4.1 First Experiment Results

To start with, in Figure 4.1 we could see the results of our system for the first

experiment. During the procedure our system concluded that: 957,888 tweets were

talking about an earthquake, 32,329 were not related with this event and 4,631

were talking about a hurricane. Here we can observe a deviation from the number

of total tweets because the sum of all the tweets above is 994,848 and the input

data have had 1,005,806 tweets. This is absolutely logical and due to duplicate

observations and/or text contains only “http” websites. These types of tweets had

been excluded during the pre-processing step of system. On the other hand, the

hurricane bar could be explained with the following reasons: 1. The posts are

indeed talking about a hurricane, 2. Our structure is not perfect even with hybrid

approach for both models. In summary, our system has predicted 994,848 tweets
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related to earthquake on the 25th of April, 2015 from 06:00am to 12:00am. We

could say that outcome is reasonable as on 25th of April, a big magnitude and

deadly earthquake had occurred in Nepal it’s said in Wikipedia [4].

Figure 4.1: Nepal Experiment - System Predictions

Secondly, we need to specify the place the earthquake, our system has detected,

had occurred. Using the technique we described in “Geolocation” Section 4.2

alongside with services provided by Google Maps API we have the following result

in Figure 4.2. The image at the bottom is a pinned world map and below is a

worldwide heatmap. Pins are related with the earthquake tweets our model had

identified. We have detected that several counties are talking about earthquake.

At this point we have used weighting system to build the heatmap. As we can

observe Nepal is the country from which a lot of tweets had been posted about

earthquake. We have assumed that the heatmap outcome is the place where the

natural phenomenon had happened, which is totally correct as on 25th of April

an enormous earthquake had occurred in Nepal. India is also pictured in the

heatmap as as an affected country. That means that we had had an number of

tweets related with Nepal earthquake, which is accepted as it was an affected area

as mentioned in Wikipedia page. But we have to notice that the more “heated”

area is the center of the event.

Last task of this experiment had been the time identification. In Figure 4.3, we

have the time distribution our system had plot from the pool of related with

Nepal earthquake. We can see two significant time peaks: one between 06:00am

and 08:00am, another one between 11:00am and 12:00pm and another one between

11:00pm and 12:00am, but the first one is slightly higher than others. We initially
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assumed in Section 4.3 that the time the event occurred is the time more tweets are

talking about this. So we strongly believe that Nepal earthquake had happened

minutes after 06:00am, which is correct as it had actually occurred in 06:11am

(UTC), as referred in Wikipedia official page. We assume that the other peaks

between 11:00am and 12:00pm, 11:00pm and 12:00am have to do with some kind

of aftershocks and/or total reports at the end of the day.

To sum up, from the outcomes above the system seemed to perform really well.

Prediction of tweets had been accurate enough as it has achieved to detect the

disaster event that happened in Nepal among tweets from all over the world. It

is important to note that Twitter Api provides tweets only from verified users so

maybe irrelevant tweets at that day had been more but are not in our dataset.

Another point is that we can’t see all the countries “heated” in heatmap. Con-

sidering the weighting system our pipeline follows this is acceptable. Finally we

couldn’t picture the exact time Nepal earthquake had happened because there

isn’t any method to know after how much time a user will report what they see,

but we have restricted time within an hour.

4.5 Patricia Experiment

This chapter is the second experiment for our system. The goal is to detect a

natural disaster from the second experimental dataset, Patricia 23 October 2015.

As we mentioned in Section 4.1, data are tweets from all over the world during the

23th of October. Data are unlabeled so the only way to confirm results is from

Wikipedia pages as we did.

To begin with, as we did in first experiment, from the original file we discarded non

English tweets as our system is trained to handle English words. After this step,

the dataset has had 544,842 tweets. Next step, was to feed all these observations

to our system pipeline where it will follow the procedure we described in Section

3.10. The outcome we are waiting for are:
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Figure 4.2: First Experiment - Heatmap

• A histogram with the number of tweets talking about: Hurricane, Earth-

quake or the ones that are totally irrelevant with that type of disaster. Our

system is trained to perform for that purpose exactly.

• A heatmap with the name of the city or cities where the hurricane had

occurred

• Last one, a time histogram of all tweets related with the hurricane event to

have detected.
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Figure 4.3: First Experiment - Time Distribution

4.5.1 Second Experiment Results

To start with, in Figure 4.4 we could see the results of our system for the second

experiment. During the procedure our system concluded that: 457,025 tweets

were talking about a hurricane, 69,215 were not related with this event and 12,295

were talking about an earthquake. Here we can observe a deviation from the

number of total tweets because the sum of all the tweets above is 538,535 and

the input data have had 544,842. This is absolutely logical and due to duplicate

observations and/or text contains only “http” websites. These type of tweets had

been excluded during the pre-processing step of system. On the other hand, the

earthquake bar could be explained with the following reasons: 1. The posts are

indeed talking about an earthquake, 2. Our system is not perfect even with the

hybrid approach for both models. In summary, our system has predicted 544,842

tweets related to hurricane on the 23th of October, 2015 from 12am to 11:59pm.

We could say that the outcome is reasonable as on 23th of October, the second-

most intense tropical cyclone on record worldwide had formed in Mexico(called

Patricia) as said in Wikipedia [3].

Secondly, we need to specify the place the hurricane, our structure has detected,

had occurred. Using the technique we described in “Geolocation” Section 4.2

alongside with services provided by Google Maps API we have the following result
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Figure 4.4: Patricia Experiment - System Predictions

in Figure 4.5. The picture at the bottom is a pinned world map and below is a

worldwide heatmap. Pins the related with are hurricane tweets our model had

identified. We have detected that several counties are talking about hurricane. At

this point we have used the weighting system to build the heatmap. As we can

observe Mexico is the country from which a lot of tweets posted about hurricane

had been. We have assumed that the heatmap outcome is the place where the

natural phenomenon had happened, which is totally correct as on 23th of October

a noticeable hurricane had occurred in Mexico.

Last task of this experiment had been the time identification. In Figure 4.6, we

have the time distribution our system had plot from the pool of related with

Patricia hurricane. We can see one significant time peak: between 01:00am and

03:00am. This peak is slightly higher than the second one. We initially assumed

in Section 4.3 that the time the event had occurred is the time more tweets are

talking about it. So we strongly believe that Patricia hurricane had it’s strength

record in some time between 02:00am and 03:00am, which is correct as it had

actually occurred in 03:00 am (UTC), as referred in Wikipedia official page.

To sum up, from the outcomes above the system seemed to perform really well.

Prediction of tweets had been accurate enough as our system has achieved to

detect that the disaster event had happened in Mexico among tweets from all over

the world. It is important to note that the Twitter Api provides tweets only from

verified users so maybe irrelevant tweets at that day had been more but it not in

our dataset. Another point is that we can’t see all countries “heated” in heatmap.

Considering the weighting system our pipeline follows this is acceptable. Finally



Chapter 4. Real Experiments 67

we couldn’t picture the exact time Patricia hurricane had happened because there

isn’t any method to know after how much time a user will report what they

see/attempt, but we have a deviation of no more than an hour.

Figure 4.5: Second Experiment - Heatmap
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Figure 4.6: Second Experiment - Time Distribution

4.6 USA Elections Experiment

This chapter is the third and last experiment for our system. The goal here is not

to detect a natural disaster as we did in the two previous. This experiment was

conducted in order to test our system in tweets totally irrelevant with earthquake

or hurricane by using the third experimental dataset, USA elections 6 November

2012. As we mentioned in Section 4.1, data are tweets from all over the world

during the 6th of November where USA presidential election were held. Data are

unlabeled so the only way to confirm results is from Wikipedia pages as we did [2].

To begin with, as we did in the two previous experiments, from the original file

we discarded non English tweets as our system is trained to handle English words.

After this step, the dataset has had 764,749 tweets. Next step, was to feed all

these observations to our system pipeline where it will follow the procedure we

described in Section 3.10. The outcome we are waiting for are:

• A histogram with the number of tweets talking about: Hurricane, Earth-

quake or the ones that are totally irrelevant with that types of disaster. Our

system is trained to perform for that purpose exactly.
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4.6.1 Third Experiment Results

To start with, in Figure 4.7 we could see the results of our system for the third

experiment. During the procedure our system concluded that: 18,115 tweets were

talking about a hurricane, 33,967 were talking about an earthquake and 702,726

were absolutely not related to earthquake or hurricane. Here we can observe a

deviation from the number of total tweets because the sum of all the tweets above

is 754,749 and the input data have had 764,475 tweets. This is absolutely expected

due to duplicate observations and/or text containing only “http” websites. These

types of tweets had been excluded during the pre-processing step of the system.

On the other hand, the bars earthquake and hurricane could be explained with the

following reasons: 1. The posts are indeed talking about an earthquake or a hurri-

cane, 2. Our system is not perfect even with the hybrid approach for both models.

In summary, our system has predicted 702,726 tweets irrelevant to an earthquake

and a hurricane on the 6th of November, 2012 from 12:00am to 11:59pm. We could

say that the outcome is reasonable and fulfilled the purpose of the third experi-

ment. The 6th of November 2012, was the day that USA presidential election had

been conducted, so most of the tweets were talking exactly about this. We have

to point out here that our system is not trained to predict an event like elections

or any other event except an earthquake and a hurricane. Considering that, we

initially expected most of our observations, in this experiment, to be identified as

not related to disaster. In this experiment, there is no reason to care about loca-

tion prediction and time identification, as the results confirm that we mostly have

tweets irrelevant to disasters. The number of observations recognized related to

an earthquake or a hurricane is small enough to conclude that there is no disaster

event. Even if there actually exists an event like the above, there are only a few

people talking about this, so it is taken as not reliable enough to predict place and

time.

To sum up, from the outcomes above, the system seems to perform really well.

Prediction of the type of tweets has been accurate enough, as our system has

achieved to detect that most of our observations are not related to an earthquake or

a hurricane. We knew that our observations were written on the 6th of November,

2012 the USA presidential election day. As a result most of them were related to

elections rather than to a catastrophic event. Eventually, our system results are

expected to be mostly irrelevant and they indeed are, as we can observe in Figure

4.7, because our system can identify only earthquakes and hurricanes.
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Figure 4.7: USA elections Experiment - System Predictions



Chapter 5

Conclusions and Future Work

This thesis aims to detect a disaster event from social media posts (Twitter in our

case) by using NLP techniques alongside ML and DL algorithms. In this chapter,

we sum up our findings and contributions, but we also answer the research ques-

tions we introduced in Section 1.2. First, we briefly highlight the challenging issues

in mining and utilizing Twitter data. Then, we present NLP techniques for text

manipulation (pre-processing) in order to achieve an outcome that could be used

by NLP models. We approached two totally different techniques for text represen-

tation with their advantages and disadvantages and we gave a brief comparison

between them. Another task is that we have specified and compared a number of

different algorithms from Machine and Deep Learning for text classification pur-

poses. We introduced a hybrid model with a basic voting procedure to improve our

system performance. Eventually, we have proposed a different technique for geo-

location prediction for our event detection purpose and a time detection. Finally,

we discuss the limitations and make suggestions for future work.

5.1 Discussion

This work answered the following research questions:

• How can the detection of an event could be implemented, given raw data

from Twitter database?

• In case of an event prediction, how one could monitor the exact place and

time of that phenomenon.
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• Can we detect such event occurrence in real-time by monitoring tweets?

• What NLP techniques do we need to apply on the data in order to exclude

useless information?

• In the state-of-art of the NLP field, could word embedding prevail over Bag

of Words model in this scenario?

• Should we use ML or DL algorithms for text classification?

Indeed with this thesis we confirmed that a disaster event (or any other type of

event with appropriate changes), could be detected given raw Data from Twitter.

This was done by knowledge discovery process consisting of five phases: gathering

data, pre-processing data, representing text in numerical vectors, training several

algorithms to predict events, combining algorithms for more accurate predictions.

Moreover, the second question is also answered in some way, but it is also part

of future work. We believe that this system, with some additions, can perform

real-time event detection in case we have access to tweets in real time (more in

Section 5.2.1)

In addition, many applications like event detection require sufficient and reliable

geo-spatial information, which is often hard to obtain. The path that we have

followed to solve this problem was to introduce a different technique for place

detection. More information and discussion can be found in Section 4.2. From

Nepal and Patricia experiments, we confirmed that this spatial model can predict a

disaster event. Social media sites (e.g. Twitter) generate massive volumes of user-

generated text data which are often noisy, but also very informative. Considering

that, we tested a number of NLP techniques, referenced in Section 3.3, in order

to keep only the useful text of a tweet. Also, as described in Section 3.4, global

vectors (GloVe model) could actually prevail over the Bag of Words model in this

scenario, because of its ability to represent context and syntax of all words in a

dataset/document.

Another big section of this thesis was the effort to answer where ML or DL will

perform better in case of text classification. The outcome says what was expected.

DL algorithms could beat ML when we have a lot of observations to train our mod-

els, that is why LSTM managed to succeed the best accuracy out of all algorithms

used. Another fact we realized after this thesis is that ensemble learning algo-

rithms and Logistic Regression could also attain very good results with a small
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deviation from Deep Learning algorithms, but they need a lot more time in case

of having a lot of data. Finally, the approach of a hybrid model we introduced

in our study was an attempt to have better accuracy with the assumption that

in observations in which one algorithm makes a wrong prediction, maybe another

model makes the correct one. Consequently, the voting system we have built acts

as a counter of votes and picks out the most voted prediction. Nevertheless, if

most algorithms make wrong predictions, the outcome of the voting will also be

wrong. From the experimental results we believe that the hybrid model performed

as well as expected.

5.2 Limitations and Future Work

In this section, we identify a number of limitations and potential improvements to

our work.

5.2.1 Limitations

Most of the limitations we encountered have to do with the Twitter API. First

of all in order to have access to this platform as a developer you need to ask for

authorization and state the purpose of use. In our case, after communicating with

Twitter services, we managed to get access to Standard API service, which is an

entry free package for researchers. We have to thank Twitter API for their kind

services which were a fundamental part of this thesis.

On the other hand, the Standard API, which was used in this thesis, has many

limitations, such as:

• We can only search tweets within the last 7 days with a 2 hours delay from

the time posted on the platform. Considering that, we couldn’t monitor a

disaster event in real time.

• This package provides only a sample of tweets with a limit of 150 tweets per

call and 180 calls per day.

• Filtering tweets was the most significant problem we encountered since search-

ing parameters is connected with logical OR. For example, if we want to
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search for tweets containing the word hurricane and posted in the US, the

outcome we’ll get is a batch of tweets talking about hurricane and another

batch which was posted in the US. So we were unable to narrow our search.

Another limitation we encountered is that only 1%-2% of daily posts in Twitter are

geo-tagged. Subsequently, our observations were limited and we couldn’t train our

models properly, especially Deep Learning models which require big data as feed in

order to make the right predictions. That’s the reason why, we developed another

approach for place detection, as described in Section 4.2. A serious limitation in

studies like this is computational power. Algorithms and NLP techniques studied

in this thesis require powerful systems to manipulate enormous batches of data.

Access to more computational power would be very helpful to train our algorithms

and test them in bigger experimental datasets. To conclude, the appropriate

service for this study is Twitter Enterprise API, which is a non-free commercial

package and in order to get access to this service you need to must run a business

or be professor at a university. The commercial API provides unlimited access to

Twitter databases with many tools for search in real time or specific time.

5.2.2 Future Work

As already discussed in the limitations section, a significant problem of this study

has been the lack of full access, using the Enterprise package, in Twitter API.

That means that we couldn’t try our system in real-time tweets. In case of more

computational power and full access to Twitter platform, it would be interesting

to try this system for real-time event detection.

Another task that could be accomplished, is the manipulation of the over-fitting

problem, that Random Forest and Decision Tree had suffered, for a more complete

hybrid model. Finally, it would be interesting to improve our geo-location predic-

tion by using a technique called Named-Entity Recognition in order to reduce the

time of computation.



Appendix A

Bias-Viariance

Seema Singh had mentioned that: Whenever we discuss model prediction, it’s

important to understand prediction errors (bias and variance). There is a trade-

off between a model’s ability to minimize bias and variance. Gaining a proper

understanding of these errors would help us not only to build accurate models but

also to avoid the mistake of over-fitting and under-fitting.

• Bias is the difference between the average prediction of our model and the

correct value which we are trying to predict. Model with high bias pays very

little attention to the training data and oversimplifies the model. It always

leads to high error on training and test data.

• Variance is the variability of model prediction for a given data point or a

value which tells us spread of our data. Model with high variance pays a lot

of attention to training data and does not generalize on the data which it

hasn’t seen before. As a result, such models perform very well on training

data but has high error rates on test data.

In the above diagram, center of the target is a model that perfectly predicts

correct values. As we move away from the bulls-eye our predictions become get

worse and worse. We can repeat our process of model building to get separate hits

on the target.

In supervised learning, under-fitting happens when a model unable to capture

the underlying pattern of the data. These models usually have high bias and low
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Figure A.1: Bias and variance using bulls-eye diagram

variance. It happens when we have very less amount of data to build an accurate

model or when we try to build a linear model with a nonlinear data.

In supervised learning, over-fitting happens when our model captures the noise

along with the underlying pattern in data. It happens when we train our model

a lot over noisy dataset. These models have low bias and high variance. These

models are very complex like Decision trees which are prone to over-fitting.[42]



Appendix B

Twitter API

Official Twitter for developers platform defines Twitter API as :Twitter is what’s

happening in the world and what people are talking about right now. You can

access Twitter via the web or your mobile device. To share information on Twit-

ter as widely as possible, we also provide companies, developers, and users with

programmatic access to Twitter data through our APIs (application programming

interfaces). This article explains what Twitter’s APIs are, what information is

made available through them, and some of the protections Twitter has in place

for their use.

At a high level, APIs are the way computer programs “talk“ to each other so

that they can request and deliver information. This is done by allowing a software

application to call what’s known as an endpoint: an address that corresponds

with a specific type of information we provide (endpoints are generally unique like

phone numbers). Twitter allows access to parts of our service via APIs to allow

people to build software that integrates with Twitter, like a solution that helps a

company respond to customer feedback on Twitter.

Twitter data is unique from data shared by most other social platforms because it

reflects information that users choose to share publicly. Our API platform provides

broad access to public Twitter data that users have chosen to share with the world.

We also support APIs that allow users to manage their own non-public Twitter

information (e.g., Direct Messages) and provide this information to developers

whom they have authorized to do so.
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Cosine Similarity

Richard Wicentowski mentioned that: The GloVe algorithm is designed to produce

similar vectors for semantically similar words. We can test how well the GloVe

vectors capture semantic similarity with cosine similarity. In the figure below ,

vectors u and v are separated by an angle of θ :

Figure C.1: Cosine Similarity Vectors

Two vectors that are separated by a small angle are more similar than two vectors

separated by a large angle. Rather than find the actual angle in between the two

vectors, we will find the cosine of the angle between the two vectors. Notice in the

plot below that when the angle between two vectors is 0, the cosine of the angle

between the two vectors is 1. As the angle between the two vectors increases, the

cosine of the angle decreases. When the two vectors are as far apart as possible

(180 degrees rotated from one another), the cosine of the angle between them is

1 In order to compute the angle between two vectors, you can use the following

formula: cos(u, v) = u
|u||v| where u ∗ v is the dot product between the two vectors,

and |u| is the length of vector u, which you can calculate by taking the square

root of the sum of the squares of the elements in the vector: |u| =
√∑

i u
2
i .[48]
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Figure C.2: Angle - Cosine Diagram



Appendix D

Bidirectional LSTM

Intan Nurma Yulita describes Bidirectional LSTM as: Bi-LSTM is a combina-

tion of Long Short-Term Memory (LSTM) and Bi-directional Recurrent Networks

(Bi-RNN). Recurrent Neural Network (RNN) which is a special development of

Artificial Neural Networks (ANN) to process sequences and time series data. RNN

has the advantage to encode dependencies between inputs. However, for long data

sequences, RNN causes exploding and vanishing state against its gradient. After

that, Long Short Term Memory (LSTM) is created to overcome long-term prob-

lems of the RNN. LSTM consists of some gates. For input layer, there is input

gate. As for the output layer, there is forget gate and output gate 13. However,

both LSTM and RNN can only get information from the previous context so that

further improvements are made using the Bidirectional Recurrent Neural Network

(Bi-RNN). Bi-RNN can handle two information both from the front and back 14.

The combination of Bi-RNN combined with LSTM produces Bi-LSTM, as illus-

trated in D.1. So the advantages of LSTM in the form of storage in cell memory

Figure D.1: Bidirectional LSTM
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and Bi-RNN with access information from context before and after make Bi-LSTM

excel 15. It causes the Bi-LSTM to have the advantage of LSTM with feedback

for the next layer. However, on the other hand, Bi-LSTM can also handle data

with dependence on long range.[52]



Appendix E

Max Pooling

Official page of Computer Science Wiki describes Max Pooling/Pooling as follows

: Max pooling is a sample-based discretization process. The objective is to down-

sample an input representation (image, hidden-layer output matrix, etc.), reducing

its dimensionality and allowing for assumptions to be made about features con-

tained in the sub-regions binned. This is done to in part to help over-fitting by

providing an abstracted form of the representation. As well, it reduces the com-

putational cost by reducing the number of parameters to learn and provides basic

translation in-variance to the internal representation. Max pooling is done by

applying a max filter to (usually) non-overlapping sub regions of the initial rep-

resentation. Let’s say we have a 4x4 matrix representing our initial input. Let’s

say, as well, that we have a 2x2 filter that we’ll run over our input. We’ll have

a stride of 2 (meaning the (dx, dy) for stepping over our input will be (2, 2)) and

won’t overlap regions. For each of the regions represented by the filter, we will

take the max of that region and create a new, output matrix where each element

is the max of a region in the original input.[1]
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Figure E.1: Max Pooling Example
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