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Abstract

Since its introduction in the 1960’s MOS transistor technology has been subject to a cease-

less progress in performance and decrease in overall transistor dimensions becoming the

key component of today’s integrated circuits (ICs). Meanwhile, the boost of wireless ap-

plications and communication technology in general, has created mass consumer markets

for Radio-Frequency (RF) electronics. Applications such as WLAN, Bluetooth, 3G/4G

networks and portable communication devices are fueling the demand for RF CMOS.

However, as the CMOS dimension is scaled to the nanometer regime (< 100nm) many

difficulties arise. For example, in RF circuits phenomena which reduce the linearity are

of great importance. Contemporary MOSFET models usually struggle to predict the non-

linearities mainly because of an inaccurate description of the DC behavior. Nonetheless,

since an accurate description of the DC behavior is a prerequisite for a good high-frequency

behavior, this thesis focuses on the DC behavior of MOS transistors. Since MOSFETs

non-linear behavior can be determined by the high-order terms of the drain current with

respect to any MOSFET terminal, our analysis is focused mainly on gate, source and drain

induced non-linearities of a MOSFET operating in saturation. The normalized transcon-

ductances and high-order derivatives of the drain current are calculated directly from on-

wafer measurements of a CMOS 110nm technology and are presented as a function of the

Inversion Coefficient for a more detailed analysis. Furthermore, we calculate the Intrin-

sic Voltage Gain (AVi) and Voltage Third Intercept Point (VIP3); a linearity Figure of

Merit (FOM) which can be calculated directly from the DC measurements. Additionally,

we present and analyze a simple Linearization technique, the so-called Source Degenera-

tion. Finally, we present the evaluation results of the EKV3 MOSFET model; a compact

MOSFET model designed for computational efficiency and ease of parameter extraction.
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List of symbols

In the following table we present a list of symbols that were used in this thesis. However,
symbols which were only used locally, are not listed. In the following subscripts i and j denote
one of the MOSFET terminals: drain(D), gate (G), source (S) or bulk (B).

Table 1: Symbols

Symbol Definition Unit
AVi Intrinsic Voltage Gain V/V
Cox Gate oxide capacitance per unit area, Cox = ǫox

tox
F/m2

D2, D3 2nd and 3rd-order harmonic distortion -
Ex Transversal electric field at surface V/m

Gx Normalized transconductances, Gx = gmxUT

ID
, where x= G, S, D, B -

gm Gate transconductance, gm = ∂ID
∂VG

|VS, VD A/V

gds Output conductance, gds =
∂ID
∂VD

|VS, VG A/V

gms Source transconductance, gms =
∂ID
∂VS

|VB, VG A/V

ID Drain current A
IS Specific current A
if , ir Normalized forward and reverse currents A
IC Inversion Coefficient -
L Effective channel length m
Lmask Mask channel length m
n Slope factor -
RS Source Resistance Ω
THD Total Harmonic Distortion -
tox Gate oxide thickness m
UT Thermal voltage V
VTH Threshold voltage V
VP Pinch-off voltage V
VIP3 Voltage Third Intercept Point V
W Effective channel width m
Wmask Mask channel width m

γ Substrate factor, γ =
√
2qǫsiNsub · C

′

ox V
1

2

ǫsi,ǫox Dielectric permittivity of Silicon, Silicon-oxide F/m
µ Carrier mobility m2/VS

Ψ0 Bulk Fermi potential V
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Chapter 1

Introduction

1.1 General Introduction

Since its introduction in the 1960s MOS transistor technology has been subject to a ceaseless
progress in performance and decrease in overall transistor dimensions becoming the key compo-
nent of today’s integrated circuits (ICs). The continuous scaling of CMOS transistors has led to
IC’s with higher speed, lower power dissipation and higher packing density. The technological
advances justify that the CMOS evolution is governed by the Moore’s law, which states that
the transistor density on integrated circuits doubles every couple of years.

Figure 1.1.1: Trend of transistor gate length throughout the years.

Meanwhile, the boost of wireless applications increased the interest for the use of CMOS in
Radio Frequency (RF) circuits. RF CMOS can be a cost-efficient solution for integration of
digital logic circuits with analog and RF functions. However, as the CMOS dimension is scaled
to the nanometer regime (< 100nm) (Fig. 1.1.1) many difficulties arise.

The production of MOSFETs with channel lengths much smaller than a micrometer is a chal-
lenge, and the difficulties of semiconductor device fabrication are always a limiting factor in
advancing IC technology. Furthermore, in recent years, the small size of the MOSFET, below a
few tens of nanometers, has also created critical operational problems (i.e increased gate-oxide
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2 CHAPTER 1. INTRODUCTION

leakage, lower transconductance, heat production etc.). Taking into account that the transis-
tors are the key components of today’s computers and communication systems, we are obliged
to study more carefully phenomena which decrease their overall performance and may cause
further problems depending on the application. For example, in RF circuits phenomena which
reduce the linearity are of great importance. A circuit designer needs to fully understand what
design parameters affect the linearity and how, in order to be able to design high performance
RF building blocks.

1.2 Thesis Outline

As becomes clear from the previous section, the investigation of the non-linear behavior in
modern CMOS technologies, is of great importance since MOSFETs are the key components
in most communication applications where linearity is a key factor. Contemporary MOSFETs
models usually struggle to predict the non-linearities mainly because of an inaccurate descrip-
tion of the DC behavior. Nonetheless, since an accurate description of the DC behavior is a
prerequisite for a good high-frequency behavior, this thesis will focus on the DC behavior of
MOS transistors. The investigation and modeling of the non-linear sources of the MOSFET’s
AC behavior is reserved for future work.

In order to be able to investigate the sources which are mainly responsible for the non-linear
behavior, an experimental setup has been developed and is described in Appendix. The exper-
imental results of this setup are used throughout this thesis.

The following Chapter gives a general review of the MOSFET device and operation princi-
ples. Chapter 3 is an overview of the Linearity theory mainly described by signal and systems
relations. A general distortion analysis is attempted by defining the terms of harmonic distor-
tion and intermodulation. Furthermore, two representative measures of linearity, i.e the total
harmonic distortion (THD) and the third intercept point (IP3) are defined. We also express
some considerations about the output-conductance contribution to the non-linear behavior of
the MOSFET. Finally, we present indicative linearization techniques used in many applica-
tions and guarantee high levels of linearity. In Chapter 4, the theoretical model on which our
calculations and assumptions were based is described, followed by the measurement results.
A critical discussion is attempted based on the second-order effects and by a circuit design
perspective. Chapter 5 is an overview of the main characteristics and advantages of the EKV
MOSFET model over other compact MOSFET models, followed by the evaluation results of
our measured data and a discussion concerning the second-order effects. Finally, Chapter 6
summarizes the results that were presented throughout this thesis followed by a number of
future work ideas.



Chapter 2

The MOSFET device

As we mentioned in the previous chapter the evolution of the Integrated Circuits (ICs) is ma-
jor. The basic elements of these circuits are the transistors and not passive elements such as
resistors, capacitors etc. The major difference between these categories is that the transistor’s
current and voltage characteristics depend on the voltage (or current) on a control terminal.

The transistors can be distinguished into two subcategories based on the different physical
principles that obey; the bipolar transistors and the filed effect transistors (FET). One type
of bipolar transistor exists and specifically the bipolar junction transistor (BJT) while on the
other hand we have two types of FETs - the junction field effect transistor (JFET) and the
metal oxide semiconductor field effect transistor (MOSFET). Each type of device has its specific
field of application and usefulness. For example, the BJT remain a device that excels in some
applications such as discrete circuit design, due to the very wide selection on BJT types avail-
able and because of its high transconductance and output resistance compared to MOSFETs.
The BJT is also a choice for demanding analog circuits, especially for very-high-frequency ap-
plications, such as radio-frequency circuits for wireless systems. On the other hand, MOSFETs
appear in more than 90% of ICs and they have many advantages on digital circuitry such as
reduced power consumption and large input impedance while these advantages do not translate
into supremacy in all analog circuits. The modern trend is to combine Bipolar transistors with
MOSFETs in an integrated circuit by using a BiCMOS process of wafer fabrication to create
circuits that take advantage of the application strengths of both types of transistor.

In the following section we provide a detailed representation of the MOSFET device, we present
the commonly used symbols and finally we explain analytically the way an NMOS is constructed.

2.1 Physical Structure of MOSFET

MOSFETs have three signal terminals: gate (G), source (S) and drain (D), plus a bulk terminal
(B) to which the gate, source and drain voltages are referenced. As the name metal-oxide-
semiconductor (MOS) suggests, the MOS transistor consists of a semiconductor on which a
thin layer of insulating oxide (SiO2) of thickness tox is grown. The gate electrode which is a
conducting layer is deposited on top of the oxide. The p-type doped silicon region, commonly
referred to as the bulk or the substrate, is contacted via the bulk contact. Furthermore, on
either side of the gate, two heavily doped regions of depth Xj, called the source and the drain,
are formed in the substrate on either side of the gate. From Figure 2.1.1 we can observe that
the source and drain regions overlap slightly with the gate. The region between the drain and

3



4 CHAPTER 2. THE MOSFET DEVICE

source is called the channel region, which has a length L (in the y-direction) and a width (in the
z-direction). Due to the manufacturing tolerances the mask length/width differ slightly from
the final gate polysilicon length/width, furthermore the lateral under diffusion of the source
and drain junctions also has its effect on the actual channel length/width. As a result both L
and W may differ from the actual mask lengths, Lmask and Wmask. A variety of symbols are

Figure 2.1.1: The basic structure of an n-type MOSFET [1].

used for the MOSFET. The basic design is generally a line for the channel with the source and
drain leaving it at right angles and the bending back at right angles into the same direction.
Another line is drawn parallel to the channel for the gate. The bulk connection, if shown, is
connected to the back of the channel with an arrow indicating NMOS or PMOS. Arrows always
point from P to N, so an NMOS (N-channel in P-substrate) has the arrow pointing from the
bulk to the channel. Figure 2.1.2 depicts the commonly used symbols for MOSFETs where the
bulk symbol is either labeled or implied.

Figure 2.1.2: Symbols used at the circuit level.
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2.2 MOSFET’s Operation

Transistor terminals must have proper voltage polarity so as the device can operate correctly.
The bulk or substrate of an NMOS transistor (PMOS) must always be connected to the lower
(higher) voltage.

As shown in Fig. 2.2.1 , it is assumed that the bulk and source terminals are connected to
simplify the description.

Figure 2.2.1: Normal transistor biasing (a) NMOS (b) PMOS[2].

The positive convention current in an NMOS (PMOS) device is from the drain (source) to the
source (drain), and is referred to as IDS or just ID since drain and source current are equal.
When a positive (negative) voltage is applied to the drain terminal, the drain current depends
on the voltage applied to the gate control terminal (for PMOS transistors, VGS, VDS and IDS

are negative). If VGS is zero, then an applied drain voltage reverse-biases the drain-bulk diode
(Fig. 2.2.1), and there are no free charges between the drain and the source. As a result, there
is no current when VGS = 0 for NMOS devices (the same hold for PMOS devices). This is the
nonconducting state of the transistor.

First of all, we will analyze the transistor’s operation assuming that the source and substrate are
at the same voltage. When the voltage at the gate terminal of a NMOS (PMOS) transistor is
slightly increased (decreased), a vertical field starts to exist between the gate and the substrate
across the oxide. In n-type (p-type) transistors, the electrons (holes) of the NMOS (PMOS)
substrate close to the silicon-oxide interface initially are affected by this electrical field and
move away from the interface.

Figure 2.2.2: Depleting the NMOS (PMOS) with small positive (negative) values of VGS[2].
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As a result, a depletion region forms beneath the oxide interface for this small gate voltage
(Fig. 2.2.2). The depletion region contains no mobile carriers, so the application of a drain
voltage provides no drain current, since free carriers still do not exist in the channel.

If the gate voltage of the NMOS (PMOS) device is further increased (decreased), then the
vertical electric field is strong enough to attract minority carriers (electrons in the NMOS device
and holes in the PMOS device) from the bulk toward the gate. These carriers are attracted to
the gate, but the silicon dioxide insulator stops them, and the electrons (holes) accumulate at
the silicon-oxide interface. They form a conducting plate of mobile carriers (electrons in the
p-type bulk of the NMOS device, and holes in the n-type bulk of the PMOS device). These
carriers form the inversion region or conducting channel, which can be viewed as ”short” circuit
to the drain/source-bulk diodes. This connection is illustrated in Figure 2.2.3.

Figure 2.2.3: Creation of a conducting channel for (a) NMOS and (b) PMOS[2].

Since the drain (D) and source (S) are at the same voltage, the channel carrier distribution is
uniform along the device. The gate voltage for which the conducting channels respond is an
intrinsic parameter of the transistor called the threshold voltage, VT . As an approximation, VT

can be considered constant for a given technology. The threshold voltage of a n-type transistor
is positive, while for a p-type transistor is negative. Since NMOS and PMOS transistors have
different threshold voltages, Vthn refers to the NMOS transistor and Vthp to the PMOS transistor.

An NMOS (PMOS) transistor has a conducting channel when the gate-source voltage is greater
than (less than) the threshold voltage, i.e VGS > Vthn, VGS < Vthp. When the channel forms in
the NMOS (PMOS) transistor, a positive (negative) drain voltage with respect to the source
created a horizontal electric field, moving the channel carriers towards the drain and forming a
positive (negative) drain current. If the horizontal electric field is of the same order or smaller
than the vertical one, the inversion channel remains almost uniform along the device length.
This happens when:

VDS < (VGS − Vthn),NMOS transistor (2.1)

VDS > (VGS − Vthn),PMOS transistor

The above conditions state that the vertical electric field dominates the horizontal one. The
transistor is in its linear region, also called the ohmic region or non-saturated region. The
MOSFET operates like a resistor, controlled by the gate voltage relative to both the source and
drain voltages. If the drain voltage increases beyond the limit of Eq. 2.1, the horizontal electric
field becomes stronger than the electric field at the drain end, creating an asymmetry of the
channel carrier inversion distribution. The drain electric field is strong enough so that carrier
inversion is not supported in this local drain region. The conducting channel retracts from
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the drain, and no longer ”touches” this terminal. When this happens, the inversion channel is
said to be ”pinched-off” and the device is in the saturation region. The pinch-off point is the
location that separates the channel inversion region from the drain depletion region. It varies
with changes in bias voltages. The channel distribution in this bias is shown in Figure 2.2.4
Although there are no inversion charges at the drain end of the channel, the drain region is still

Figure 2.2.4: Channel pinch-off for (a) NMOS and (b) PMOS[2].

electrically active. Carriers depart from the source and move under the effect of the horizontal
field. Once they arrive at the pinch-off point of the channel, they travel from that point to the
drain, driven by the high electric field of the depletion region. CMOS ICs use all three states
describe here: off-state, saturated state and the linear state.

2.3 RF CMOS

The boost of wireless applications and communication technology in general, has created mass
consumer markets for Radio-Frequency (RF) electronics. Taking mobile communication as an
example, we can observe that it is one of the fastest growing areas with huge market potentials.
Applications such as WLAN, Bluetooth, 3G networks and portable communication devices are
fueling the demand for RF CMOS.

The RF electronics were once considered the exclusive domain of III-V or silicon bipolar tech-
nologies. However, RF CMOS is capable of producing a smaller die size because of the smaller
geometries used in advanced CMOS processing. The advantage in total die size is a function
of the ratio of the digital-to-analog areas of the design. Designs with a large digital-to-analog
ratio typically benefits from the lower geometries of RF CMOS.

Figure 2.3.1: Analog design octagon[3].
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Contrast to digital CMOS design, which is optimized and characterized for primarily one trade-
off between speed and power dissipation, analog/RF circuits entail a multidimensional design
space. This is illustrated in Fig. 2.3.1, where almost every two parameters trade with each
other. We can observe from the figure above, Linearity is one of the RF figures of merit and
has implications for gain and noise.



Chapter 3

MOSFET Linearity

Although many analog and RF circuits can be approximated with a linear model to obtain their
response to small signals, non-linearities often lead to interesting and important phenomena[3].
In most analog building blocks, such as low noise amplifier and power amplifier, nonlinearity
results in harmful effects which degrade the system performance. As a result, non-linearities
need to be minimized to achieve high performance. The investigation of the circuit parameters
and the correct modeling of MOSFET device physics which lead to non-linear effects is crucial.

3.1 General Distortion Theory

The transfer function of a low-frequency, continuous two-port system can be written by the
following equation:

Sout = a0 + a1Sin + a2S
2

in + a3S
3

in + ...

=

∞
∑

i=0

aiS
i
in (3.1)

where Sin and Sout are the input and the output signal respectively. The coefficients are given
by:

ai =
1

i!

diSout

dSi
in

(3.2)

In an ideal world we would expect that the higher order terms of Eq. 3.1 would be zero, i.e the
output would be the same as the input. However, this is not a plausible scenario. In reality, the
higher-order terms are unavoidable causing various nonlinear phenomena [3]. The deviation
from the linear behavior introduced by these higher-order terms is referred to as distortion.

3.1.1 Harmonics

Now that we have the full expansion of the equation which describes the output of the system
we can consider the MOSFET’s non-linear behavior being a memoryless time-variant system. A
common method of describing the non-linearity of such a system is the specification of harmonic
distortion[1].

Assuming vin the input voltage and id the output-drain current, we can express the output as
follows[4]:

id = a0 + a1vin + a2v
2

in + a3v
3

in + ... (3.3)

9
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Where aj is a general function of time. If a sinusoid is applied to a nonlinear system, the output
generally exhibits frequency components that are integer multiples of the input frequency. If
vin = Âsin(ω0t), then

id = a0 + a1Âsin(ω0t) + a2Â
2sin2(ω0t) + a3Â

3sin3(ω0t) (3.4)

=

∞
∑

i=0

aiÂ
isiniω0t

In Eq. 3.4, the term with the input frequency is called the ”fundamental” and the higher-order
terms the ”harmonics”.

3.1.2 Intermodulation

While the analysis of harmonic distortion is of prime importance for the integration of analog
and mixed integrated circuits using CMOS technology, certain cases require other measures of
nonlinear behavior.

In bandpass filters, where higher-order harmonics are attenuated by the filter transfer function,
the so-called intermodulation is often used to characterize filter non-linearity. When signals with

Figure 3.1.1: Intermodulation of a nonlinear system[3].

different frequencies are passing through a nonlinear system, intermodulation(IM) products
are created and we get spectral components at the output that are not present in the input
(Fig. 3.1.1). This phenomenon arises from multiplication of the signals when their sum is raised
to a power greater than unity.

Figure 3.1.2: Corruption of a signal due to intermodulation between two interferers[3].
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For example, if we have two strong interferers outside, but close to, the wanted signal band,
they may create undesired frequency components in the signal band (Fig. 3.1.2). In terms of
electronics, if we have the following input voltage:

vin = Â(sinω1t+ sinω2t) (3.5)

and the fundamental frequencies ω1 and ω2 are not too far apart, the resulting higher-order
harmonics |ω1 − ω2|, |2ω1 − ω2| and |2ω2 − ω1| may pass through the filter, which is often
undesirable.

3.2 Calculation of Linearity

Mixed-signal integrated circuits have become increasingly prevalent lately, as both analog and
digital circuits are being integrated in a single System-on-Chip (SoC) for increased functionality
and reduced cost. However, the mixed ICs need large input signals which lead to non-linearities,
two of which were mentioned in the previous section. Any type of non-linearity could limit the
overall performance of an application. As we previously mentioned, MOS transistors are used
in various fields such as telecommunication applications where non-linear effects should be pre-
dicted and if possible canceled.

The need of a circuit designer to have knowledge about how a MOS transistor behaves on
various conditions such as temperature, different bias conditions and a wide range of frequency,
made essential the development of methods, the so-called linearity figure of merits to quantify
and predict the level of distortion. Depending on the type of non-linearity different methods
for calculation and prediction has been developed. For example, the harmonic distortion is
usually predicted using the fast Fourier transform, the five-point method[5], and the calcula-
tion of the higher-order derivatives of the input-output characteristics[6]. On the other hand
intermodulation distortion is usually calculated using a Taylor expansion series[7] and Volterra
Series[8]-[9].

3.2.1 Calculation of harmonic distortion

Expanding Eq. 3.4 in a Fourier series we obtain:

id = c0 +

∞
∑

i=1

[c2i · cos2iω0t + c2i−1 · sin(2i− 1)ω0t] (3.6)

where the coefficients ci are given by[1]:

c0 = a0 +
∞
∑

n=1

a2n

22n−2

(

2n

n

)

Â2n

c2i =
∞
∑

n=i

(−1)i
a2n

22n−1

(

2n

n+ i

)

Â2n

c2i−1 = −
∞
∑

n=i

(−1)i
a2n−1

22n−2

(

2n− 1

n− i

)

Â2n−1 (3.7)

A convenient measure is given by the ratioDi =
ci
c1
(for i ≥ 2), which represents the correlation of

the ith-order harmonic amplitude to that of the fundamental one. Usually we are only concerned
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for the second-order and third-order harmonic because even if we apply a low amplitude signal,
the dependence of these harmonics on the signal amplitude Â is still strong. In practice, the
2nd and 3rd-order harmonics are given by:

|D2| ≈
1

2

a2

a1
Â (3.8)

|D3| ≈
1

4

a3

a1
Â2 (3.9)

In many applications which use transistors, it would be useful to have a convenient measure
of the distortion caused by all powers of the input amplitude; the so-called Total Harmonic
Distortion or THD has been defined[1] and can be expressed as follows:

THD =

√

√

√

√

∞
∑

i=2

D2

i (3.10)

The calculation method of the higher-order harmonics which was just analyzed is not binding.
Depending on the CMOS application new expressions for calculating harmonic distortion co-
efficients have been derived [10]. Furthermore, a new method based on specific integration of
the DC current-voltage characteristics of the device has been proposed [11]-[12]. This method
provides analytical expressions for the amplitudes of the second and third-order harmonics as
functions of the device parameters. However, the dependence of the harmonic performance on
the device parameters is not obvious and several iterations must be performed before a reliable
conclusion can be reached.

3.2.2 Calculation of intermodulation distortion

In practice signals are complex and are usually formed of unequal amplitude multi-sinusoids. It
is, therefore, argued that the THD figures are irrelevant and as a consequence intermodulation
distortion (IMD) figures were proposed which are far more relevant and reflect how a nonlinear
device performs.

By studying Eq. 3.3 we note that when the input voltage vin is increased, the fundamental
increases proportional to vin, but the 3rd order IM product increases in proportion of v3in.

At a certain input level, the 3rd IM product will have the same magnitude as the fundamental.
This level is defined as the IP3, i.e the intersection of the two lines (Fig. 3.2.1(a))[3]. IP3 can
be referred to as the power level at the input(IIP3) or at the output (OIP3). If we know a1 and
a3, we can, according to [2], calculate the amplitude at the output at IP3 as:

AIP3
=

√

4

3

∣

∣

∣

∣

a1

a3

∣

∣

∣

∣

(3.11)

This linearity figure is extremely important because the higher the value of the third-order
intercept point, the more linear the device.
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Figure 3.2.1: Growth of output components in an intermodulation test [2].

In practice, a Taylor series expansion of the drain current is usually used[7] which suggests that
the drain current can be expressed as follows:

ids(vGS, vDS) = IDS(VGS, VDS) +Gmvgs +Gdvds

+Gm2v
2

gs +Gmsvgsvds +Gd2v
2

ds

+Gm3v
3

gs +Gm2dv
2

gsvds

+Gmd2vgsv
2

ds +Gd3v
3

ds + . . . .

If we assume that the drain is shorted at a signal frequency, then all output-conductance terms
(i.e Gd, Gd2, Gd3,...) and cross modulation terms (Gms, Gmd2, Gmd3,...) are vanished and only
transconductance terms (Gm, Gm2, Gm3, ...) remain. In this case, the IP3 is given as follows:

IP3 =

√

4

3

Gm

Gm3

(3.12)

This formula is not accurate enough, because of the fact that it does not consider output-
conductance non-linearity which is of equal importance and will be analyzed in the following
section.

3.3 Output Conductance

Until now, we have only accounted for nonlinearities due to the MOSFET transconductance.
The higher-order derivatives of the drain current with respect to the gate terminal are not the
only causes of non-linear behavior.

The output conductance gds also has a dependence on the operation point as well as frequency,
hence introduce further nonlinearities. Thus, the correct modeling of gds and gds2 is essential in
MOS analysis. Since in analog circuit design, a MOSFET is often driven by the drain terminal,
we come to the conclusion that the output conductance could have a great impact on the
linearity performance of a device. For example, the load device in an amplifier structure is
often a drain terminal MOSFET operating in saturation region. Taking into consideration that
in most applications the design of an amplifier asks for a trade-off between signal-to-noise ratio
and linearity, it is more than obvious the need of a compact MOSFET model that predicts
accurately the higher-order derivatives of the drain current with respect to the drain terminal.
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However, we must mention that measurements of especially gds2 and gds3 are very sensitive to
noise and as a result their correct modeling is a challenging task.

In order to have an insight on the behavior of the nonlinear sources of a MOS transistor you
can refer to Chapter 5 where the measured and simulated results of the EKV3.0 model are
presented.

3.4 Linearization techniques

Linearity is an important performance parameter when evaluating a power amplifier for use
in certain communications applications, especially systems with advanced modulation formats.
Certain applications use amplifiers with global feedback (i.e a feedback between the input and
the output) to achieve high linearity performance. However, stability and settling issues of
feedback arise, limiting their performance in high-speed applications. As a result, new methods
for linearization, the so-called Linearization Techniques, were introduced. The basic principle
behind linearization is to reduce the dependence of gain of the circuit upon the input level.

Source degeneration by means of a linear resistor is the simplest linearization technique[13].
For a common-source stage, degeneration reduces the signal swing applied between the gate
and the source of the transistor, thereby making the input/output characteristic more linear.
We can observe from Fig. 3.4.1 that the addition of a source resistance RS in the source circuit

Figure 3.4.1: Common-source stage with resistive degeneration[13].

provides a more linear relation between the drain current of M1 and the input voltage. If we
neglect the body effect, the overall transconductance of the stage is given by:

Gm =
gm

1 + gmRS

(3.13)

which for large values of gmRS approaches 1

RS
, an input-independent value. Furthermore, we

must note that the amount of linearization depends on gmRS rather on RS alone. With a
relatively constant Gm, the voltage gain, GmRD, is also independent of the input and the
amplifier is linearized.

The use of resistive degeneration has implications for linearity, power dissipation and noise.
Furthermore, this method requires high-quality resistors, a feature unavailable in many of
today’s CMOS technologies. For this reason, a replacement of the resistor by a transistor
operating in ohmic region is usually applied (Fig. 3.4.2). The drawback in this technique is



3.4. LINEARIZATION TECHNIQUES 15

Figure 3.4.2: Differential pair degenerated by a MOSFET operating in deep triode region[13].

that when large input swings are applied, the transistor which serves the role of a resistor may
not remain in deep triode region. Based on the same principle, another linearization technique
was proposed[13], and guarantees the linear operation of the circuit even if one of the two
degeneration devices goes into saturation region. This technique is illustrated in Fig. 3.4.2. By
analyzing the above circuit we get that if Vin = 0 then:

VG1 = VG2 ⇔ VGS1 = VGS2 (3.14)

Additionally, it holds that:

VG3 = VG1 (3.15a)

VG4 = VG2 (3.15b)

VD3 = VS1 (3.15c)

VD4 = VD3 = VS1 (3.15d)

VS4 = VS3 = VS2 (3.15e)

As a result, if the input voltage is zero, we can replace Eq. 3.15a, 3.15b to Eq. 3.14 and get
that:

VG3 = VG4 (3.16)

Assuming that M3 operates in the ohmic region, the following equation should hold:

VD3 < VG3 − VTH ,where VTH is the threshold voltage. (3.17)

By replacing Eq. 3.15c and Eq. 3.15a instead of VD3 and VG3 respectively, in Eq. 3.17, and
solving the inequality we get that:

VGS1 > VTH (3.18)

which implies that M1 is ”on”. Subsequently, the primary assumption that M3 operates in
ohmic region holds. Based on the same approach the same holds for the M4.

If the gate voltage of M1 becomes more positive than the gate voltage of M2, i.e VG1 > VG2

then M3 continues to operate in the linear region based on the approach which was mentioned
above. The drain voltage of M3 is given by

VD3 = VG3 − VGS1. (3.19)
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Substituting Eq. 3.15a to Eq. 3.19 gives

VD3 = VG1 − VGS1. (3.20)

This implies that the increase in the drain voltage of M3 is less than the corresponding increase
in the gate voltage of M3. This ensures that M3 remains in the linear region. On the other
hand, the drain voltage increase of M4 together with the gate voltage decrease of M4 will drive
the latter into the saturation region. Thus, the circuit remains relatively linear even if one
degeneration device goes into saturation.



Chapter 4

Theoretical model and Experimental
procedure

In this Chapter we will describe the small-signal model and the experimental procedure we fol-
lowed to perform the measurements. Furthermore, we will describe the theoretical background
in which our calculations and assumptions were based.

4.1 Small-Signal model

In order to model phenomena that appear when transistors operate at low frequencies, a com-
mon method is to replace the transistor with a structure of transconductances with real and
zero imaginary parts. In Fig. 4.1.1 the small-signal model is depicted. We note that this analy-
sis does not take into account the resistances formed in gate, source and drain terminals. These
resistances are supposed to be zero with correct design layout.

Figure 4.1.1: Small-Signal model.

The transoncudactances with respect to gate, source and drain terminal can be respectively
expressed as

gmg =
∂ID

∂VG

| VS,D

17
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gmd =
∂ID

∂VD

| VS,G (4.1)

gms = −∂ID

∂VS

| VG,D.

For models which refer to the source terminal, the substrate transconductance is written as

gmb = −∂ID

∂VB

| VG,D. (4.2)

Finally, the relationship between the transconductances can be expressed as

gms = gmg + gmd + gmb. (4.3)

Another two important equations that include the slope factor n are the following

gmg =
gms − gmd

n

gmb =
n− 1

n
(gms − gmd), (4.4)

where the slope factor is given by[14][15]

n =

[

∂Vp

∂Vg

]−1

= 1 +
γ

2
√

Ψ0 + Vp

, (4.5)

γ is the substrate factor and is expressed by γ =
√
2qǫsiNsub

C
′

ox

, and Ψ0, i.e the Bulk Fermi potential,

which is given by Ψ0 ≃ 2Ut ln (
Nsub

ni
). The pinch off voltage, Vp, is used by the EKV MOSFET

model as a reference for the channel voltage and is approximated[14] by the following equation

Vp ≃
(VG − VTO)

n
, (4.6)

where VTO is the threshold voltage. The slope factor (n) and the pinch off voltage (Vp) are de-
pended on the channel length (L) due to the reverse short channel effect (RSCE), charge sharing
and DIBL effect which affect the substrate factor (γ) and the threshold voltage (VTO)[16].

The inversion charges of the source and drain, qs and qd respectively, are given by[17]

VP − VS

UT

= 2qs + ln qs

VP − VD

UT

= 2qd + ln qd. (4.7)

The current that flows from drain to source is written as[17]

ID = Ispec(if − ir), (4.8)

where Ispec is the specific current and if , ir are the normalized forward and reverse currents
respectively. These currents can be expressed as a function of source and drain charges as
follows[17]

if = q2s + qs

ir = q2d + qd. (4.9)
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As a function of qs and qd the source and drain transconductances can be expressed[17]

gms = qs
Ispec

UT

gmd = qd
Ispec

UT

. (4.10)

Another set of important equations which express gm, gms, ID and Ut as a function of qs and
if are the following[17]:

gms

ID
Ut =

1

1 + qs
=

1

1

2
+
√

1

4
+ if

gm

ID
Ut =

1

n

1

1 + qs
=

1

n

1

1

2
+
√

1

4
+ if

(4.11)

Finally, the slope factor (n) in the weak inversion (W.I) is given by:

n =
gms

gm
= 1 +

gmb

gm
(4.12)

In order to be able to compare the results for different channel lengths and for all the inversion
regions , the drain current (ID) and the transconductances are subjected to normalization. The
normalization coefficient which is called specific current (Ispec) is given by

Ispec = I0
Weff

Leff

. (4.13)

where I0 = 2nµUT
2C

′

ox, n is the slope factor, µ the carrier mobility, UT = kT
q
, the thermal

voltage and finally C
′

ox = ǫox
tox

the gate oxide capacitance per unit area. The ratio of the drain
current (ID) to the specific current coefficient (Ispec) is called inversion coefficient (IC)[17] and
is given by the following equation:

IC =
ID

Ispec
. (4.14)

The inversion coefficient (IC) distinguishes the level of inversion into three sub-areas:

• Weak inversion (W.I) : For IC< 0.1

• Moderate inversion (M.I) : For 0.1 < IC > 10

• Strong inversion (S.I) : For IC> 10

The level of inversion and also the channel length have a great impact on transconductances,
the Early voltage and the intrinsic voltage gain. As a result, the inversion coefficient is a
very important parameter for the circuit designers because they can observe the behavior of
small-signal quantities and consciously select the desirable level of inversion. For this reason,
we choose in this chapter to present the normalized source and gate transconductances, the
higher-order terms of the drain current and the Intrinsic voltage gain as a function of IC.
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The normalized transconductances are given by

Gx =
gmxUT

ID
, (4.15)

where x = g, s, b, d are the MOSFET terminals.

By observing Eq.(4.8) and Eq.(4.14) we can conclude that IC≃ if holds. As a result, in
saturation region, Eq.4.11 could give the ideal relation of the normalized transconductance and
the drain current and can be expressed as follows[16]:

G(IC) =
1

1

2
+
√

1

4
+ IC

. (4.16)

Depending on the value of the inversion coefficient we get that

IC << 1 : G(IC) → 1

IC >> 1 : G(IC) → 1√
IC

(4.17)

By combining the above with Eq.4.4, we come to the conclusion that the ideal relation between
the drain current and the normalized transconductance is the following

Gs ≃ G(IC)

Gg ≃ G(IC)

n

Gb ≃ n− 1

n
G(IC). (4.18)

As far as the drain terminal is concerned, the equivalent equation is given by[16]

Gd ≃
∂Vp

∂Vd

G(IC) +
UT

n

∂n

∂Vd

. (4.19)

However, this equation is quite complicated and is very challenging due to second-order effects
which make this equation less accurate in small geometries.

Finally, we introduce the Intrinsic Voltage Gain AV i which is the maximum voltage gain for a
specific transistor and is written as

AV i =
gm

gds
. (4.20)

4.2 Measurement Setup

The purpose of this thesis was to measure the drain current and its high-order derivatives with
respect to the gate, source and drain terminal. The equipment we used and the experimental
procedure that we followed is analytically described in Appendix.

The following bias conditions were defined on IC-CAP 2008:

• ID measurement with respect to the gate (G) terminal.

– VG: From -300 mV to 1.2 V, with step size 30 mV.
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– VS: From -200 mV to 600 mV, with step size 200 mV.

– VD: The drain voltage was set to 1 V so as the DUT to operate in saturation and
50 mV to operate in linear region.

– VB: The bulk voltage was set to 0 V.

• ID measurement with respect to the source (S) terminal.

– VG: From 200 mV to 0.8 V, with step size 150 mV.

– VS: From -300 mV to 900 mV, with step size 30 mV.

– VD: The drain voltage was set to 1 V in order the DUT to operate in saturation.

– VB: The bulk voltage was set to 0 V.

• ID measurement with respect to the drain (D) terminal.

– VG: From 200 mV to 1.2 V, with step size 200 mV.

– VS: The source voltage was set to 0 V

– VD: From 30 mV to 1.2 V with step size 30 mV.

– VB: The bulk voltage was set to 0 V.

The measurements were taken on room temperature, T = 27◦C

4.3 Calculations and Assumptions

After successfully measuring ID, we calculated the higher terms of the drain current through
the IC-CAP using the integrated derivative function. These higher-order terms are expressed
as

∂iID

∂V i
j

, i = 1,...,3 and j = G, S, D. (4.21)

Furthermore, we calculated the normalized transconductances which are given as we already
mentioned in Section 4.1 by

Gx =
gmxUT

ID
, where x = G, S.

In order to calculate the inversion coefficient (IC) which is given by Eq. 4.14, we firstly had to
calculate I0 which was defined in Section 4.1 and is given by

I0 = 2nµUT
2C

′

ox,

where n is the slope factor, µ the carrier mobility, UT = kT
q

the thermal voltage and C
′

ox = ǫox
tox

the gate oxide capacitance per unit area. Due to the dependence of the mobility and slope
factor from the level of inversion, I0 is not constant. However, we used a common practice[18],
where n and µ have fixed values( n0 and µ0 respectively) independently of the level of inversion,
so I0 is supposed to be constant.

The fixed value of n (n0) is calculated from the measured data using Eq. 4.12. As we mentioned
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previously, Eq. 4.12 is an approximation for the weak inversion. In moderate inversion we notice
5% decrease and as we move to the deep strong inversion the percentage becomes noticeably
bigger, mainly due to the velocity saturation effect.

Finally, we calculated µ0 · C
′

ox according to the following procedure:
In saturation, the drain current is written as

ID =
nβ

2
[Vp − VS] , (4.22)

where β = µ0 · C ′

ox · W
L
. By setting VS = 0 and taking the square-root of ID, we get that

√

ID =

√

nβ

2
Vp. (4.23)

By calculating the derivative of Eq. 4.23, we find the maximum of this function and then we
calculate β. More analytically, we get

∂ID

∂Vg

=

√

β

2n

∂Vp

∂Vg

· n (4.24)

Making use of Eq. 4.5, we write

∂ID

∂Vg

=

√

β

2n
. (4.25)

Finally, we calculate the value of β and subsequently the value of µ0 ·C
′

ox by finding the maxi-
mum value of Eq. 4.25 and replacing the fixed value n0 instead of n.

Even though, the mobility µ is greatly affected in strong inversion by the velocity saturation
and the Vertical Field Mobility Reduction (VFMR) effect, a fixed mobility value µ0 is a good
approximation for the inversion regions with the biggest interest, i.e weak and moderate inver-
sion regions.

In conclusion, the inversion coefficient which we will use is associated with the fixed value of
the current I0

IC =
ID

I0
W
L

=
ID

2n0µ0UT
2C

′

ox
W
L

(4.26)

4.4 Gate transconductance

The gate transconductance gm is the ratio of the current change to the source-gate voltage
(VGS) change and is expressed as

gm =
∂ID

∂VG

|VS, VD (4.27)

We define the normalized form of gm that we will use throughout this section

Gg =
gmUT

ID
,where UT is the thermal voltage. (4.28)

The MOSFET transconductance is a very important design parameter because it decides its
gain and also affects the bandwidth, the thermal noise and the intrinsic voltage gain. The
aim of the circuit designer is to keep the value of gm as high as possible which leads to low
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thermal noise, high voltage gain and bandwidth. As it will be shown in the following figures,
the maximum value of the transconductance is achieved in weak inversion region due to the
exponential relation of the drain current in that region. The drain current is expressed as

ID(W.I) = 2nµC
′

oxUT
2
W

L
e

Vp−Vs

UT (4.29)

In moderate inversion, gm starts to reduce, reaching the lowest value in deep strong inversion
region. Neglecting second-order effects, the expected behavior of transconductance is described,
as we have already mentioned in Section 4.1, by the G(IC) function which is expressed as follows:

Gg =
G(IC)

n
,where G(IC) =

1

1

2
+
√

1

4
+ IC

(4.30)

4.4.1 Second-order effects

The gate transconductance is mainly affected by the following second-order effects:

• Velocity saturation : The transconductance is proportional to hole or electron mobility
(depending on device type), at least for low drain voltages. As MOSFET size is reduced,
the dopant impurity and field levels increase. Both charges reduce carrier mobility, and
hence the transconductance. As channel lengths are reduced without proportional reduc-
tion of the drain voltage, raising the electric field in the channel, the result is velocity
saturation of the carriers, limiting the current and the transconductance. The horizontal
electric field that is formed between the drain and the source which reduces the carriers’
mobility is given by:

Ex =
(VGS − VT )

L
(4.31)

By observing Eq. 4.31 we come to the conclusion that the smaller the gate length (L),
the bigger impact has the velocity saturation in short transistors.

• VFMR (Vertical Field Mobility Reduction) : When large voltages are applied to
the gate of a MOSFET, electrons are strongly attracted to the top of the channel, which
is the junction between the silicon and the gate oxide. This interface has dangling bonds
and contaminants that slow down the electronics, reducing the effective electron velocity.
The larger the gate voltage, the more the electrons are attracted to this junction.

• Reverse Narrow Channel Effect : In order to reduce the current leakage, MOSFETs
are fabricated using a sidewall implantation technology(STI, LOCOS). Taking STI tech-
nique as an example, the key steps of this process involve etching a pattern of trenches in
the silicon, depositing one or more dielectric materials to fill the trenches. The effect of
the trench edge has given rise to what has recently been termed to the ”reverse narrow
channel effect”.

4.4.2 Measurement Results and Discussion

In this subsection we will present the results of the measurements that we performed in a CMOS
110nm technology. More specifically, we will present the normalized transconductance gmUT

ID
,

the first, second and third differentials of the drain current, gm, gm2 and gm3 respectively. All
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these important quantities are plotted versus the inversion coefficient (IC), in order to have a
more detailed view on all operation regions of the transistor and are grouped by the channel
length (L) so as to be able to observe how they are affected by the channel length scaling. The
Devices Under Test (DUTs) are presented in the following table:

DUT Width Length Number of Fingers

NMOS\PMOS

10u 10u 1
10u 4u 1
10u 1u 1
10u 110n 1

Figure 4.4.1: Devices Under Test (DUTs)

• gmUT

ID
vs. IC, VD = 1V, VS = 0V, VB = 0V

(a) NMOS

(b) PMOS

Figure 4.4.2: Normalized transconductance versus IC, VD = 1V, VS = 0V, VB = 0V .
(a)NMOS and (b)PMOS, Nf = 1.
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As we previously mentioned the designer’s aim is to keep the transconductance’s value as high
as possible. From Fig. 4.4.2 we can observe that the maximum value occurs in the week in-
version region (IC< 0.1) while in the moderate inversion is starting to reduce reaching the
lowest value in deep strong inversion region. This behavior illustrates why weak and moderate
inversion regions are the most preferable. Usually, moderate inversion is the first choice of a
designer because among the numerous advantages, provides high bandwidth too. The same
results were obtained for different VDS values. However, the relevant figures are not listed in
this thesis.

By carefully examining the above figure, we notice the contribution of the second-order effects
as the channel length becomes shorter. The starting value of the normalized transconductance
in the weak inversion is smaller for the short transistors reaching a smaller value in the strong
inversion region too. More specifically, we must note that the normalized transconductance of
the short channel NMOS transistor experiences a decrease of about 12% contrary to the long
channel transistor. In general, second-order effects seem to affect more the NMOS transistor
than the PMOS.

Additionally, we present some indicative figures concerning the non-normalized transconduc-
tance in order to be able to have an insight of how gm is affected by the different bias conditions,
the channel length scaling and the level of inversion.

• gm vs. IC

VD = 1V, VS = −0.2V, VB = 0V

VD = 1V, VS = 0V, VB = 0V

(a) NMOS (b) PMOS

Figure 4.4.3: Measured values of ∂ID
∂VG

(gm) as a function of the inversion coefficient
(IC) for various bias conditions. (a)NMOS (b)PMOS. (Cont.)
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VD = 1V, VS = 0.2V, VB = 0V

VD = 1V, VS = 0.4V, VB = 0V

VD = 1V, VS = 0.6V, VB = 0V

(a) NMOS (b) PMOS

Figure 4.4.4: Measured values of ∂ID
∂VG

(gm) as a function of the inversion coefficient
(IC) for various bias conditions. (a)NMOS (b)PMOS.

By observing Fig. 4.4.3 - 4.4.4, we can already draw some general conclusions about the
behavior of ∂ID

∂VG
. More specifically, the shorter the gate length of the transistor the higher the

value of gm for all the levels of inversion, independently of the source voltage (VS) value. The
behavior is explained by the fact that the drain current is bigger in the short transistors so as
the first derivative. For low source voltage values gm increases smoothly reaching the highest
value in deep strong inversion region. As VS becomes more positive the transconductance
reaches in a smaller level of inversion since the drain current decreases. Even though the
PMOS transconductance is smaller than the NMOS, their overall behavior does not deviate at
all.

The second and third-order derivative of the drain current with respect to the gate voltage is
equally important to the gate transconductance when we investigate the non-linear behavior
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of a MOSFET device. The circuit designer should have a detailed knowledge of how these
high-order terms behave as a function of the level of inversion so as to be able to choose the
appropriate inversion region on which the device will operate. At this point we present the
measured values of ∂2ID

∂V2

G

(gm2) as a function of IC for different bias conditions. Finally, we will

discuss how gm2 is affected by the channel length scaling, level of inversion and different bias
conditions.

• gm2 vs. IC

VD = 1V, VS = −0.2V, VB = 0V

VD = 1V, VS = 0V, VB = 0V

VD = 1V, VS = 0.2V, VB = 0V

(a) NMOS (b) PMOS

Figure 4.4.5: Measured values of ∂2ID
∂V 2

G

(gm2) as a function of the inversion coefficient

(IC) for various bias conditions. (a)NMOS (b)PMOS (Cont.).
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VD = 1V, VS = 0.4V, VB = 0V

VD = 1V, VS = 0.6V, VB = 0V

(a) NMOS (b) PMOS

Figure 4.4.6: Measured values of ∂2ID
∂V 2

G

(gm2) as a function of the inversion coefficient

(IC) for various bias conditions. (a)NMOS (b)PMOS.

By observing Figure 4.4.5 - 4.4.6, we can already draw some general conclusions about the
behavior of ∂2ID

∂V 2

G

. For low source voltage values the maximum value of gm2 occurs either in high

moderate or low strong inversion region. Further increase of VS does not change drastically
the maximum point of the second-order derivative. Additionally, by comparing the results for
different gate lengths we can observe that short channel transistors undergo a more sudden
decrease when entering to the deep S.I compared to the other gate lengths. The reason for this
behavior is the influence of the second-order effects to the short-transistor specifically as we
mentioned previously.

Finally, we will present the measured values of the ∂3ID
∂V3

G

(gm3) as a function of the inversion

coefficient, for different bias conditions and at the end we will discuss how gm3 is affected by
channel length scaling, the inversion coefficient and the various bias conditions.

• gm3 vs. IC
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VD = 1V, VS = −0.2V, VB = 0V

VD = 1V, VS = 0V, VB = 0V

VD = 1V, VS = 0.2V, VB = 0V

VD = 1V, VS = 0.4V, VB = 0V

(a) NMOS (b) PMOS

Figure 4.4.7: Measured values of ∂3ID
∂V 3

G

(gm3) as a function of the inversion coefficient

(IC) for various bias conditions. (a)NMOS (b)PMOS. (Cont.)
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VD = 1V, VS = 0.6V, VB = 0V

(a) NMOS (b) PMOS

Figure 4.4.8: Measured values of ∂3ID
∂V 3

G

(gm3) as a function of the inversion coefficient

(IC) for various bias conditions. (a)NMOS (b)PMOS.

The third-order term of the drain current, gm3, is especially troublesome for RF systems, since
it may lead to intermodulation, i.e distortion of the fundamental amplitude via signals in the
adjacent bands. However, for proper DC-bias conditions can be made equal to zero. For this
reason, the above experimental results are extremely important. For low source voltage values,
the minima of gm3 appears to be between high M.I and low S.I region depending on the channel
length. However, we notice substantial deviations of gm3 function which lead to more local
minimums. As VS becomes more positive, one local minimum exists for each channel length
and occurs in the above mentioned boundaries. As a result, we come to the conclusion that
for low distortion operation, the optimal inversion region is between high moderate and low
strong inversion region. Finally, we must note that short-channel transistors suffer more from
non-linearities since gm3 is greater than on other transistors.

4.5 Source Transconductance

The source transconductance gms is the ratio of the current change to the source voltage (VS)
change and is given by:

gms =
∂ID

∂VS

|VB,G (4.32)

Source transconductance can also be expressed as function of the other transconductances as
follows:

gms = gm + gmb + gds ≃ gm + gmb (4.33)

In various occasions gms is expressed by the ratio of gm to gms, (
gm
gms

). The normalized form of
gms which we will use throughout this section is defined by:

GS =
gmsUT

ID
,where UT is the thermal voltage. (4.34)

By observing the Eq. 4.5.3, we come to the conclusion that gms is affected by the same second-
order effects which affect gm and gmb. The circuit designer’s aim is to keep the value of gms as
high as possible in order to achieve low input resistance.

Throughout the next subsection we will present the measurement results concerning the nor-
malized source transconductance, the 1st, 2nd and 3rd order derivatives of the drain current as
a function of the inversion coefficient (IC).
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4.5.1 Measurement results and Discussion

Having calculated the function G(IC) which shows the expected behavior of the normalized
source transconductance, we were able to calculate gmsUT

ID
for all the DUTs which are shown in

Fig. 4.4.1. In the following figures we present the calculation results for various bias conditions
illustrating the influence of second-order effects.

• gmsUT

ID
vs. IC

VG = 0.2V, VD = 1V, VB = 0V

VG = 0.35V, VD = 1V, VB = 0V

VG = 0.5V, VD = 1V, VB = 0V

(a) NMOS (b) PMOS

Figure 4.5.1: Normalized source transconductance ( gmsUT

ID
) as a function of the in-

version coefficient (IC) for various bias conditions.(a)NMOS (b)PMOS.
(Cont.)
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VG = 0.65V, VD = 1V, VB = 0V

VG = 0.8V, VD = 1V, VB = 0V

(a) NMOS (b) PMOS

Figure 4.5.2: Normalized source transconductance ( gmsUT

ID
) as a function of the inver-

sion coefficient (IC) for various bias conditions.(a)NMOS (b)PMOS.

By carefully examining Figure 4.5.1- 4.5.2 we can draw very important conclusions about the
behavior of the normalized source transconductance. First of all, the maximum value occurs
in the week inversion region (IC< 0.1) while in the moderate inversion is starting to reduce
reaching the lowest value in the deep strong inversion region. This is the reason why the weak
and moderate inversion regions are the most preferable. By increasing the gate voltage we
notice that lowest value of the normalized gms is shifted more and more in the deep strong
inversion region. Moreover, the normalized gms of the NMOS short transistor seems to suffer a
more sudden decrease when enters in strong inversion.

The behavior of the normalized source transconductance is determined by the second-order
effects which were described in Subsection 4.4.1. More specifically, from weak to low moderate
inversion region, the STI effect has a great impact especially on the short transistors leading
to a lower gms value than the expected, i.e gmsUT

Id
≃ 1. By entering the strong inversion,

velocity saturation and VFMR are the main effects which lead to a substantial deviation of the
optimal value that we calculated with the use of the G(IC) function, especially for NMOS short
transistors.

At this point we present the calculation results of ∂ID
∂VS

(gms) as a function of the inversion
coefficient, for different bias conditions and at the end we discuss how gms2 is affected by the
channel length scaling, second-order effects, level of inversion and the different bias conditions.



4.5. SOURCE TRANSCONDUCTANCE 33

• gms vs. IC

VG = 0.2V, VD = 1V, VB = 0V

VG = 0.5V, VD = 1V, VB = 0V

VG = 0.8V, VD = 1V, VB = 0V

(a) NMOS (b) PMOS

Figure 4.5.3: Measured values of ∂ID
∂VS

(gms) as a function of the inversion coefficient
(IC) for various bias conditions.(a)NMOS (b)PMOS

By examining Fig. 4.5.3, we can observe that the maximum value of gms occurs between low
and deep S.I region depending on the channel length and gate voltage value. Additionally,
by comparing the results for different gate lengths we can observe that NMOS short channel
transistors undergo a more sudden decrease when entering into the S.I compared to the other
transistors. The reason for this behavior is the substantial influence of the second-order effects
on the short transistor and NMOS transistors in general.

Furthermore, we will present the calculation results of the ∂2ID
∂V2

S

(gms2) as a function of the

inversion coefficient, for different bias conditions and at the end we will discuss how gms2 is
affected by channel length scaling, second-order effects, level of inversion and different bias
conditions.
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• gms2 vs. IC

VG = 0.2V, VD = 1V, VB = 0V

VG = 0.5V, VD = 1V, VB = 0V

VG = 0.8V, VD = 1V, VB = 0V

(a) NMOS (b) PMOS

Figure 4.5.4: Measured values of ∂2ID
∂V 2

S

(gms2) as a function of the inversion coefficient

(IC) for various bias conditions.(a)NMOS (b)PMOS

By examining Fig. 4.5.4, we can observe that the maximum value of gms2 occurs between the
high moderate inversion and low strong inversion region depending on the channel length and
gate voltage value. Additionally, by comparing the results for different gate lengths we can
observe that NMOS short channel transistors undergo a more sudden decrease when entering
into the deep S.I compared to the other transistors. The reason for this behavior is the influence
of the second-order effects on the short-transistor as these were analyzed previously.

Finally, we will present the measured values of ∂3ID
∂V3

S

(gms3) as a function of the inversion

coefficient, for different bias conditions and at the end we will discuss how gms3 is affected by
channel length scaling, the level of inversion and the bias conditions.

• gms3 vs. IC
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VG = 0.2V, VD = 1V, VB = 0V

VG = 0.5V, VD = 1V, VB = 0V

VG = 0.8V, VD = 1V, VB = 0V

(a) NMOS (b) PMOS

Figure 4.5.5: Measured values of ∂3ID
∂V 3

S

(gms3) as a function of the inversion coefficient

(IC) for various bias conditions.(a)NMOS (b)PMOS

By examining Fig. 4.5.5, we can observe that the maximum value of gms3 occurs between the
high moderate inversion or low strong inversion region depending on the channel length and
gate voltage value. For low gate voltage values, one local minimum exists. However, the
increase of VG has a substantial effect on gm3 as it seems to lead in more than one local minima.
Additionally, we must note that short-channel transistors suffer more from non-linearities as
the gms3 is greater than on other transistors.

4.6 Calculation of Figure of Merits

Depending on the application, different quality criteria must be fulfilled. For example, the
quality of an amplifier can be characterized by a number of specifications, usually referred as
Figures of Merit (FOMs), a number of which are listed below :

• Gain
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• Efficiency

• Linearity

• Noise

• Output dynamic range

• Overshoot

• Stability

For each quality factor, various Figure of Merits have been proposed [ ]. In this thesis we
consider Linearity and Intrinsic Voltage Gain as the FoMs’ under investigation.

4.6.1 Intrinsic Voltage Gain

Gain is a measure of the ability of a circuit (often an amplifier) to increase the power or
the amplitude of a signal from the input to the output. Taking into consideration that the
transistors are the main components of an amplifier we can conclude that a designer would
definitely desire the maximum voltage gain of each transistor. For this purpose, the Intrinsic
Voltage Gain is written as

AV i =
gm

gds
(4.35)

which describes the transistor’s maximum voltage gain and as a consequence is a very important
FOM in analog circuit design. By observing Eq. 4.35 we come to the conclusion that AV i would
be affected by the same second-order effects that affect gate and output transconductance and
are strongly related to the inversion coefficient (IC), the bias conditions and the channel length
scaling.

In the following figure we present the calculation results of the Intrinsic Voltage Gain for both
NMOS and PMOS devices operating in saturation.

• AVi vs. IC

(a) NMOS
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(b) PMOS

Figure 4.6.1: Intrinsic Voltage Gain as a function of the inversion coefficient (IC),
VG = 200mV, ..., 1.2V with step size 200mV, VD = 1V , VS = 0V , VB =
0V .(a)NMOS (b)PMOS

By carefully examining Figure 4.6.1 important conclusions can be drawn. First of all, we
notice the dependence of the intrinsic voltage gain on the channel length scaling and level of
inversion. More specifically, AVi undergoes a significant decrease as we move from M.I to S.I
region. Second-order effects such as VFMR and velocity saturation are the main causes for this
behavior. As a result, a circuit designer should consciously choose moderate inversion region
where the gain is maximum. Finally, we must notice that PMOS transistors up to 1um channel
length provide significantly bigger intrinsic voltage gain when compared to the NMOS.

4.6.2 Linearity Figure of Merits

As we already noted in Chapter 3, depending on the application and the calculation method,
different linearity FOMs have been derived. We referred to the IP3 is a reliable and simple
metric for a direct evaluation of RF linearity. However, a variation of the IP3 called Voltage
Third Intercept Point (VIP3) has been proposed[19] and can be calculated directly from
the DC measurements.

In the following subsection, we define the VIP3 and we present the calculation results for both
NMOS and PMOS devices. At the end, we discuss how the channel length L influences the
linearity based on the VIP3 calculation results.

4.6.2.1 Voltage Third Intercept Point

The Voltage Third Intercept Point is defined as:

V IP3 =

√

24 · gm
gm3

(4.36)

Here gm is the gate transconductance and gm3 is the third-order derivative of the drain current
with respect to the gate terminal, i.e ∂3Id

∂V 3

G

; both calculated using the integrated derivative

function of IC-CAP 2008. VIP3 is the extrapolated input gate bias at which 1st and 3rd-order
amplitudes of the drain current are equal. We must note that for low-distortion operation
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VIP3 should be as high as possible.

In the following figure we present the calculated results of the VIP3 as a function of the Inversion
Coefficient:

• VIP3 vs. IC

(a) NMOS

(b) PMOS

Figure 4.6.2: Voltage Third Intercept Point (VIP3) as a function of the inversion
coefficient (IC), VD = 1V , VS = 0V , VB = 0V . (a)NMOS (b)PMOS

In general, with increasing gate bias, VIP3 increases to a maximum value (i.e gm3 = 0) followed
by a local minimum. With decreasing channel length the maximum in VIP3 shifts to lower
VGS and its local minimum decreases. However, by observing Fig. 4.6.2, we notice that at the
point where VIP3 reaches the maximum value, it becomes zero. The reason for this, is that
gm3 in modern CMOS technologies seems to become zero after a certain voltage gate value. As
a result, modifications should be made to the VIP3 calculation formula, if possible. However,
even though we cannot have a detailed view on all inversion regions, the above mentioned
inaccuracy does not make VIP3 an irrelevant figure of merit. On the contrary, we can observe
that the highest possible linearity is achieved between high moderate and low strong inversion
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region depending on the channel length, which could be a major advantage considering that
with the channel length scaling, gate bias conditions around threshold voltage will become
more common place, implying that MOS transistors will be used principally in the moderate
inversion. Finally, as far as the NMOS results are concerned, we can observe that by decreasing
the channel length, the local minimum of the transistor with channel length 1um increases
instead of decreasing. This inaccuracy does not cancel the importance of VIP3 as a linearity
figure of merit.



40 CHAPTER 4. THEORETICAL MODEL AND EXPERIMENTAL PROCEDURE



Chapter 5

Simulation Results and Discussion

The growth of circuit complexity has made indispensable the use of computer-aided simulation
tools, the so called circuit simulators. These simulators use mathematical models for the quan-
titive description of the terminal behavior of the circuit elements allowing the circuit designer
to predict and optimize the circuit behavior before the circuit is realized in silicon. The above
mentioned models are often referred to as compact models. The success of a circuit simulator
depends not only on the accuracy of the compact models used, but also on the efficiency, i.e
the simulation time.

We can categorize the type of compact mosfet models based on the nature of the equations they
use to simulate the behavior of the transistor. First of all, we have the physics-based models
which use analytical expressions that have been derived directly from the device physics. An-
other category are the empirical models of which the relations are of a curve fitting nature and
finally, the table look-up models where the characteristics are reconstructed via the measured
data. The majority of the compact models used in circuit simulators are physics-based models
because they make use of important physical parameters which obey well-defined geometrical
and temperature scaling rules and allow statistical modeling.

More specifically, a good MOSFET model should satisfy the following criteria:

• An accurate prediction of the I-V characteristics and a fulfillment of the charge conserva-
tion principle.

• A good description of non quasi-static operation.

• An accurate prediction of both white and 1/f noise.

• An accurate description of all small-signal quantities: transconductance gm = ∂ID
∂V GS

,

conductance gd =
∂ID

∂V DS
, substrate transconductance gb =

∂ID
∂V SB

and all capacitances.

• Fulfillment of the above criteria over a large range of bias conditions, device geometries
and temperature values.

• The model uses one parameter set which contains as few parameters as possible, is com-
pletely scalable and can be obtained using an efficient parameter extraction method.

• An accurate description of distortion behavior.

41
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5.1 EKV3 Model

The EKV3 model is a compact mosfet model designed in order to have ease of parameter
extraction, computational efficiency and an insight look into the device behavior. More specif-
ically, EKV3 is a charged-based model which first calculates the dependency of the density Qi

of induced mobile charge on the voltages applied to the transistor. Then, it relies on Qi, and
on its particular values QiS and QiD at the source and drain ends of the channel, to calculate
the drain current and to model all aspects of the device behavior.

The natural effects that occur inside the MOSFET are determined using a number of param-
eters, related to the technology used for the construction and the materials used. The total of
the parameters can be divided into two subtotals: those that refer to the instance parameters
of the transistor (gate width and length, number of fingers in a multi-finger transistor etc.),
defined by the circuit designer, and those that are independent of specific dimensions, not de-
fined by the designer and extracted through a wide range of measurements.

Although EKV3 model, has the fewest parameters to extract, comparatively to other models,
lots of phenomena that influence parameters’ optimal value exist making this procedure a quite
hard task. However, an analytical methodology which summarizes and simplifies the extraction
procedure with respect to the MOSFET physics has been proposed [20].

5.2 Evaluation of the EKV3 MOSFET model

The purpose of a good model is to predict accurately a transistor’s behavior of a specific
technology under all conditions and independently of structural characteristics of the transistor
such as width, length and number of fingers. Our thesis is focused on the investigation of the
nonlinearities, so a good MOSFET model should not only predict the I-V characteristics, but
also predict the higher-order derivatives of the drain current which are the dominant sources of
the non-linear behavior.

In the following table, we present the Devices Under Test (DUT) for the evaluation of the
EKV3 MOSFET model.

DUT Width Length Number of Fingers

NMOS\PMOS

10u 10u 1
10u 4u 1
10u 1u 1
10u 110n 1

Figure 5.2.1: DUTs for evaluation of EKV3 MOSFET model

5.2.1 Linear Region

Even though our measurements were focused mainly in saturation region, we present above
some indicative figures associated with the linear operation of the MOSFET.
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• ID vs. VG

– NMOS(Linear scale)

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.2: Measurement and simulation with EKV3.0 for ID versus VG,
VG = −300mV,−270mV, ..., 1.2V, VS = 0V, VD = 50mV, VB =
−80mV,−60mV, ..., 0.2V . NMOS transistor, Nf = 1.

– PMOS(Linear scale)

W/L = 10/10um W/L = 10/4um

Figure 5.2.3: Measurement and simulation with EKV3.0 for ID versus VG,
−VG = −300mV,−270mV, ..., 1.2V, VS = 0V,−VD = 50mV, VB =
−80mV,−60mV, ..., 0.2V . PMOS transistor, Nf = 1. (Cont.)
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W/L = 10/1um W/L = 10/0.11um

Figure 5.2.4: Measurement and simulation with EKV3.0 for ID versus VG,
−VG = −300mV,−270mV, ..., 1.2V, VS = 0V,−VD = 50mV, VB =
−80mV,−60mV, ..., 0.2V . PMOS transistor, Nf = 1.

• gm vs. VG

– NMOS

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.5: Measurement and simulation with EKV3.0 for ∂ID
∂VG

(gm) versus VG,
VG = −300mV,−270mV, ..., 1.2V, VS = 0V, VD = 50mV, VB =
−80mV,−60mV, ..., 0.2V . NMOS transistor, Nf = 1.
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– PMOS

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.6: Measurement and simulation with EKV3.0 for ∂ID
∂VG

(gm) versus VG,
−VG = −300mV,−270mV, ..., 1.2V, VS = 0V,−VD = 50mV, VB =
−80mV,−60mV, ..., 0.2V . PMOS transistor, Nf = 1.

• gm2 vs. VG

– NMOS

W/L = 10/10um W/L = 10/4um

Figure 5.2.7: Measurement and simulation with EKV3.0 for ∂2ID
∂V 2

G

(gm2) versus

VG, VG = −300mV,−270mV, ..., 1.2V, VS = 0V, VD = 50mV, VB =
−80mV,−60mV, ..., 0.2V . NMOS transistor, Nf = 1. (Cont.)
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W/L = 10/1um W/L = 10/0.11um

Figure 5.2.8: Measurement and simulation with EKV3.0 for ∂2ID
∂V 2

G

(gm2) versus

VG, VG = −300mV,−270mV, ..., 1.2V, VS = 0V, VD = 50mV, VB =
−80mV,−60mV, ..., 0.2V . NMOS transistor, Nf = 1.

– PMOS

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.9: Measurement and simulation with EKV3.0 for ∂2ID
∂V 2

G

(gm2) versus VG,

−VG = −300mV,−270mV, ..., 1.2V, VS = 0V,−VD = 50mV, VB =
−80mV,−60mV, ..., 0.2V . PMOS transistor, Nf = 1.

• gm3 vs. VG
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– NMOS

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.10: Measurement and simulation with EKV3.0 for ∂3ID
∂V 3

G

(gm3) versus

VG, VG = −300mV,−270mV, ..., 1.2V, VS = 0V, VD = 50mV, VB =
−80mV,−60mV, ..., 0.2V . NMOS transistor, Nf = 1.

– PMOS

W/L = 10/10um W/L = 10/4um

Figure 5.2.11: Measurement and simulation with EKV3.0 for ∂3ID
∂V 3

G

(gm3) versus VG,

−VG = −300mV,−270mV, ..., 1.2V, VS = 0V,−VD = 50mV, VB =
−80mV,−60mV, ..., 0.2V . PMOS transistor, Nf = 1. (Cont.)
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W/L = 10/1um W/L = 10/0.11um

Figure 5.2.12: Measurement and simulation with EKV3.0 for gm3 versus VG,
−VG = −300mV,−270mV, ..., 1.2V, VS = 0V,−VD = 50mV, VB =
−80mV,−60mV, ..., 0.2V . PMOS transistor, Nf = 1.

In this subsection we focused on the higher-order derivatives of the drain current (ID) in the
ohmic region, with respect to the gate voltage and we presented the results for both NMOS
and PMOS devices for a number of representative gate lengths.

For the long channel n-type MOS transistor (L = 10um) where the series resistance effects are
negligible and the derivatives are mainly determined by mobility degradation, we notice that
EKV3.0 is very accurate. More specifically, our model predicts the peaks of gm, gm2 and gm3,
nevertheless some adjustments should be made to have a perfect matching. As far as the PMOS
transistor is concerned, we notice that we have better results than the n-type transistor and
the model predicts more accurately the higher-order derivatives for all range of gate voltages.

As we move to semi-short and short channel devices, the effect of series resistance dominates
the effect of mobility degradation. The higher-order terms of the drain current are increasing
significantly, but the general behavior of these terms does not change very much with decreasing
channel length L. As a result, the EKV3.0 model describes quite well their behavior but for the
short channel device (L=0.11um) the model predicts higher values for these orders. As a result,
improvements should be made to fit accurately all higher-order terms for all gate lengths and
a wide range of gate voltages.

5.2.2 Saturation

The behavior of a single transistor is determined by the higher-order derivatives of the drain
current ID with respect to any terminal, so in this section we will present the results of the
higher-order terms with respect to gate, source and drain terminals in saturation region. As we
noted in Chapter 3, the output conductance also has a dependence in the operation point as
well as frequency, hence introduce further nonlinearities. A good prediction of the gds, gds2 and
gds3 is very important because often the load device in an amplifier is often a drain terminal
driven MOSFET operating in saturation.

• ID vs. VG
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– NMOS(Linear scale)

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.13: Measurement and simulation with EKV3.0 for ID versus VG, VG =
−300mV,−270mV, ..., 1.2V, VS = −200mV, ..., 0.6V, VD = 1V, VB =
0V . NMOS transistor, Nf = 1.

– PMOS(Linear scale)

W/L = 10/10um W/L = 10/4um

Figure 5.2.14: Measurement and simulation with EKV3.0 for ID versus VG,
−VG = −300mV,−270mV, ..., 1.2V,−VS = −200mV, ..., 0.6V,−VD =
1V,−VB = 0V . PMOS transistor, Nf = 1. (Cont.)
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W/L = 10/1um W/L = 10/0.11um

Figure 5.2.15: Measurement and simulation with EKV3.0 for ID versus VG,
−VG = −300mV,−270mV, ..., 1.2V,−VS = −200mV, ..., 0.6V,−VD =
1V,−VB = 0V . PMOS transistor, Nf = 1.

• gm vs. VG

– NMOS

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.16: Measurement and simulation with EKV3.0 for ∂ID
∂VG

(gm) versus VG,
VG = −300mV,−270mV, ..., 1.2V, VS = −200mV, ..., 0.6V, VD =
1V, VB = 0V . NMOS transistor, Nf = 1.
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– PMOS

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.17: Measurement and simulation with EKV3.0 for ∂ID
∂VG

(gm) versus VG,
−VG = −300mV,−270mV, ..., 1.2V,−VS = −200mV, ..., 0.6V,−VD =
1V,−VB = 0V . PMOS transistor, Nf = 1.

• gm2 vs. VG

– NMOS

W/L = 10/10um W/L = 10/4um

Figure 5.2.18: Measurement and simulation with EKV3.0 for ∂2ID
∂V 2

G

(gm2) versus

VG, VG = −300mV,−270mV, ..., 1.2V, VS = −200mV, ..., 0.6V, VD =
1V, VB = 0V . NMOS transistor, Nf = 1. (Cont.)
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W/L = 10/1um W/L = 10/0.11um

Figure 5.2.19: Measurement and simulation with EKV3.0 for ∂2ID
∂V 2

G

(gm2) versus

VG, VG = −300mV,−270mV, ..., 1.2V, VS = −200mV, ..., 0.6V, VD =
1V, VB = 0V . NMOS transistor, Nf = 1.

– PMOS

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.20: Measurement and simulation with EKV3.0 for ∂2ID
∂V 2

G

(gm2) versus VG,

−VG = −300mV,−270mV, ..., 1.2V,−VS = −200mV, ..., 0.6V,−VD =
1V,−VB = 0V . PMOS transistor, Nf = 1.

• gm3 vs. VG
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– NMOS

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.21: Measurement and simulation with EKV3.0 for ∂3ID
∂V 3

G

(gm3) versus

VG, VG = −300mV,−270mV, ..., 1.2V, VS = −200mV, ..., 0.6V, VD =
1V, VB = 0V . NMOS transistor, Nf = 1.

– PMOS

W/L = 10/10um W/L = 10/4um

Figure 5.2.22: Measurement and simulation with EKV3.0 for ∂3ID
∂V 3

G

(gm3) versus VG,

−VG = −300mV,−270mV, ..., 1.2V,−VS = −200mV, ..., 0.6V,−VD =
1V,−VB = 0V . PMOS transistor, Nf = 1. (Cont.)
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W/L = 10/1um W/L = 10/0.11um

Figure 5.2.23: Measurement and simulation with EKV3.0 for ∂3ID
∂V 3

G

(gm3) versus VG,

−VG = −300mV,−270mV, ..., 1.2V,−VS = −200mV, ..., 0.6V,−VD =
1V,−VB = 0V . PMOS transistor, Nf = 1.

Until now, we focused on the higher-order derivatives of the drain current (ID) in saturation
region, with respect to the gate voltage and we presented the results for both NMOS and PMOS
devices for various representative gate lengths.

Second-order effects such as velocity saturation, Vertical Field Mobility Reduction (VFMR)
and shallow Trench isolation (STI) usually affect the gate transconductance (gm). These effects
are mainly noticeable in strong inversion and usually affect short channel transistors. However,
for the purposes of this thesis the simulation results that were presented above are completely
satisfactory.

More specifically, for DUT’s with gate length 10um and 4um, the EKV 3.0 model pre-
dicts accurately all higher-order derivatives of the drain current. Nevertheless, improvements
should be made for better fitting of gm, gm2 and gm3 for both NMOS and PMOS devices of gate
length 4um. As the gate length becomes shorter, the second-order effects become obvious. The
EKV3.0 model predicts the peaks of the transistor with channel length 1um, but the higher-
order derivatives are not yet modeled very well. Finally, from the short channel transistor
simulation results, i.e 0.11um, we can observe that our model has a very good performance,
although improvements should be made to fit accurately gm2 and the negative values of gm3.

Although, the harmonic distortion can be studied with an excitation on any of the MOSFET
terminals, in practice setups with excitation on either gate (G) or drain (D) terminals are
commonly used[21]. However, a good model should also fit correctly the drain current and its
derivatives with respect to the source (S) terminal as well. Hence, we continue by presenting
the measured and simulated results of the high-order terms of the drain current with respect
to the source terminal where we illustrate the excellent capabilities of the EKVMOSFET model.

• ID vs. VS
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– NMOS

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.24: Measurement and simulation with EKV3.0 for ID versus VS,
VS = −300mV,−270mV, ..., 0.9V, VG = 200mV, 350mV, ..., 0.8V, VD =
1V, VB = 0V . NMOS transistor, Nf = 1.

– PMOS

W/L = 10/10um W/L = 10/4um

Figure 5.2.25: Measurement and simulation with EKV3.0 for ID versus VS,
VS = −300mV,−270mV, ..., 0.9V, VG = 200mV, 350mV, ..., 0.8V, VD =
1V, VB = 0V . PMOS transistor, Nf = 1. (Cont.)
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W/L = 10/1um W/L = 10/0.11um

Figure 5.2.26: Measurement and simulation with EKV3.0 for ID versus VS, −VS =
−300mV,−270mV, ..., 0.9V,−VG = 200mV, 350mV, ..., 0.8V,−VD =
1V, VB = 0V . PMOS transistor, Nf = 1.

• gms vs. VS

– NMOS

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.27: Measurement and simulation with EKV3.0 for ∂ID
∂VS

(gms) versus VS,
VS = −300mV,−270mV, ..., 0.9V, VG = 200mV, 350mV, ..., 0.8V, VD =
1V, VB = 0V . NMOS transistor, Nf = 1.
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– PMOS

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.28: Measurement and simulation with EKV3.0 for ∂ID
∂VS

(gms) versus VS, −VS =
−300mV,−270mV, ..., 0.9V,−VG = 200mV, 350mV, ..., 0.8V,−VD =
1V, VB = 0V . PMOS transistor, Nf = 1.

• gms2 vs. VS

– NMOS

W/L = 10/10um W/L = 10/4um

Figure 5.2.29: Measurement and simulation with EKV3.0 for ∂2ID
∂V 2

S

(gms2) versus VS,

VS = −300mV,−270mV, ..., 0.9V, VG = 200mV, 350mV, ..., 0.8V, VD =
1V, VB = 0V . NMOS transistor, Nf = 1. (Cont.)
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W/L = 10/1um W/L = 10/0.11um

Figure 5.2.30: Measurement and simulation with EKV3.0 for ∂2ID
∂V 2

S

(gms2) versus VS,

VS = −300mV,−270mV, ..., 0.9V, VG = 200mV, 350mV, ..., 0.8V, VD =
1V, VB = 0V . NMOS transistor, Nf = 1.

– PMOS

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.31: Measurement and simulation with EKV3.0 for ∂2ID
∂V 2

S

versus VS, −VS =

−300mV,−270mV, ..., 0.9V,−VG = 200mV, 350mV, ..., 0.8V,−VD =
1V, VB = 0V . PMOS transistor, Nf = 1.



5.2. EVALUATION OF THE EKV3 MOSFET MODEL 59

• gms3 vs. VS

– NMOS

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.32: Measurement and simulation with EKV3.0 for ∂3ID
∂V 3

S

(gms3) versus VS,

VS = −300mV,−270mV, ..., 0.9V, VG = 200mV, 350mV, ..., 0.8V, VD =
1V, VB = 0V . NMOS transistor, Nf = 1.

– PMOS

W/L = 10/10um W/L = 10/4um

Figure 5.2.33: Measurement and simulation with EKV3.0 for ∂3ID
∂V 3

S

(gms3)

versus VS, −VS = −300mV,−270mV, ..., 0.9V,−VG =
200mV, 350mV, ..., 0.8V,−VD = 1V, VB = 0V . PMOS transistor,
Nf = 1. (Cont.)
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W/L = 10/1um W/L = 10/0.11um

Figure 5.2.34: Measurement and simulation with EKV3.0 for ∂3ID
∂V 3

S

(gms3)

versus VS, −VS = −300mV,−270mV, ..., 0.9V,−VG =
200mV, 350mV, ..., 0.8V,−VD = 1V, VB = 0V . PMOS transistor,
Nf = 1.

In Section 4.5 we mentioned that the source transconductance is affected by the same second-
order effects which affect the gate and bulk transconductance (i.e velocity saturation, VFMR
and STI).These effects are mainly noticeable in strong inversion and usually affect short channel
transistors. For the purposes of this thesis the simulation results that were presented above are
completely satisfactory.

More specifically, for DUT’s with channel length 10um and 4um, the EKV 3.0 model predicts
quite accurately all high-order derivatives of the drain current. Nevertheless, improvements
should be made for better fitting of gms, gms2 and gms3 for both NMOS and PMOS devices of
gate length 4um. As the gate length becomes shorter, the second-order effects become more
obvious. The EKV3.0 model predicts the peaks of the transistor with channel length 1um,
but the higher-order derivatives are not yet modeled very well. Finally, from the short channel
transistor results, i.e 0.11um, we can observe that our model has a very good performance,
although improvements should be made to fit accurately gms2 and the negative values of gms3.

In Chapter 3, we paid special attention to the drain induced non-linearities. Thus, it is of great
importance a good MOSFET model to accurately fit the high-order derivatives of the drain
current with respect to the drain terminal. However, measurements of especially third-order
derivative of the drain current (i.e gds3) are extremely sensitive and prone to measurement
noise-particularly for gds3 in saturation-which make them impractical when derived from DC
measurements; they are therefore not shown here. As a result the correct modeling of these
high-order terms is a challenging task. Nonetheless, in the following figures we present the
measured and simulated results of up to gds2.
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• ID vs. VD

– NMOS

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.35: Measurement and simulation with EKV3.0 for ID versus VD, VD =
30mV, ..., 1.2mV, VG = 200mV, ..., 1.2V, VS = 0V, VB = 0V . NMOS
transistor, Nf = 1.

– PMOS

W/L = 10/10um W/L = 10/4um

Figure 5.2.36: Measurement and simulation with EKV3.0 for ID versus VD, −VD =
30mV, ..., 1.2mV,−VG = 200mV, ..., 1.2V,−VS = 0V,−VB = 0V .
PMOS transistor, Nf = 1. (Cont.)
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W/L = 10/1um W/L = 10/0.11um

Figure 5.2.37: Measurement and simulation with EKV3.0 for ID versus VD, −VD =
30mV, ..., 1.2mV,−VG = 200mV, ..., 1.2V,−VS = 0V,−VB = 0V .
PMOS transistor, Nf = 1.

• gds vs. VD

– NMOS

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.38: Measurement and simulation with EKV3.0 for ∂ID
∂VD

(gds) versus VD,
VD = 30mV, ..., 1.2mV, VG = 200mV, ..., 1.2V, VS = 0V, VB = 0V .
NMOS transistor, Nf = 1.
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– PMOS

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.39: Measurement and simulation with EKV3.0 for ∂ID
∂VD

(gds) versus VD,
−VD = 30mV, ..., 1.2mV,−VG = 200mV, ..., 1.2V,−VS = 0V,−VB =
0V . PMOS transistor, Nf = 1.

• gds2 vs. ID

– NMOS

W/L = 10/10um W/L = 10/4um

Figure 5.2.40: Measurement and simulation with EKV3.0 for ∂2ID
∂V 2

D

(gds2) versus VD,

VD = 30mV, ..., 1.2mV, VG = 200mV, ..., 1.2V, VS = 0V, VB = 0V .
NMOS transistor, Nf = 1. (Cont)
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W/L = 10/1um W/L = 10/0.11um

Figure 5.2.41: Measurement and simulation with EKV3.0 for ∂2ID
∂V 2

D

(gds2) versus VD,

VD = 30mV, ..., 1.2mV, VG = 200mV, ..., 1.2V, VS = 0V, VB = 0V .
NMOS transistor, Nf = 1.

– PMOS

W/L = 10/10um W/L = 10/4um

W/L = 10/1um W/L = 10/0.11um

Figure 5.2.42: Measurement and simulation with EKV3.0 for ∂2ID
∂V 2

D

(gds2) versus VD,

−VD = 30mV, ..., 1.2mV,−VG = 200mV, ..., 1.2V,−VS = 0V,−VB =
0V . PMOS transistor, Nf = 1.

In general, drain induced non-linearities of a MOSFET is mainly determined by velocity satu-
ration in the ohmic region and channel length modulation in the saturation region. In order to
predict the non-linear behavior an accurate description of the above-mentioned physical effects
must be implemented in the drain current expression. Apart from this, for correct output con-
ductance modeling in saturation, static feedback has to be incorporated in a MOS model.
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From the above figures, we can observe that the EKV3.0 model fits very accurately the drain
current for a wide range of channel lengths, drain and gate voltage values. As far as the output
conductance (i.e gds) is concerned, our model illustrates a satisfactory behavior. Finally, fur-
ther improvements should be made in order the EKV model to predict accurately the second
derivative of the drain current(gds2) .
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Chapter 6

Conclusion and Future Work

This thesis dealt with the investigation of the non-linearities in MOS transistors. With the
growing importance of analog applications in CMOS technology, the demands for circuit design
regarding subjects such as signal-to-noise ratio and linearity become more and more stringent.
For a correct modeling of the non-linear behavior of a MOS transistor, not only an accu-
rate description of I-V, Q-V and the corresponding first-order derivatives (transconductance,
conductance and capacitances) is essential but also a precise description of the higher-order
derivatives of the drain current with respect to any terminal, especially gate and drain termi-
nals. Many contemporary MOSFET models struggle to predict these higher-orders of the drain
current because of an inaccurate modeling and incorporation of the second-order effects to the
model’s equations. Since an accurate description of the DC behavior is a prerequisite for a
good high-frequency behavior, this thesis focused on the DC behavior of MOS transistors. The
investigation and modeling of the non-linear sources of the MOSFET’s AC behavior is reserved
for future work.

A small-signal analysis was attempted for the calculation of the normalized gate and source
transconductances. Since the gate transconductance and its higher-order derivatives of the
drain current are considered to be one of the main causes of the MOSFETs non-linear be-
havior, special attention was paid to the experimental results and the second-order effects.
Furthermore, the Inversion Coefficient (IC) was used as a criterion for the distinction of the
levels of inversion, giving an insight look on how these high-order are affected due to the level
of inversion, the channel length and the different bias conditions. Finally, we attempted a
discussion of the experimental results by a design perspective since we came to the conclusion
that between high moderate and low strong inversion regions should be the most preferable for
low distortion operation.

In Chapter 5, we provided an overview of the basic principles of the EKV MOSFET model.
EKV is an analytical model based on charge sheet theory using relatively small number of
parameters with the use of simple equations. EKV3 incorporates all the modern phenomena
that appear in modern submicron technologies. Additionally, we presented the measured and
simulated results of the EKV3.0 MOSFET model which illustrate its excellent capabilities to
fit accurately the I-V characteristics for a set of representative transistor gate lengths. Further-
more, the evaluation results prove the accurate prediction of the gate induced non-linearities
especially for long and semi-short transistors; though improvements should be made for short
transistors. As far as the drain induced non-linearities are concerned, simulation results show
that the EKV model has the potential to accurately predict the non-linear behavior.
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6.1 Future Work

In this thesis we presented the measured and simulated results for a representative number of
same width and number of fingers (NFs) transistors which were shown in Fig. 4.4.1. However,
for the same bias conditions which were mentioned in Chapter 4, measurements were also
performed on the following DUTs:

Table 6.1: DUT’s shorted by Number of Fingers

DUT Width Length Number of Fingers
NMOS\PMOS 2u 1u 1

2u 5u 1
5.2u 180n 2
5.2u 140n 2
5.2u 110n 2
2.5u 180n 2
2.5u 140n 2
2.5u 110n 2
1.2u 180n 2
1.2u 140n 2
1.2u 110n 2
5.2u 180n 4
5.2u 140n 4
5.2u 110n 4
5.2u 180n 6
5.2u 140n 6
5.2u 110n 6
5.2u 180n 12
5.2u 140n 12
5.2u 110n 12
5.2u 180n 24
5.2u 140n 24
5.2u 110n 24

For the above mentioned DUTs, we calculated up to the 3rd derivative of the drain current
with respect to the gate, source and drain terminal. In the future it would be interesting to
study how these high-order derivatives vary as a function of the transistor’s dimensions and
NFs. Additionally, with the downscaling of modern CMOS transistors, an evaluation of the
EKV3 MOSFET model would be mandatory.

Furthermore, it would be interesting to investigate the AC non-linear behavior by making a low
frequency measurement setup (up to 50 MHz) and extract the relevant parameters of the EKV3
model. Finally, RF measurements, where not only the gate and drain induced non-linearities
are dominant, but also parasitic elements (capacitances etc.) play an important role, would be
desirable.



Appendix

The equipment we used to perform the measurements was the following:

• PC with IC-CAP 2008 installed

• AGILENT USB/GPIB Interface

• AGILENT 4142B DC Analyzer

• SUMMIT 10600 Thermal Probe Station

• Wafer

• TRIAX cables

The measurements were performed on a 110nm CMOS technology covering both RF NMOS
and PMOS transistors. The procedure we followed is presented in the following diagram.

Figure 6.1.1: Measurement Setup

The computer was connected through a USB 2.0 cable to an AGILENT USB/GPIB Interface
which was attached to the DC Analyzer HP4142B Modular DC Source Monitor. The USB/G-
PIB Interface was responsible to apply the bias conditions which were defined on the IC-CAP
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2008 software, to the DC Analyzer. The latter was responsible to apply these bias conditions
through the SMUs to the SUMMIT 10600 Thermal Probe Station where the wafer was located.
By the reverse procedure, the results(drain current) were presented in our computer where we
were able to perform our calculations (transconductance, derivatives of the drain current etc.)
and the simulation using the EKV3.0 model.
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