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Image annotation is the process by which a computer system or a human
assigns metadata (e.g., a caption) to a digital image.It is used in image retrieval
systems to organize and locate images of interest from a database.The use of
ontologies in image annotation is meant to make the assigned metadata consep-
tually motivated i.e that can be used to express the intended meaning of things,
and not just words as textual strings.In this work , we present a complete frame-
work that is capable of manual and automatic image annotation for a domain
speci�ed by an ontology.In order to make succesfull recognition of the image's
class,we use the LIRE library and machine learning with decision trees.In the
next paragraph ,we present the key points of our work.

First,an ontology is created that contains all the information that describe
the domain of interest(for example in our domain speci�c example, we cre-
ate a dog's ontology) .Then ,using LIRE library, we extract a set of low level
characteristics and assign them to each respective class of the ontology.Image
annotation is implemented as a retrieval process by comparing vectors of low-
level descriptors extracted from the input (unkown) image and representative
images of each class in the ontology respectively.Two similarity measures are
used to compute the similarity between the unknown image and representative
images of each class in the ontology :LIRE similarity measure which is a sum
of the LIRE descriptors and DOGi similarity measure which is a weighted sim-
ilarity measure of LIRE features measure with weights determined by decision
trees.The result image list is ranked by decreasing similarity to the uknown im-
age.Several ranking methods are used,inlcuding AVR(Average Retrieval Rank) ,
to estimate the semantic category where the image belong to (i.e.,the unknown
image is assigned a class which is computed by voting among the top ranked
retrieved images from the ontology).Finally,Annotation in MPEG-7 format ,for
the class selected, is generated and stored in the exif metadata tags of the input
image.The experimental results demonstrate that approximately 75-80% (de-
pending on similarity and ranking method ) of the input images are correctly
annotated . Experiments and evaluations were performed with the developed
application DOGi implementing the above ideas..DOGi works with an image
dataset consisting of 360 images of dogs belonging to 40 dog breeds
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Chapter 1

Intoduction

1.1 Motivation

Nowadays,content based image retieval (CBIR) is gaining ground over text-
based or �eld-based image retrieval."Content-based" means that the search will
analyze the actual contents of the image rather than the metadata such as key-
words, tags, and/or descriptions associated with the image. The term 'content'
in this context might refer to colors, shapes, textures, or any other information
that can be derived from the image itself.In Figure 1.1 ,you can see a typical
CBIR system.

Figure 1.1: Diagram for content-based image retrieval (CBIR) system

CBIR is desirable because most web based image search engines rely purely
on metadata and this produces a lot of not related images in the results. Also
having humans manually enter keywords for images in a large database can be
ine�cient, expensive and may not capture every keyword that describes the
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CHAPTER 1. INTODUCTION

image. Thus a system that can �lter images based on their content would
provide better indexing and return more accurate results.[1]

However, similarity between image features (extracted by image analysis)
does not always correspond to semantic similarity as perceived by humans
through text descriptions.This is referred to as the semantic gap problem [2].
The semantic gap is the lack of coincidence between the information that one
can extract from the visual data and the interpreting that the same data have
for a user in a given situation.A solution to this problem would be the use of
ontologies to enrich low-level features with semantic meanings .This approch is
relatively new, so it is still inaccurate how to associate semantic concepts with
visual features e�ectively and e�ciently.

1.2 Image Annotation

A typical problem in image information systems often occurs when an end-user
is given with one or more images and is asked to assign a description to each
one.This problem is refered as image annotation or image tagging[3].

Image annotation is a process of assigning metadata descriptions in the image
and it is used in image retrieval systems to organize and locate images of interest
from a database.There are two types of image annotation, manual and automatic
image annotation.In manual annotation , a human assigns text descriptions
to each image according to his-her perception.In automatic image annotation
a computer system generates annotations for each image based on a content
based image retrieval model (CBIR).Manual annotation can provide rich image
descriptions, however it is time consuming and thus expensive. On the other
hand, automatic annotation based on automatic feature extraction is relatively
fast and cheap but is not always accurate compared to manual annotation.[4]

In order to improve image annotation , we must analyze the semantics that
describe visual data in an image.In general, the semantics consist of two parts
that describe di�erent aspects of visual data: one part contains the feature de-
scriptions for the image itself (content semantics), and the other comprises of
content descriptions from the human conceptual aspect (concept semantics).In
other words,content semantics describe the low-level characteristics of the image
(color,texture,shape...)while concept semantics refer to the high-level charecter-
istics (who or what is pictured in the image, where it is or when etc.).It is
possible to encapsulate these semantics using an ontology of a speci�c domain.

In this work,we implement automatic image annotation based on automatic
feature extraction to recognize the class of a domain that belongs to an input
image and we use an ontology of that domain to make the annotation structrured
and meaningfull.Image annotation is viewed as an image classi�cation problem:
The system is provided with an unknown image and the problem relates to
assigning a class name to it, that is mapping the unknown image to one of
a number of known classes. The image then inherits the class properties and
annotation of its assigned class.
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CHAPTER 1. INTODUCTION

Figure 1.2: A simple ontology of domain : Animals.You can see the upwards
isa relationships.For example ,Dogs class is connected with Mammals class with
an isa relation...etc.Note that in this example ontology ,only class hierarhies are
provided.

1.3 Ontologies

In computer and information science, an ontology is a formal representation of
knowledge as a set of concepts within a domain, and the relationships between
those concepts[5].A popular de�nition for ontology states:An ontology is a formal
,expicit speci�cation of a shared conceptualization[6].In Figure 1.2 you can see
an ontology (the basic hierarhy only) of the domain: Animals.

Ontologies are used in computer science to facilitate sharing and reuse.They
are very usefull because they give a shared and common understanding of a do-
main that can be communicated between people and application systems.The
basic and most signi�cant role of ontologies in knowledge and software engineer-
ing is to facilitate the construction of a domain model.

In this work, we constructed an ontology with the domain :�dog breeds�.This
ontology consists of 40 semantic classes of dog breeds (border collie,bulldog,german
shepherd...etc.) and each class has it's own property values that are assigned to
(for example , a border collie class has country of origin scotland, has main color
black and white while a german shepherd class has country of origin germany
and has main color black...etc.).Our Ontology of dogs is discussed in detail in
chapter 3.
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CHAPTER 1. INTODUCTION

1.4 LIRE Library

Our CBIR system works using LIRE library[7].The LIRE (Lucene Image RE-
trieval) library provides a simple way to retrieve images and photos based on
their color and texture characteristics. LIRE creates a Lucene index of im-
age features for content based image retrieval.The visual descriptors that our
framework extract and analyze from a raw image are the following:

Color Descriptors:

1.Color Layout Descriptor (CLD)

2.Color Structure Descriptor (CSD)

3.Scalable Color Descriptor (SCD)

4.Auto-Corellogram Descriptor (ACD)

5.Fuzzy-Color Histogram Descriptor (FCHD)

6.Simple-Color Histogram Descriptor (SCHD)

Texture Descriptors:

7.Gabor Descriptor (GD)

8.Tamura Descriptor (TD)

9.Edge Histogram Descriptor (EHD)

Hybrid Descriptors:

10.Color-Edge Directivity Descriptor (CEDD)

11.Fuzzy-Color Texture Histogram Descriptor (FCTHD)

12.Joint CEDD-FCTH Descriptor(JD)

*Note that FCHD and CSD are not part of LIRE library.
All visual descriptors are discussed in detail in Chapter 2
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1.5 Mpeg -7 Annotation and Exif

An annotation can be expressed in many di�erent formats such as: owl, rdf,
xml, mpeg7 to name a few. Standardized Web technologies and XML based de-
scription languages are required in order to achieve interoperapility with other
applications. MPEG- 7 plays an important role towards the standardized enrich-
ment of multimedia with semantics on higher abstraction levels and a related
improvement of query results.It is used as the standard metadata format for
exchanging automatic analysis results[8].

Exchangeable image �le format (Exif) is a speci�cation for the image �le
format used by digital cameras (including smartphones) and scanners. The
speci�cation uses the existing JPEG, TIFF Rev. 6.0, and RIFF WAV �le for-
mats, with the addition of speci�c metadata tags.

In this work,we generate annotations in MPEG-7 format ,by mapping owl
classes and properties(owl is the The Web Ontology Language in which an
ontology is described) to MPEG7.Then, the generated MPEG7 annotation is
saved in the �annotations� metadata Exif tag of the input(unknown) image.

1.6 Related Work

In recent years,a number of notable work dealing with image annotation and
the semantic gap has been presented.

Researches are trying to arrange low-level features to semantic meaningful
categories (keywords) [9].Besides associating features to keywords, another im-
portant source of information is the relationship between semantic labels, often
referred to as semantic ontology. Usually these ontologies provide a multi-layer
tree structure hierarchy description of contents. This enables machines to iden-
tify the low-level feature descriptions for human conceptual items through the
keywords given by users [10]

Other studies proposed a cross-media relevance model in which automatic
image annotation and retrieval is conducted using blobs of image features that
are extracted by clustering techniques.Thus,given a training set of images with
annotations,the probability of generating a word given the blobs in an image is
predicted [11].Also,recent e�orts are trying to arrange visual features to semi-
concepts values. Image annotation in this case is based on semantic inference
rules[12]

Finally,there are researches more close to our approach that are based on
the idea of image annotation using ontologies.Ontologies are used to maintain
keywords along with high-level information for semantic text retrieval purposes.
It is widely accepted that the retrieval of images annotated with keywords may
provide potentially better results[13]. The quality of the retrieved results de-
pends on the amount, quality, and consistency of the metadata associated with
each image [14]. High-level concepts are e�ciently stored and automatically
mapped to visual features or objects which are extracted by various image anal-
ysis techniques [15, 16].
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Our work is based on SIA [17], a semantic image annotation framework.We
used SIA's main principles but we tried to focus on the ontology constuction
and the visual descriptors.We have added �ve more low level descriptors in
order to enhance the content description scheme.We have computed and used
two similarity measures instead of one used in SIA.Also,we have constructed a
more enriched ontology and a better training set( nearly twice training samples
and 9 instances for each semantic category instead of 6 used in SIA).Finally,In
SIA annotations where generated but not stored in actual metadata form.In our
framework,we have managed to store annotations in exif metadata tags of the
annotated image.Our experiments,in chapter 6, show an overall improvement
of the automatic image annotation using our framework instead of SIA.Our
framework managed 95% correct annotation in the �rst 3 answers while SIA
had a nearly 90%.

We have tried to combine the available CBIR techniques described for se-
mantic category estimation and ontologies for the image annotation.Thus,we
have created a framework that bridges the semantic gap created by �content�
based image retrieval.Our research show that this approach can be very e�cient
and usefull when a general content description scheme and descriptive enough
ontology are constructed.
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1.7 Methodology

We propose an intelligent framework for image annotation using ontologies, by
combining the analysis of visual content and the manually contructed description
of image data. High level descriptions and low-level information are e�ciently
stored in an ontology model providing formal descriptions. Low-level features
have their implementation value enabling the ontology being an annotation or
content-based image retrieval system.

The problem of image annotation is treated as a retrieval problem which
is facilitated by two similarity measure schemes on descriptors making the re-
trieval possible, and a voting scheme for computing the semantic category of an
unknown image from the categories of images in the retrieved set. Our system
works in four steps:

Building the Ontology: First step is to build an ontology model for keep-
ing all the necessary information about the images in the database. This includes
both low-level features and concept descriptions. In this work, such concept de-
scriptions are obtained from WordNet and Wikipedia and are provided in the
form of short text descriptions.

Image Similarity: Two similarity measures are computed between im-
ages.LIRE similarity measure is the distances sum of all the descriptors used
while Weigthed similarity measure is the LIRE similarity measure with relative
importance of each low-level feature(color,texture) determined using machine
learning by decision trees. Weights are ranged between [0-1].

Image Retrieval: Given an unknown image, the ontology is searched to
retrieve the images most similar to it. Image matching is implemented using
image content descriptions (color, texture and hybrid features). The similar-
ity measures computed above are used for image similarity. Finally the result
images are ranked in decreasing order of similarity.

Image Annotation: The unknown image is classi�ed into one of known
semantic cat egories. The semantic image category with instances having best
ranks in the retrieved set is chosen. Finally its description is assigned to the
unknown image.
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Figure 1.3 : Snapshot of DOGi in action.In this example,DOGi selected labrador
retriever as the class belonging to the image in the panel.

1.8 DOGi : Dog OntoloGy Image Annotator

We developed the application: DOGi (Dog OntoloGy Image Annotator) capable
of automatically (and manually) annotating images that contain dogs into 40
dog breeds following the principles and ideas of the CBIR system proposed in
this thesis.DOGi is a succesfull example of how a CBIR system can produce
structered and meaningfull descriptions(annotations) using ontologies.

DOGi is a specilization to the general problem of automatic image annota-
tion and uses the ontology with domain:Dogs(discussed in chapter 3). It has
a basic graphic user interface for loading and displaying images , loading and
viewing ontologies to the panel.The user can select a ROI (Region Of Interest),
in which the system performs image retrieval.Then,the user selects a similarity
measure(between LIRE similarity measure and DOGi similarity measure both
discussed in chapter 4) and an annotation method(including AVR).The visual
descriptors of ROI are extracted and compared with the ones of the 360 database
images of the ontology.The class of the annotation method is selected by the
user and it is used to generate a MPEG7 annotation.Finally,the user has the
option to save the annotation in a �le seperately or to save it in the original
image's exif metadata tag: annotations.

All presented experiments and implementations are conducted through DOGi.Figure
1.3 illustrates a snapshot of the DOGi interface .
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1.9 Structure of this thesis

The rest of this thesis is organized as followed:

Chapter 2: Image Content Analysis

The visual descriptors used in this work are discussed

Chapter 3: Ontology construction

The construction of the domain using an Ontology is presented

Chapter 4: Similarity Measures

The similarity measures as well as the normalization techniques used
in our system, are presented

Chapter 5: Annotation

Mapping owl to mpeg7,Mpeg7 annotation and exif are discussed

Chapter 6: Experiments

Experimental including the data set and issues related to the evalu-
ation methodology that has been followed are discussed.

Chapter 7: Conclusion

Summarizes the main achievements of this thesis, discusses results
obtained, and provides suggestions for further work.
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Chapter 2

Image Content Analysis

In this chapter ,we analyze the image content descriptors used by our framework
to perform a succesfull image retrieval.

A descriptor is de�ned as a representation of a feature. A descriptor de�nes
the syntax and semantics of the feature representation. Examples of low-level vi-
sual features include color, shape, motion, and texture. As noted previously,We
use 3 types of descriptors.Color descriptors ,texture descriptors and hybrid de-
scriptors (a combination of color and texture)

2.1 Color Descriptors

Color is the most basic quality of visual content. One of the most recognizable
elements of image content and is the most commonly used feature in image
retrieval because of its invariance with respect to image caling, translation and
rotation. Color features are independent of image size and orientation and can
be used for describing content in still images and video. A good reference on
how color descriptors can be used in image retrieval is [18]

2.1.1 MPEG7 Color Descriptors:

MPEG-7, formally named "Multimedia Content Description Interface", is a
standard for describing the multimedia content data that supports some degree
of interpretation of the information meaning, which can be passed onto, or
accessed by, a device or a computer code.Mpeg7 visual descriptors are often
used for image retrieval[8, 19, 20].

Mpeg-7 supports 4 color descriptors (as shown in the Figure 2.1) : Dominant
Color,Scalable color,colour strucure and color layout.In this work,we do not use
dominant color because of implementation issues.
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CHAPTER 2. IMAGE CONTENT ANALYSIS

Figure 2.1 : MPEG-7 color descriptors

2.1.1.1 Scalable Color Descriptor (SCD)

The Scalable Color Descriptor is a Color Histogram in HSV Color Space, which
is encoded by a Haar transform.Its binary representation is scalable in terms
of bin numbers and bit representation accuracy over a broad range of data
rates. The Scalable Color Descriptor is useful for image-to-image matching and
retrieval based on color feature. Retrieval accuracy increases with the number
of bits used in the representation.

The histogram values are extracted, normalized and non-linearly mapped
into a 4-bit integer representation, giving higher signi�cance to small values.
The Haar transform is applied to the 4-bit integer values across the histogram
bins. The basic unit of the transform consists of a sum operation and a di�erence
operation (see Figure 2.2 (a)), which relate to primitive low pass and high
pass �lters.Summing pairs of adjacent bins is equivalent to the calculation of a
histogram with half number of bins. From the sums of every two adjacent Hue
bin values out of the 256-bin histogram,we get a representation of a 128-bin
histogram with 8 levels in H,4 levels in S and 4 levels in V. If this process is
repeated, the resulting 64, 32 or 16 sum coe�cients from the Haar representation
are equivalent to histograms with 64, 32 or 16 bins.

Table 2.1 shows the equivalent partitioning of the HSV color space for dif-
ferent number of coe�cients of the Haar transform. If an application does not
require the full resolution, limited number of Haar coe�cients may simply be
extracted from a 128, 64 or 32 bin histogram. This would still guarantee in-
teroperability with another representation where all coe�cients were extracted,
but only to the precision of the coe�cients that are available in both of the
representations.
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CHAPTER 2. IMAGE CONTENT ANALYSIS

Figure 2.2 : (a) Basic unit of Haar transform (b)A schematic diagram of scalable
color descriptor generation.

Table 2.1 : Equivalent partitioning of HSV color space for di�erent numbers of
coe�cients in the scalable color descriptor
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CHAPTER 2. IMAGE CONTENT ANALYSIS

Figure 2.3 : Double cone representation of the HMMD color space

In order to use this descriptor to perform similarity retrieval,we use the matching
function that is based on L1 metric.The matching function for Scalable Color is

DSC =

N∑
i=1

|HA[i]−HB [i]

In principle, any other matching method suitable for histograms can be used,
although it was found that L1 metric give very good retrieval performance in
the MPEG-7 core experiments.

2.1.1.2 Color Structure Dexcriptor (CSD)

The Color Structure Descriptor is a color feature descriptor that captures both
color content (similar to a color histogram) and information about the structure
of this content(position of color).

The CSD works on a special version of the HMMD color space (see Figure
2.3) dened by a non-uniform color space quantication. First, the HMMD color
space is divided into �ve subspaces. This division is performed according to
the Di� value where subspaces 0, 1, 2, 3, and 4 correspond respectively to Di�
intervals [0, 6], [6, 20], [20, 60], [60,110], and [110, 255]. Then a pixel is quantized
along the Hue and Sum axes according to its subspace (see Table 2.2).

16



CHAPTER 2. IMAGE CONTENT ANALYSIS

Figure 2.4 : 8x8 structing element

Table 2.2 : HMMD color space quantization for CSD

Once the quantization step is done, the CSD is computed by visiting all
locations in the image.At each location, the color Cm (with m∈ [0,M − 1]) of
all the pixels contained in the 8x8 structuring element overlaid are retrieved.The
CSD bins are incremented according to these colors.

In other words, even if 14 of the 64 pixels are dened by color C1 in the
structuring element of Figure 2.4,the bin C1 is only incremented of one.

17



CHAPTER 2. IMAGE CONTENT ANALYSIS

Figure 2.5 : 64 structing points for 2 structing element sizes

This structuring element is exploited to avoid the lost of structure with
typical histograms. The number of structuring points is always 64 and the
distance between them increases with the image size (Figure 2.5).

Once the CSD histogram is computed, a non-linear quantization step is
performed to obtain a 8-bits coding for each bins. Since the structure of the
descriptor is the same,the same matching functions can be used. The default
matching function is the L1 metric, as in the case of Scalable Color.

2.1.1.3 Color Layout Descriptor (CLD)

The CLD descriptor captures the spatial layout of the representative colors on
a region or image.Representation is based on coe�cients of the Discrete Cosine
Transform. This is a very compact descriptor being highly e�cient in fast
browsing and search applications. It provides image-to-image matching as well
as ultra high-speed sequence- to-sequence matching.

The Color Layout uses an array of representative colors for the image,expressed
in the YCbCr color space,as the starting point for the descriptor denition.The
size of the array is �xed to 8x8 elements to ensure scale invariance of the de-
scriptor. The array obtained in this way is then transformed using the Discrete
Cosine Transform (DCT), which is followed by zig-zag re-ordering(see Figure
2.6).

18



CHAPTER 2. IMAGE CONTENT ANALYSIS

Figure 2.6 : The extraction process of the color layout descriptor

A representative color was chosen for each block by averaging the values of
all the pixels in each block. This results in three 8x8 arrays, one for each color
component.This step is directly visualized in the �rst window of Figure 2.7 .Each
8x8 matrix was transformed to the YCbCr color space (second window of Figure
2.7).Next each 8x8 matrix was transformed by 8x8 DCT to obtain 3 8x8 DCT
matrices of coe�cients, one for each YCbCr component (third window of Figure
2.7).The CLD descriptor was formed by reading in zigzag order 6 coe�cients
from the Y-DCT-matrix and 3 coe�cients from each DCT matrix of the two
chrominance components.The descriptor is saved as an array of 12 values.

Figure 2.7 : Stages of CLD computation
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CHAPTER 2. IMAGE CONTENT ANALYSIS

The default matching function is essentially a weighted sum of squared dier-
ences between the corresponding descriptor components.

DCL =

√∑
i

wy
i (Yi − Y ′i )2 +

√∑
i

wb
i (Cbi − C ′bi)

2 +

√∑
i

wr
i (Cri − C ′ri)2

where Y , Cb and Cr are the DCT coe�cients of the respective color compo-
nents, wy

i , wr
i , wb

i are weights chosen to re�ect the perceptual importance of
the coe�cients and the summation is over the number of coe�cients.

CLD ,SCD,CSD are described in detail in the following papers [21, 22, 20]

2.1.2 Color (Histogram) Descriptors:

The color histogram Descriptors are statistics that can be viewed as an approx-
imation of an underlying continuous distribution of colors values.They include
simple color histogram,fuzzy color histogram and auto corellogram.

2.1.2.1 Simple Color Histogram Descriptor (SCHD)

The simple color histogram descriptor (SCHD) is a histogram descriptor that
indicates the frequency of occurrence of every color in an image.The appealing
aspect of the SCHD is its simplicity and ease of computation[23].

A Color histogram refers to the probability mass function of the image in-
tensities.This is extended for color images to capture the joint probabilities of
the intensities of the three color channels. More formally, the color histogram
is de�ned by,

hA,B,C(a, b, c) = NProb(A = a,B = b, C = c)

where A , B and C represent the three color channels (R,G,B or H,S,V) and N
is the number of pixels in the image.

Each pixel is associated to a speci�c histogram bin only on the basis of
its own color, and color similarity across di�erent bins color dissimilarity in
the same bin are not taken in account. Since any pixel in the image can be
described three components in a certain colour space(for instance, red, green
and blue components in RGB space or hue, saturation and value in HSV space)
histogram, i.e., the distribution of the number pixels for each quantized bin, can
be de�ned for each component.

Computationally, the color histogram is formed by discretizing the colors
within an image and counting the number of pixels of each color. Since the
typical computer represents color images with up to 224 colors, this process
generally requires substantial quantization of the color space. The main issues
regarding the use of color histograms for indexing involve the choice of color
space and quantization of the color space. When a perceptually uniform color
space is chosen uniform quantization may be appropriate. If a non-uniform
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Figure 2.8 : The most popular color models

color space is chosen, then non-uniform quantization may be needed. The color
histogram can be thought of as a set of vectors. For gray-scale images these
are two dimensional vectors. One dimension gives the value of the gray-level
and the other the count of pixels at the gray-level. For color images the color
histograms are composed of 4-D vectors. This makes color histograms very
di�cult to visualize.

There are several distance formulas for measuring the similarity of color
histograms using SCHD. In this work ,we use the euclidean distance. Let h
and g represent two color histograms. The euclidean distance between the color
histograms h and g can be computed as:

d2(h, g) =
∑
A

∑
B

∑
C

(h(a, b, c)− g(a, b, c))2

In this distance formula, there is only comparison between the identical bins
in the respective histograms. Two di�erent bins may represent perceptually
similar colors but are not compared cross-wise. All bins contribute equally to
the distance.
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2.1.2.2 Fuzzy Color Histogram Descriptor (FCHD)

The fuzzy color histogram (FCHD), is a histogram descriptor that considers the
color similarity of each pixel's color associated to all the histogram bins through
fuzzy-set membership function.

Because each histogram bin represents a local color range in the given color
space, color histogram represents the coarse distribution of the colors in an
image. Two similar colors will be treated as identical provided that they are
allocated into the same histogram bin. On the other hand, two colors will
be considered totally di�erent if they fall into two di�erent bins even though
they might be very similar to each other. This makes color histograms sen-
sitive to noisy interference such as illumination changes and quantization er-
rors.Thus,fuzzy color histogram descriptor (FCHD) created to e�ciently solve
this aforementioned issue.

In contrast with Simple color histogram Descriptor (SCHD) which assigns
each pixel into one of the bins only, FCHD considers the color similarity infor-
mation by spreading each pixel's total membership value to all the histogram
bins. FCHD is less sensitive to noisy interference such as lighting in- ten-
sity changes and quantization errors than SCHD. Moreover, in contrast with
quadratic histogram distance exploited for measuring the degree of similarity
between SCHD's, simple Euclidean distance measurement over their FCHDs
can yield similar retrieval results.

The color histogram is viewed as a color distribution from the probability
viewpoint. Given a color space containing n color bins, the color histogram
of image containing N pixels is represented as H(I) = [h1, h2, h3....., hn],where
hi = Ni/N is the probability of a pixel in the image belonging to the ith color
bin, and Ni is the total number of pixels in the ith color bin.

According to the total probability theory,hi can be de�ned as follows:

hi =

N∑
j=1

Pi|jPj =
1

N

N∑
j=1

Pi|j

where Pj is the probability of a pixel selected from image I being the jth pixel,
which is 1

N , and Pi|j is the conditional probability of the selected jth pixel
belonging to the ith color bin.In the context of SCHD, Pi|j is de�ned as:

Pi|j =

{
1, if the jth pixel is quantized into the ith color bin

0, otherwise

This de�nition leads to the boundary issue of SCHD such that the histogram
may undergo abrupt changes even though color variations are actually small.
This reveals the reason why the SCHD is sensitive to noisy interference such as
illumination changes and quantization errors.
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The FCHD essentially modi�es probability Pi|j as follows. Instead of using
the probability Pi|j , we consider each of the N pixels in image I being related
to all the n color bins via fuzzy-set membership function such that the degree of
�belongingness� or �association� of the jth pixel to the ith color bin is determined
by distributing the membership value of the jth pixel, µij , to the ith color bin.

The fuzzy color histogram descriptor (FCHD) of image I can be expressed
as

F (I) = [f1, f2, f3, ...., fn]

,where

fi =

N∑
j=1

µijPj =
1

N

N∑
j=1

µij ,

Pj has been de�ned in (1), and µij is the membership value of the jth pixel in
the ith color bin.

In contrast with SCHD, FCHD considers not only the similarity of di�erent
colors from di�erent bins but also the dissimilarity of those colors assigned to
the same bin. Therefore, FCHD e�ectively alleviates the sensitivity to the noisy
interference.A usefull reference for this descriptor is [24]

2.1.2.3 Auto - Corellogram Descriptor (ACD)

The auto (color) correlogram Descriptor (ACD) expresses how the spatial corre-
lation of pairs of colors changes with stance.ACD includes the spatial correlation
of colors, can be used to describe the global distribution of local spatial corre-
lation of colors, it is easy to compute, and the size of the feature is fairly small.

Let I be an n × n image . (For simplicity, we assume that the image is
square.) The colors in I are quantized into m colors c1, c2, c3....., cm .(In prac-
tice m , is a constant)For a pixel p = (x, y) ∈ I,let I(p) denote its color.Let Ic =
{p|I(p) = c}.Thus, the notation p ∈ Ic is synonymous with p ∈ I, I(p) = c. For
convenience, we use the L∞-norm to measure the distance between pixels, i.e.,
for pixels p1 = (x1, y1), p2 = (x2, y2),we de�ne |p1−p2| = max {|x1 − x2|, |y1 − y2|}.We
denote the set {1, 2 . . . , n}by [n].The histogram h of I is de�ned for i ∈ [m] by:

hci(I) = n2Pr[p ∈ Ici]

For any pixel in the image ,hci(I)/n
2, gives the probability that the color of the

pixel is ci.
Let a distance d ∈ [n] be �xed a priori. Then, the correlogram of I is de�ned

for i, j ∈ [m], k ∈ [d] as:

γ
(k)
ci,cj(I) =p1∈Icip2∈I Pr[p2 ∈ Icj | |p1 − p2| = k]
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Given any pixel of color ci in the image, γ
(k)
ci,cj gives the probability that

a pixel at distance k away from the given pixel is of color cj .Note that the
size of the correlogram is O(m2d) . The autocorrelogram of I captures spatial
correlation between identical colors only and is de�ned by:

α(k)
c (I) = γ(k)c,c (I)

For example consider the simple case when m = 2 and n = 8. Two sample
images are shown below in Figure 2.9(a). The autocorrelograms corresponding
to these two images are shown in Figure 2.9(b). The change of autocorrelation of
the foreground color with distance is perceptibly di�erent for these images. Note
that it is di�cult to distinguish between these two images using histograms.More
details about corellograms can be found here [25].

Figure 2.9 : Example of autocorellograms (b) for the images in (a)

2.2 Texture Descriptors:

Image texture has emerged as an important visual primitive to search and
browse through large collections of similar looking patterns. An image can
be considered as a mosaic of textures and texture features associated with the
regions can be used to index the image data. Color descriptors has shown good
performance for discriminating images based on color. However, in many cases,
color is usually insucient for discriminating between images with the same color
but dierent texture. Texture features are capable of recognizing repeated pat-
terns in an image, analyzing the energy distribution in the frequency domain.
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2.2.1 Edge Histogram Descriptor (EHD)

The edge histogram descriptor (EHD) captures the spatial distribution of edges,
somewhat in the same spirit as the CLD.The edge histogram descriptor repre-
sents the spatial distribution of �ve types of edges, namely four directional edges
and one non-directional edge.

Figure 2.10 :Subimages and macroblocks decompositions

Since edges play an important role for image perception, it can retrieve
images with similar semantic meaning. Thus, it primarily targets image-to-
image matching (by example or by sketch), especially for natural images with
non-uniform edge distribution. In this context, the image retrieval performance
can be signi�cantly improved if the edge histogram descriptor is combined with
other Descriptors such as the color histogram descriptor. Besides, the best
retrieval performances considering this descriptor alone are obtained by using
the semi-global and the global histograms generated directly from the edge
histogram descriptor as well as the local ones for the matching process.

This descriptor is implemented as follows: Firstly, a gray-intensity image is
divided n 4 4 sub-images. Each sub-image has its own local histogram with
5 bins. These 5 ins correspond to the 5 edge types: vertical, horizontal, 45
diagonal, 135 diagonal, and otropic.

In order to ll the local histograms each sub-image is divided in macroblock.
A macroblock is composed by 22 macropixels and is associated to an edge type.
Figure 2.10 gives details on how the macroblock are built.
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To associate a macroblock with an edge type, a convolution with 5 simple
edge detectors is performed and the one with the strongest reply is linked to the
macroblock:

The local histogram is therefore built counting the result of each macroblock.
Finally the global histogram is quantied in 3 bits per bin (EHD(i) 2 [0 7]).

Note that there are a total of 80 bins, 3 bits/bin, in the edge histogram.
One can use the 3-bit number as an integer value directly and compute the
L1 distance between two edge histograms.More Information about EHD can be
found in [26].

2.2.2 Tamura Descriptor (TD)

Tamura et. al.[?] proposed texture features that correspond to human visual
perception. They dened six textural features (coarseness, contrast, directional-
ity, line-likeness, regularity and roughness) and compared them with psycholog-
ical measurements for human subjects. The �rst three features described below
attained very successful results and are used in our evaluation, both separately
and as joint values.

Coarseness has a direct relationship to scale and repetition rates and was
seen by Tamura as the most fundamental texture feature. An image will contain
textures at several scales coarseness aims to identify the largest size at which a
texture exists, even where a smaller micro texture exists. Computationally one
�rst takes averages at every point over neighborhoods the linear size of which
are powers of 2. The average over the neighborhood of size 2k 2k at the point
(x, y) is:

Ak(x, y) =

x+2k−1−1∑
i=x−2k−1

y+2k−1−1∑
j=y−2k−1

f(i, j)/22k

Then at each point one takes di�erences between pairs of averages corre-
sponding to on-overlapping neighborhoods on opposite sides of the point in
both horizontal and vertical orientations. In the horizontal case this is:

Ek,h(x, y) = |Ak(x+ 2k−1, y)−Ak(x− 2k−1, y)|

At each point, one then picks the best size which gives the highest output
value, where k maximizes E in either direction. The coarseness measure is then
the average of Sopt(x, y) = 2kopt

Contrast aims to capture the dynamic range of grey levels in an image,
together with the polarization of the distribution of black and white. The �rst
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is measured using the standard deviation of grey levels and the second the
kurtosis a4. The contrast measure is therefore dened as:

Fcon = σ/(α4)
n

where,

α4 = µ4/σ
4

Experimentally, Tamura found n = 1/4 to give the closest agreement to
human measurements. This is the value we used in our experiments.

Directionality is a global property over a region. The feature described
does not aim to di�erentiate between di�erent orientations or patterns, but
measures the total degree of directionality. Two simple masks are used to detect
edges in the image. At each pixel the angle and magnitude are calculated. A
histogram, Hd , of edge probabilities is then built up by counting all points
with magnitude greater than a threshold and quantizing by the edge angle. The
histogram will re�ect the degree of directionality. To extract a measure from Hd
the sharpness of the peaks are computed from their second moments. Finally
distances between images vectors were calculated upon feature vectors using the
Manhattan metric.An intresting reference to tamure descriptor and its image
retrieval use is [27]

2.2.3 Gabor Descriptor (GD)

Gabor descriptor is a texture descriptor based on a multiresolution decomposi-
tion using gabor wavelets and is based on gabor �ltering [28].

The descriptor has two parts: The �rst part relates to a perceptual char-
acterization of texture in terms of structuredness, directionality and coarseness
(scale).This part is called the perceptual browsing component (PBC). The sec-
ond part provides a quantitative description that can be used for accurate search
and retrieval and is referred to as the similarity retrieval component (SRC).Both
of the components are derived from a multiresolution Gabor �ltering.

From the multiresolution decomposition, a image is decomposed into a set
of �ltered images. Each of these images represents the image information at a
certain scale and at a certain orientation.The PBC captures the regularity (or
the lack it) in the texture pattern.

PCB = [u1, u2, u3, u4, u5].

Regularity (u1): u1 represents the degree of regularity or structuredness of
the texture. A larger value of u1 indicates a more regular pattern. Consider
the two patterns in the Figure 2.11 . Pattern Figure 2.11(a) is intuitively more
regular than Figure 2.11(b), and hence should have a larger u1 compared to
Fig.2.11 (b).

Directionality (u2, u3 ): These represent the two dominant orientations of
the texture. The accuracy of computing these two components often depends
on the level of regularity of the texture pattern.
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Figure 2.11 : Regularity of patterns (a)regular pattern, (b)irregular pattern

Scale (u4, u5): These represent two dominant scales of the texture.Similar to
directionality, the more structured the texture, the more robust the computation
of these two components.

FInally to Compute the similarity retrieval component (SRC)
The mean µmn and the standard deviation σmn of the magnitude of the

transform coe�cients are used to form the SRC:

µmn =

ˆ ˆ
|Wmn(x, y)|dxdy

and

σmn =

√ˆ ˆ
(|Wmn(x, y)| − µmn)2dxdy

The similarity retrieval component (SRC) vector is now constructed using µmn

and σmn . For S scales and K orientations, this results in a vector

SRC = [µ11σ11 . . . µSKσSK ]

In order to use this descriptor to perform similarity retrieval,we use a dis-
tance measure on the feature vector of GD.Consider two image patterns i and
j. Then the distance between the two patterns is:

d(i, j) =
∑
m

∑
n

dmn(i, j)

where

dmn(i, j) = |
µ
(i)
mn − µ(j)

mn

α(µmn)
|+ |σ

(i)
mn − σ(j)

mn

α(σmn)
|

α(µmn) and α(σmn) are the standard deviations of the respective features over
the entire database, and are used to normalize the individual feature compo-
nents.
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2.3 Hybrid Descriptors:

Hybrid descriptors can be formulated by incorporating color and texture to
a new descriptor. We will describe three low-level descriptors ,used in this
work,which contain both color and texture information.

2.3.1 Color Edge Directivity Descriptor (CEDD)

The Color edge directivity descriptor (CEDD) is a descriptor that combines,
in one histogram, color and texture information[29]. CEDD size is limited to
54 bytes per image, rendering this descriptor suitable for use in large image
databases.

First, the image is devided in a �xed number of blocks (eg 3x3). In order
to extract the color information, a set of fuzzy rules undertake the extraction
of a Fuzzy-Linking histogram. This histogram stems from the HSV color space.
Twenty rules are applied to a three-input fuzzy system(one for each HSV) in
order to generate eventually a 10- bin quantized histogram. Each bin corre-
sponds to a preset color. The number of blocks assigned to each bin is stored in
a feature vector. Then, 4 extra rules are applied to a two nput fuzzy system, in
order to change the 10- bins histogram into 24-bins histogram, mporting thus
information related to the hue of each color that is presented.

Next, the 5 digital �lters that were proposed in the MPEG-7 Edge Histogram
Decriptor (see 2.2.2) are also used for exporting the information which is related
to the exture of the image, classifying each image block in one or more of the
6 texture regions hat has been �xed, shaping thus the 144 bins histogram.With
the use of the Gustafson Kessel fuzzy classier 8 regions are shaped, which are hen
used in order to quantize the values of the 144 CEDD factors in the interval 0-
7,limiting thus the length of the descriptor in 432 bits You can see the schematic
diagram of CEDD in Figure 2.12

Figure 2.12 :A schematic diagram of CEDD

For the measurement of the distance of CEDD between images, Tanimoto
coecient is used:

Tij = t(xi, xj) =
xTi xj

xTi xi + xTj xj − xTi xj
Where xT is the transpose vector of x.
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2.3.2 Fuzzy Color Texture Histogram Descriptor (FCTHD)

The Fuzzy Color Texture Histogram Descriptor (FCTHD) results from the com-
bination of 3 fuzzy systems. FCTHD size is limited to 72 bytes per image.
FCTHD works exactly the same with CEDD with a little di�erence in texture
information extraction.

Initially the image is segmented in a present number of blocks. Next extracts
the same color information as CEDD. For the extraction of texture information
each image block is transformed with Haar Wavelet transform and a set of
texture elements are exported. These elements are used as inputs in a third
fuzzy system which converts the 24-bins histogram in a 192- bins histogram,
importing texture information in the proposed feature. Eight rules are applied
in a three-input fuzzy system. For the quantization process Gustafson Kessel
fuzzy classiers are used. You can see the schematic diagram of FCTH in Figure
2.13

Figure 2.13 : A schematic diagram of FCTH

For the measurement of the distance of FCTH between the images, Tanimoto
coe�cient is used. Additional information about the descriptor can be found at
[30].

2.3.3 Joint Composite Descriptor (JCD)

Joint Composite Descriptor (JCD)is a combined compact vector that contains
color and texture information at the same time.JCD succesfully combines CEDD
and FCTH[31].

As mentioned above,The structure of CEDD and FCTH descriptors consists
of n texture areas.Each texture area is separated into 24 sub regions, with each
sub region describing a color. CEDD and FCTH use the same color information,
as it results from 2 fuzzy systems that map the colors of the image in a 24-color
custom palette.To extract texture information, CEDD uses a fuzzy version of
the �ve digital �lters proposed by the EHD forming 6 texture areas.
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Figure 2.14 : Compact composite descriptors texture areas

In contrast, FCTH uses the high frequency bands of the Haar wavelet Trans-
form in a fuzzy system, to form 8 texture areas. The types of texture areas
adopted by each descriptor are illustrated below in Figure 2.14.

This new descriptor is made up of 7 texture areas, with each area made up of
24 sub regions that correspond to color areas. The colors that represent these 24
sub regions are: (0) White, (1) Grey, (2) Black, (3) Light Red, (4) Red, (5) Dark
Red, (6) Light Orange, (7) Orange, (8) Dark Or- ange, (9) Light Yellow, (10)
Yellow, (11) Dark Yellow, (12) Light Green, (13) Green, (14) Dark Green, (15)
Light Cyan, (16) Cyan, (17) Dark Cyan, (18) Light Blue, (19) Blue, (20) Dark
Blue, (21) Light Magenta, (22) Magenta, (23) Dark Magenta. The texture areas
are as follows: JCD(0) Linear Area, JCD(1) Horizontal Activation, JCD(2) 45
Degrees Activation, JCD(3) Vertical Activation, JCD(4) 135 Degrees Activa-
tion, JCD(5) Horizontal and Vertical Activation and JCD(6) Non directional
Activation
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Chapter 3

Ontology Construction

In this chapter,we present the DOGi ontology.We use the domain of dogs (as
noted previously) which is a speciliazation of the domain animals.We analyze
the main components and the structure of this ontology and we present our
conclusions for optimized ontology design.

3.1 Ontologies

Ontologies have been proven to be useful for image annotation are very use-
full as they provide a way to enhance descriptions with conseptual meanings.In
other words,using ontologies a computer is capable of generating meaningfull de-
scriptions rather than letting a human do it(which is time consuming and does
not scale-up for large data sets)[14].Furthermore,the use of ontologies helps to
recognise and use the possible semantic relations between the described con-
cepts. .For example,we may want to describe small dogs.By using an ontology
of dogs,the computer will know that chihuahua is a small dog while an alsatian
isn't(alsatian is a big dog which is the opposite of a small dog).In contrary,if we
didn't use an ontology of dogs,the computer would have named small dogs (like
chihuahua) but it would not be possible to understand that an alsatian is not
a small dog.In conclusion,using ontologies as a basis for de�ning visual vocab-
ulary or as a framework for automatic image annotation increases the number
of concepts an image annotation system can recognize and may as a means for
improving the performance of image retrievals.
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3.2 Animals Ontology

The backbone of the animals ontology consists of a simple IS-A hierarchy (a
taxonomy) of animals.Our ontology of dogs is a specilization (or in other words
,an expansion) of the animals ontology, as you can see in fugure 3.1.With this
approach,a dog belonging to a class in the dogs ontology will inherit properties
belonging to upper classes (that does not necessary belong in dogs ontology).For
example, a dog in the terrier dog group is a mammal so it inherits the propeties
of a mammal etc.

Figure 3.1 : A part of dogs Ontology(inside the box) as a sub-ontology of the
animals ontology.

3.3 DOGi Ontology

The dogs ontology consists of two main class hierarchies,The dog hierarhy,which
is the basic class categorization of dogs and the dog traits hierarhy ,which is
the class categorization of the high and low level dog traits(descriptions).These
two hierarhies are connected through a number of relations between instances
of correspontding classes(see Figure 3.2).
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Figure 3.2 : The Dogs Ontology.Note,that not all classes and instances are
shown but only some of them.
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Figure 3.3 : The 9 instances representing the 9 training images used for every
dog breed

3.3.1 Dog Class Hierarchy

The dog class hierarchy is based on a formal class hierarchy of Wordnet.WordNet
is one of the largest conceptual hierarchies available and our approach is easily
extendable to other domains.The dog breed taxonomy is generated following the
nouns hierarchy of Wordnet (i.e., dog,herding group,border collie...etc.). The 40
leaf classes in the dog hierarchy represent the di�erent semantic categories(dog
breeds) our framework can recognize.For each semantic class,we have assigned
9 instances , each representing a training image of the corresponding breed.For
example the leaf class Border_Collie has 9 instances ,the same number of im-
ages used for training for the dog breed border collie (see Figure 3.3).These
instances are connected with corresponding traits belonging to the dog traits
hierarhy.For example,the instance border1 is connected with the low level trait
instance cedd1(which is the cedd vector extracted from the 1st training im-
age of border collie) through a property relation hasCedd,ie border1 hasCedd
cedd1...etc.All relations will be discussed later in detail.

3.3.2 Dog Traits Class Hierarchy

Dog traits class hierarchy, is an hierarchy of dog traits which are used in our
framework for constructing meaningfull descriptions.Dog traits hierarhy is di-
vided into two main components.Low level and high level.

Low level traits are all the corresponding low level features used in image
content analysis(see chapter 2 for more details) to recognize an image by its
content.In this ontology,the low level traits are used only for the training of our
system and not for the annotation.This means that only the 9 instances of every
of 40 leaf semantic classes are connected to the low level traits.

High level traits are the traits that can fully describe a dog breed i.e., a text
description, color ,country of origin etc.In our ontology,we have included the
following high level traits:
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1.Wordnet Text Description:
This is the text description of wordnet for the corresponding dog breed.For

example ,border collie has the following text description :�Border collie � (de-
veloped in the area between Scotland and England usually having a black coat
with white on the head and tip of tail used for herding both sheep and cattle)�

2.Wikipedia Text Description:

This is the text descriptioin of wikipedia for the corresponding dog breed.For
example,border collie has the following text description:�The Border Collie is a
herding dog breed developed in the Anglo-Scottish border region for herding
livestock, especially sheep. It is the most widespread of the collie breeds.�

3.Breed Trait :
This is the breed trait of the corresponding dog breed.For example ,border

collie has breed trait herding because was originally bred for hearding.
4.Coat Color:
The color of the dog breed.For example,border collie has black and white

coat color.
5.Coat Pattern:
The pattern of the coat,i.e., if the dog breed has spots ,lines,multicolors etc.
6.County:
The country of origin of the dog breed
7.size:
The size of the dog breed.There are three options.small,medium and big.
8.fur:
The fur that the dog breed has.There are three options:smouth ,rough,no-fur.

The aforementioned high level traits are used to generate the annotation that
could describe a dog breed recognised in an input image by our CBIR system.You
should read chapter 5 and see annotation examples to fully understand the
conspepts described here.
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Summarizing, the dogs ontology (shown in Figure 3.2) consists for the fol-
lowing parts: a) A nouns class hierarchy of dog breeds with instances of leaf
classes representing images and b) Dog traits arranged in class hierarchies with
instances of leaf classes representing low-level description and high level informa-
tion. Semantic categories (images) are also associated to low-level description
and high level information. Object properties are used to connect instances
of semantic classes (images) with instances from classes containing description
(low-level or high level).The dog taxonomy, visual text description and text
description were generated manually using Protege.Low-level description and
association to images were generated using Protege-Owl api . Image feature ex-
traction is implemented using Lire .Finally an image ontology in OWL language
under the domain of dog breeds was successfully constructed.

37



Chapter 4

Image Similarity

We use two similarity measures to estimate the similarity between a pair of
images: LIRE similarity measure and DOGi similarity measure.LIRE similarity
measure is the summary of the normalized (in range 0-1) low-level descriptors
while DOGi similarity measure is LIRE similarity measure with weigths for each
descriptor computed by a decision tree.

4.1 Region Of Interest(ROI)

Figure 4.1: Original Image (left) and Region Of Interest (right)

Our CBIR system starts with an unknown image as input (i.e., the image of
a dog in this work).The input image may contain several regions, and it is
rather natural to assume that some of them may be more relevant for the user's
information need than others (e.g., the foreground or the center of the image
might be more relevant than the background or elements towards the boundary
of the image).Dog's head is the most representative part of a dog image and
thus the most usefull part of the image.In this work, the ROI is a sub-image of

38



CHAPTER 4. IMAGE SIMILARITY

Figure 4.2 : Region Of Interest and the corresponding MPEG7 color descriptors
vector representations

the original image containing dog's head with as less as possible background.We
let the user select the ROI by excluding a sub-image by the original image with
a rectangle selection.There are other approaches like background subtraction or
image segmentation but these techniques have unreliable results.In Figure 4.1
you can see an original image and the correponding ROI for this image.

4.2 Feature Extraction

After the ROI selection,we extract the image features (image content) from
the region of interest.Image features are represented as visual descriptors which
are vectors of numbers.For example,color layout descriptor(CLD) has a vector
representation of this form : 50 13 22 25 12 27z22 ... while scalable color de-
scriptor(SCD) has this form : scalablecolor;0;64;-173 48 -3 57 4 9 22 30 -24
...With this vector representation,visual descriptors of a pair of images cannot
be compared i.e.,we cannot compare CLD1 descriptor of image1 with CLD2
descriptor of image2.Instead,we can use the distance of these descriptors.The
distance between two descriptors of a pair of images is a number from 0 to +
in�nity(Notice that comparison can be performed only between visual descrip-
tors of the same type,ie. CLD1 with CLD2 ,SCD1 with SCD2 etc).For example,
the distance between a pair of CLD descriptors can be a number between 0-470
while SCD can be a number between 0-550.The lower the distance ,the higher
the similarity of the pair of descriptors compared.When the distance is zero ,the
visual descriptors compared are the same.In Figure 4.2 ,you can see a ROI and
the corresponding MPEG7 color descriptors vector representations.
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4.3 Gaussian Normalization

We compute the similarity of a pair of images as a function of feature distances
extracted from the compared images.However,the di�erent range of distances
each pair of descriptors have (i.e., range of cld distance is 0-470 but range of
scd distance is 0-550 etc.) yield the problem of not giving equal emfasis to each
descriptor.We can use normalization techniques to solve this problem.

In order to achieve normalization,we must have a considerable number of
distances for each descriptor.In our work,we use nearly 3500 distances for each
descriptor based on the comparison between 360 database images( 9 images per
dog breed with 40 dog breeds available).

The most simple normalization technique is the L1 metric: for each element
i in a ranked list of k elements having distance d, the D normalized distance is:

D =
di

dmax

Where di is the ith distance and dmax is the maximum distance
A second popular normalization metric , is linear scaling to unit range ,L2

metric:

D =
di − dmin

dmax − dmin + 1

where dmaxand dmin are the maximum and minimun values of d .
The above normalization techniques are not usefull when a limited database

of images is available.This is because the distances of each descriptor usually
fall into a small subrange of the entire possible range. As a result, the linear
normalization will possibly compact the distances into a very narrow and indis-
criminate range within [0, 1] and distances of descriptors from unknown images
(not in our database)will be mapped to di�erent subranges within [0, 1] which
makes these distances incomparable with the ones of our database.

Gaussian normalization can solve this problem as it is capable of normalizing
distances in a range within [0,1] that follow a gaussian distribution with standard
deviation equal to 1.The Gaussian normalization is de�ned:

D =
1

2
(1 +

di − µ
3 ∗ σ

)

where µ is the mean value and σ is the standard deviation of the distances
computed from our database images.

Thus,the presence of a few abnormally large or small values does not bias the
importance of a feature measurement in computing the similarity between two
images.In our work,we use the gaussian normalization to normalize distances in
the range within [0,1]
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4.4 Image Similarity Measures

Given an unknown image, the database images (in other words ,the instances)
of the ontology are searched using a similarity measure and the most similar
to the unknown image are retrieved.In this work,two similarity measures are
used:LIRE similarity measure and DOGi similarity measure.Both are described
in the next paragraphs

4.4.1 LIRE similarity Measure

LIRE similarity measure is a function of LIRE feature distances computed from
the compared images.We de�ne LIRE similarity measure as follows:

SLIRE(A,B) =
∑
i

(1− di)

where A,B is the pair of images and di is the gaussian normalized distance
of the ith descriptor.Note that we use 1 − di and not di distance.This is done
because we want the distances range within [0,1] and not in [1,0] as we compute
similarity and not distance.In other words,the similarity is increasing when the
distance di decreases.

LIRE similarity measure can compare pairs of images good enough espe-
cially when these images di�er a lot.For example,if we had to compare an
image containing a building with an image containing a dog, LIRE similar-
ity measure would give a really low similarity denoting that these images do
not match.However,in most cases ,images compared are identical therefore we
cannot compare them by using only LIRE similarity measure.We need an overall
measure that can give relative importance in each descriptor .

4.4.2 DOGi Similarity Measure

DOGi similarity measure,is LIRE similarity measure having weights over the
summation of normalized descriptors.These weights are computed using a deci-
sion tree(see 4.5).we de�ne weigthed similarity measure as follows:
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SDOGi(A,B) =
∑
i

Wi(1− di)

where A,B is the pair of images, di is the gaussian normalized distance of
the ith descriptor and Wi the weight of the ith descriptor.

DOGi similarity measure is better in most of cases than LIRE similarity
measure.Τhe weights Wi in the above formula represent the relative importance
of the features involved and are computed by a decision tree.

4.5 Decision tree

The weights used in DOGi similarity measure are computed by a decision
tree.The decision tree relies on the training data set provided.Our training
dataset consists of 3474 training instances.These instances represent pair of im-
ages and are classi�ed into two categories,similar and not-similar.1584 instances
are classi�ed similar and 1890 are classi�ed not-similar.

The decision tree is constructed using the training data set has the descrip-
tors as nodes and classi�ed instances similar or not-similar as leaves.For each
pair of images, we compute a vector of distances on all features and the decision
tree decides if the images are similar or not (or how similar the two images
are). Each branch of the decision tree places a criterion (i.e., threshold) on a
feature of this vector based on which the similarity (or the dissimilarity) be-
tween the images as a whole is computed. .For example,in our decision tree if
the CLD distance of the pair of image is less than 0.31 , we contunue on the left
branch of the tree or else we continue on the right branch.Then,comparisons of
descriptors continue until we reach a leaf. If the leaf is noted as similar then
the pair of images are considered to be similar.Each Descriptor can be in more
than one node ,thus the more times a descriptor appears the more important
the descriptor is.Moreover,The higher nodes of the tree are more important that
the lower ones.Therefore, the most frequently a feature appears in higher nodes
of the decision tree, the more important it is.These conclusions are taken by the
weights computation formula below.

Baratis in [32] proposed that weights are computed based on properties of a
trained decision tree as follows:
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wfi =
∑

nodej=fi

Maxdepth+ 1− depth(fi)∑
j Maxdepth+ 1− depth(nodej)

Where fi is every feature, nodej is each node of the decision tree and Maxdepth
is the maximum depth of the tree. The summation is taken over all nodes. This
formula suggests that the higher a descriptor is and the more frequently it
appears, the higher its weight will be.

Weka [33] was used as an interface of testing and visualizing the decision tree.
C4.5 (J48) was the learning method applied and strati�ed cross-validation was
the method for testing the decision tree.We choose to prun the decision tree
because prunning helps making the tree robust,by excluding less impartment
features from computing similarity and preventing the tree of becoming over-
�tted to the given data set. .Thus,85% of the original decision tree is kept(setting
con�dencefactor being equal to 0.25).
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Annotation

After the computation of image similarity measures,semantic category is esti-
mated using methods like AVR or best match .Then,using the class estimated ,
annotation in MPEG7 format is generated and stored in the exif metadata tags
of the unknown input image.

5.1 image annotation

As mentioned before, image annotation is a process that takes as input an
unknown image and assigns to it a label denoting its category along with a text
description. In this work the semantic category the query image belongs to, is
computed based on the analysis of the retrieval results. After semantic category
estimation, query image then inherits all high level information of the category
estimated.

5.2 Semantic category estimation

Our CBIR system uses �ve methods to estimate the semantic category of an
unknown image.These methods use the retrieval results list which is a ranked list
containing the database images of ontology retrieved in a decreasing similarity
order.In the next section,we present brie�y each method.

5.2.1 Best Match

Best match selects the semantic category of the most similar image to the un-
known image i.e the class belonging to the retrieved database image with the
highest similarity score.
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Figure 5.1 : AVR algorithm using n instances.

5.2.2 Max Occurence

Max Occurence selects the semantic category that has the maximum number of
instances in the �rst 20 answers. If multiple classes have the same number of
instances, best match between competing classes is employed

5.2.3 AVR

For a query q with a ground-truth size of NG(q), we de�ne rank(k) as the rank
of the kth ground-truth image on the top-N result list. The average retrieval
rank is then computed as follows:

AV R(q) =

NG(q)∑
k=1

rank(k)

NG(q)

AVR is used as the standard metric of semantic category estimation of un-
known image (correctly classi�ed image) based on the retrieval results. A ranked
list of instances is obtained answering the image query. The result list includes
all semantic categories of our ontology (breeds), having a �xed number of in-
stances(nine images per breed). For each of the semantic categories AVR is
computed. From all AVR computed(same number as semantic categories), the
class having the best AVR (eg the least) would be the semantic class the query
image belongs to. If multiple classes have the same AVR, best match is em-
ployed between competing classes.In Figure 5.1 you can see the algorithm of
AVR for n instances.In our case,n is equal to 9.
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5.2.4 Summation Of 9 Instances

Summation of 9 instances selects the semantic category (dog breed) belonging
to the 9 instances that achieve the highest summation of similarities in the
retrieved list.

5.2.5 Decision Tree Method

Decision tree method selects the semantic category (dog breed) belonging to
the 9 instances that achieve the highest score summation with score depending
on the depth in which the instance was decided similar.Lets say that the 9
instances of the dog breed border collie are border1,border2...border9.Assume
that :border1 is decided as not similar with the unknown image so its score is
zero.border2 is decided similar at depth 1 so its score is 11 ,border3 is decided
similar at depth5 so its score is 7 etc.The score summation of these instances
would be 0+11+7...etc.The semantic category of the 9 instances that achieve
the highest score summation is selected as the dominant category

5.3 Annotation Formats-Interoperability

The high level information from which the annotation is generated, are taken
from the ontology.Ontologies are described by owl ,the standard web ontology
language, therefore it is straight forward to generate annotations in owl for-
mat.However owl and rdf are more appropriate in the Semantic Web world
while MPEG7 is used as the standard metadata format for exchanging auto-
matic analysis results.

MPEG7 format ensure interoperability with other semantic web applica-
tions. The semantic class the query image belongs to is estimated. Information
about the class is encapsulated in the ontology with properties of OWL lan-
guage. An additional important issue is to achieve semantic interoperability
between OWL and MPEG-7. The �nal step includes mapping owl classes and
properties of them to MPEG-7 format so that the multimedia content services
o�ered by di�erent vendors may interoperate. Our main objective, in the �-
nal annotation, is to describe the owl class recognized, its superclass and some
descriptive owl object properties containing high level information. Transforma-
tion rules, between OWL and Mpeg-7, were adopted in order to achieve semantic
interoperability.

Tsinaraki et.al [34] proved that OWL Ontologies can be transformed into
MPEG-7 Abstract Semantic Entity Hierarchies. OWL domain ontology classes
and individu- als are represented as MPEG-7 semantic elements of type 'Se-
manticBaseType'. The AbstractionLevel' element of the 'SemanticBaseType'
and the MPEG-7 semantic relationships are used to capture ontology seman-
tics. An abstract semantic entity that represents a domain ontology class is
related with each of its subclasses through a pair of 'Relation' elements of type
'generalizes'/' specializes'. The properties dened in the domain ontology classes
are transformed into 'Property' elements (datatype properties).
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Figure 5.2 : Mapping OWL to MPEG7

Since the image is classi�ed in one of known classes, it is considered as an
individual of its corresponding class. Some contents of the annotation �le are
the same for every query image. This includes description of the ontology, some
abstract semantic entities and abstract semantic properties (i.e., dog class).

Next ,the semantic class recognized (dog breed) and its superclass (group)
are represented with semantic elements of type 'SemanticBaseType'.Their ab-
straction connection are represented with 'relation' elements of type 'general-
izes'/'specializes'. The query image is represented as individual through pairs of
exemplies/exempliedBy relationships with the semantic entity is related to. In
the 'SemanticBaseType' representing the query image an element of 'MediaOc-
curenceType' is added to provide the 'URI' of the query image. Figure 5.2.
Trasformation rules where applied thanks to connection between Protege-Owl
api , and MPEG-7 MDS (Multimedia Description Schemes) api [35].

5.4 Exif Metadata Tags

After the annotation is generated ,it must be stored as metadata along with the
image �le.In this work , we choose to store annotations in the exif metadata
tags because exif supports the most popular �le formats like jpeg,ti� and wav.

Exchangeable image �le format (Exif) is a speci�cation for the image �le
format used by digital cameras and scanners[36]. The metadata tags de�ned in
the Exif standard are used to cover Date and time information,camera model
, orientation (rotation), aperture, shutter speed, focal length, metering mode,
and ISO speed information.
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In Figure 5.3 ,you can see the exif tags(not all of them) of the corresponding
image.We use the annotations metadata tag of exif to store our annotations .

Figure 5.3 : Exif tags (b) of an image (a)
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Experiments

Figure 6.1 : Part of 360 database images

In this Chapter , we present our experiments.We evaluate our system using 40
image queries containing dogs(Figure 6.2).For each query image ,a ROI is man-
ualy selected and searched by its extracted visual content.Our database consists
of 360 images (containing dogs), 9 images(instances) for each dog breed(Figure
6.1).

In 6.1 section,the retrieved results for each query , using Lire similarity mea-
sure and DOGi similarity measure, are presented and discussed.In the next sec-
tions 6.2,6.3 DOGi similarity measure performance when changing the prunning
factor and the decision tree used are presented and discussed.In section 6.4,Per-
formance of our system when changing the number of categories recognized is
presented and discussed.In section 6.5 we present and compare the results of the
annotation methods used.Finally,In section 6.6 ,we present many examples of
complete MPEG7 annotations generated and stored automatically for an input
image.
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Our basic IR evalutation tools are precision and recall:

precision =
|{Relevant Images} ∩ {Retrieved Images}|

|{Retrieved Images}|

recall =
|{Relevant Images} ∩ {Retrieved Images}|

|{Relevant Images}|
Precision and recall help us to measure how well our system performs.In our

work we used average retrieval-recall as a quality measure:

P (r) =

Nq∑
i=1

Pi(r)

Nq

where Nq number of queries and Pi(r) is precision at recall level r for i th
query.
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Figure 6.2 : The 40 query images used for system evalution
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6.1 LIRE Similarity Measure vs DOGi Similarity
Measure

We used 40 queries containing dogs (Figure 6.2) and we compute the precision
recall for the �rst 40 answers.For each query tested, the 9 instances of the
semantic class the query actually belongs to ,are noted as the relevant images.In
Figure 6.3 ,you can see the precision recall diagram of the similarity measures
used.We can see that DOGi similarity outperforms LIRE similarity.In fact,DOGi
similarity in most of the cases corrected the similarity result list by increasing
similarities of relevant images or decreasing similarities of irrelevant ones.

However,DOGi similarity measure doesn't always improve the LIRE simi-
larity and unfortunately it may also worsen similarities .There are few reasons
for this.One reason is that the training set used in the decision tree has only 9
instances for every semantic class.If we increase the number of instances used
,we would evantually have better results but the complexity would increase
too.Another reason is the quality of the 9 images used for every semantic class.If
these images are not representive enough ,then DOGi similarity measure could
produce worst results from query images belonging to these instance's seman-
tic classes.Also,as stated in 1.1,similarity between image features (extracted by
image analysis) does not always correspond to semantic similarity as perceived
by humans.Practically,This means that there is a limit on how much we can
improve similarity measures based on visual descriptors.
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Figure 6.3 :Precision-Recall Diagram for 40 �rst answers using LIRE similarity
measure and DOGi similarity measure

Below,we present �ve example queries and their corresponding result lists
using LIRE similarity measure and DOGi similarity measure

*Note that LIRE and DOGi similarity measures are normalized in range
between [0,1] using linear normalization.
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QUERY 1 : Original Image and Region Of Interest (ROI)

Retrieved Results using LIRE similarity(left) and DOGi Similarity(right) for
QUERY1.
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QUERY2: Original Image and Region Of Interest (ROI)

Retrieved Results using LIRE similarity(left) and DOGi Similarity(right) for
QUERY2.
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QUERY 3 : Original Image and Region Of Interest (ROI)

Retrieved Results using LIRE similarity(left) and DOGi Similarity(right) for
QUERY3.
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QUERY 4 : Original Image and Region Of Interest (ROI)

Retrieved Results using LIRE similarity(left) and DOGi Similarity(right) for
QUERY4.
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QUERY 5 : Original Image and Region Of Interest (ROI)

Retrieved Results using LIRE similarity(left) and DOGi Similarity(right) for
QUERY5.
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6.2 Decision Tree Pruning

Pruning is a crucial step in making the decision tree robust and optimized.In
Figure 6.4,you can see the precision-recall diagram of DOGi similarity measure
using percentages of the original tree and LIRE similarity measure. Our results
show that pruning improves the DOGi similarity measure performance because
it removes information less important .However,it is important not to overprun
the tree as information will be lost.So,pruning the 15%-25% of the tree (in
other words ,keeping the 85%-75% of the tree ) produces the best results.In
Figure 6.5, you can see the precision recall diagram of DOGi similarity without
pruning,DOGi similarity with pruning(keeping the 79% of the tree) and LIRE
similarity measure.In this work,we used DOGi similarity measure keeping the
79% of the tree (the green line in Figure 6.5).

Figure 6.4 : Precision-Recall diagram of weigthed similarity measures with dif-
ferent pruning factors
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Figure 6.5: Precision Recall diagram of the Lire similarity measure,DOGi simi-
larity measure without pruning and with pruning using 79% of tree

6.3 Decision Tree Summary

The next Figures are a summary of our decision tree.Note that we used weka
[33]to constuct the decision tree and pruning was done by decreasing the con-
�dencefactor (in our case is equal to 0.25 which means that we have kept the
79% of the tree).In Figure 6.6 you can see a part of the decision tree,in Figure
6.7 the training set used and in Figure 6.8 the statistics of the decision tree .

Figure 6.6 : Part of our decision tree
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Figure 6.7 : The training set used for classi�ng pair of images into two cate-
gories:similar and not-similar.1584 instances are similar and 1890 are not similar.

Figure 6.8 : statistics of our decision tree
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6.4 Number Of Categories

The number of categories recognized ,a�ects the overall performance of our
system.In Figure 6.9 we can see the precision-recall diagram of LIRE and DOGi
similarity measures for di�erent number of categories recognized.We conclude
that when the number of categories is decreased ,the quality of our system
is increased.However,decreasing the number of categories recognized ,obviously
decreases the ability of our system to recognize categories.Thus, it is a matter
of system design on how many categories will be chosen.If we want a high-
performing system ,we will choose to have less categories recognized in favor of
greater performance while if we want more categories to be recognized ,we will
sacri�ce performance.

The average case is to choose 20-30 categories as we have a satisfying per-
formance with respectible number of categories.In our work,we have chosen
40 categories to be recognized because we want to have a more robust sys-
tem.Moreover,in order to test the annotation methods and the similarity mea-
sure ,we ought to have a less performing ,more general system.

Figure 6.9 : Precion-Recall diagrams of Lire and DOGi similarity measures
using di�erent number of categories
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Figure 6.10: The example queries (denoting each corresponding semantic cate-
gory) original image and ROI
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6.5 Comparison Of Semantic Category Estima-
tion Methods

To properly annotate an unknown image, its semantic category should be esti-
mated. In this work the semantic category is estimated based on further analysis
of the retrieval results. For each unknown image, a ranked list of images is pro-
duced in decreasing order of similarity. Each of the known classes contain 9
instances in the ranked list adopted. As we previously mentioned ,four methods
using the two similarity measures available have been tested for the semantic
category estimation based on retrieval results, summation of 9 instances,max
occurrence, AVR and Best match.Also, a �fth method(decision tree method)
that is independent to the similarity measure ,has been tested . In the table
below you can see the results for each method.These results were taken using
over 40 queries (Figure 6.2).

With LIRE similarity measure the semantic category estimation methods
performed as follows:

Best Match, 48.5% of the queries belong to the same class as the �rst ranked
image, 10% of the queries belong to the same class as the second best image in
the ranked list, and 10% of queries belong to the same class with the third best
image in the ranked list.

Max occurrence , 55% of the queries belong to the class that has the maxi-
mum number of instances in �rst 20 answers, 15% of the queries belong to the
class that has the second maximum number of instances in �rst 20 answers, and
15% of the queries belong to the class that has the third maximum number of
instances in �rst 20 answers.

AVR, 57.5% of the queries belong to the class with the best AVR , 17.5%
of the queries belong to the class with the second best AVR, and 12% of the
queries belong to the class with the third best AVR.

summation of 9 instances, 60% of the queries belong to the class with the
highest summation , 19% of the queries belong to the class with the second
highest summation, and 10% of the queries belong to the class with the third
highest summation.

With DOGi similarity measure the semantic category estimation methods
performed as follows:

Best Match, 50% of the queries belong to the same class as the �rst ranked
image, 10% of the queries belong to the same class as the second best image in
the ranked list, and 10% of queries belong to the same class with the third best
image in the ranked list.

Max occurrence , 65% of the queries belong to the class that has the maxi-
mum number of instances in �rst 20 answers, 15% of the queries belong to the
class that has the second maximum number of instances in �rst 20 answers, and
10% of the queries belong to the class that has the third maximum number of
instances in �rst 20 answers.

AVR, 62.5% of the queries belong to the class with the best AVR , 22.5%
of the queries belong to the class with the second best AVR, and 10% of the
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queries belong to the class with the third best AVR.
summation of 9 instances, 72.5% of the queries belong to the class with the

highest summation , 17.5% of the queries belong to the class with the second
highest summation, and 5% of the queries belong to the class with the third
highest summation.

Finally, with decision tree method 52% of the queries belong to the same
class as the �rst ranked image, 18% of the queries belong to the same class as
the second best image in the ranked list, and 12.5% of queries belong to the
same class with the third best image in the ranked list.

Obviously, semantic category estimation methods using DOGi similarity
measure are superior.summation of 9 instances is proved to be the most re-
liable method while best match method is the most unreliable.AVR and max
occurence both have an average performance and decision tree method can be
usefull when other methods(AVR ,summation of 9...) fail to classify correctly
the unknown image. For the �ve example queries(Figure 6.10),we present the
results for each semantic category estimation method(annotation method)
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Figure 6.11 : Percentages of �rst ,second,third correct answers for every semantic
category estimation method
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Annotation methods results for QUERY1 using LIRE similarity measure
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Annotation methods results for QUERY1 using DOGi similarity measure
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Annotation methods results for QUERY2 using LIRE similarity measure
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Annotation methods results for QUERY1 using DOGi similarity measure
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Annotation methods results for QUERY3 using LIRE similarity measure
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Annotation methods results for QUERY3 using DOGi similarity measure
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Annotation methods results for QUERY4 using LIRE similarity measure
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Annotation methods results for QUERY4 using DOGi similarity measure
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Annotation methods results for QUERY5 using LIRE similarity measure
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Annotation methods results for QUERY5 using DOGi similarity measure
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6.6 MPEG7 Annotations

We present the actual mpeg7 annotations generated for the �ve example queries:

Mpeg7 annotation for QUERY1 : Siberian Husky
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Mpeg7 annotation for QUERY2 : Masti�

Mpeg7 annotation for QUERY3 : Border Collie
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Mpeg7 annotation for QUERY4 : Basset Hound

Mpeg7 annotation for QUERY5 : Labrador Retriever
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Conclusion

DOGi is a framework capable of annotating images of a certain domain using
image content and the ontology of that domain.Our demo application deals
with images of dog breeds but it can be extended to handle any image domain
givven the proper domain ontology.Thus,This would require the construction of
a di�erent domain ontology and di�erent training stages adjusted to the images
of the new domain. Alternatively, the process of image annotation using our
framework can be viewed as an attempt for narrowing the semantic gap between
low level features which are easily extracted from unknown images and high level
concepts related to these images.

The process of annotating an unknown image is implemented in steps. A
query image is provided by the user to obtain similar images from the ontol-
ogy. Image matching is implemented using image content descriptions. 12 vi-
sual descriptors are used.The LIRE similarity measure and an overall similarity
measure (DOGi similarity measure) between images are proposed as similarity
measures.The relative importance of features in this distance (their weights) are
computed using machine learning by decision trees.The semantic category of an
unknown image is computed based on AVR(Average Retrieval Rank),summation
0f 9 instances ,max occurence and best match. For interoperability reasons ,an-
notation of the image is genereted in MPEG-7 format. This is achieved through
mapping OWL classes and properties, to elements of MPEG-7 MDS(Multimedia
Description Schemes) and �nally annotation is stored in Exif metadata tags.

Our experiments show that automatic image annotation using ontologies and
image content analysis can be succesfull in percentages above 80% for the �rst
answer givven a good and variant training set for the classi�cation stage and a
descriptive ontology for the annotation stage.
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7.1 Future Work

Our ontology has a speci�c domain however ,this ontology can be easily extended
to upper categories of human perception (animals) or picturable nouns hierarchy
of Wordnet [37].

To further automate the annotation process,we can use a ROI detection
algorithm to automatically detect the region of interest.Thus,the system could
annotate images without any help from the user [38].

In a machine learning view,It is possible to use multiple decision trees using
a multilayer approach in order to improve classi�cation.The �rst decision tree
decides if the unkown image is of the domain of interest.Then,a second decision
tree classi�es the image into the less common categories .Finally a third deci-
sion tree decides the semantic category of the unkown image.Also,an interesting
extension relates to calculating an overall similarity between images using mul-
tiple decision trees as weighting scheme of features in regions of images. Next
an overall similarity between images is derived with the sum of similarities that
came from regions of an image.

Experiments show that better weighting schemes are possible on low-level
features for retrieval purposes if a so�sticated training set is used .Thus,in or-
der to improve the training set,we can add more training samples and more
instances for each semantic category.Also,an enriched ontology can provide bet-
ter descriptions ,therefore we can collect more information for the domain of
interest and add them to the ontology.
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