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Extended Abstract (in Greek)

210 SaAdaooio riepiBaAdov eediooetat tautoxpova éva rmA00g KUPATIKOV @AIVOREVRV, dp-
KETA aro ta oroia Bpiokovtal oe ouo1Odn ouleudn petaiu toug. To Sadacovo vepod eivat
éva eAdappd OUPITEOTO, AVOHUOI0VEVEG KAl AYWYIHO PEUOTO, To ortoio edpddetal mave oe
£va TIOAUOTP®UATIKO TTAPAOPPOOTHI0 OTEPEO TTUOPEVA KAl TIEPATOVETAL O U1 AsUBePD
ermdaveia. H mpooopoinon g yéveong kat §1ad001g tov KUPATIOP®OV Kat 1 akpiBr)g Tept-
YPA®T] TOV PETACXNPATIOPR®V TIOU UPIoTavIal OTi§ TTAPAKTIEG TIEPIOXES £lval arapaitnin o
ox€on e tov oxedlaono 1oV SaAdooi®V KATAOKEU®V, TNV aodpdisia Kab®g Kat v mpos-
Aeyn) ng €§EA1ENG TOU MPOPiA NG AKTOYPAPHLS.

‘Eva and ta o evéiapépovia kat evepyd rnedia Epsuvag, tig tedeutaieg dexkaetieg eivat
N pabnpatiki Kat aplOpnTiky POVIEAOTION 0N TOV EMPAVEIAKAOV KUPATIOPN®OV Baputntag.
Auto arotedel Kal 1o aviikeipevo peAetng g mapouoag epyaciag. Znpavika dépata rmou
mpérnel va AngBouv unoyn eival r EYKUPOTTA TOU PaBnpPatikou POVIEAOU OTIG TIAPAKTIIEG
TIEPLOXES Kal o€ Babutepa vepd, PeTaBAoelg NG Pong Arod UTIEPKPIOIN O UTOKpPiowan,
n akpBng Stakpironoinon g Toroypadiag onwg KAt 1) EPPAvIon UYP®V-OTEYAVOV Kl-
voupeveav ouvopev. IIoAU onpavukd 9€pata poviedornoinong €ival €miong ol QUOIKEG
61a61ka0ieg TOV KUPATOV OtV Mapdktia {Ovr), OTIOU MApouoldaletal T0 PEYAAUTEPO EV-
dlapépov e§étaong. TNy IEPLOXI] AUTH OUVAVIOVIAL OAd TA XAPAKINPEIOTIKA KUPATIKA
@awvopeva onwg n avaxkidaon n SitabAaon kKabB®OG KAl 1 TPOIOIOINOL TOU MAATOUS AOY®
pHXwong. Znpaviikd eival emiong Kat ta pn YPappika @awvopeva oneg n tpbr] Aoy® tou
rubpéva, o1 Un-ypappikeég aAAnAermbpaocel§ PETASU S1aPOPETIK®V KUPATIKOV OUVICTOO®V
Kat 1 petagopd svépyelag kKabag kat 11 9pavorn 1oV KUPAT®V.

Ta poviéda mou XPnotonolouvidl EUpEMG Td TEAsUTaia Xpovia eival ta PovieAda pEcou
Baboug, pe 10 Mo Yv®OTo anod autd va eivat ol pun ypappikeg e§lonoeig pnxov uddtov (Non
Linear Shallow WaterEquations- NSWE). Ot e§1000€1g aUTtég €ivat tkaveg va PovieAoTot)-
OOUV HPEPIKA ONUIAVIIKA @AIVOPEVA OM®S 1] avappiXnon IOV KUPAtev oc akieg adda dev

elval KatdaAAnAeg yla vepd HPECOU 1) peyaAutepou Baboug ormou ta gaivopeva 51aotopdg
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eivatl 1oxupodtepa and ta Pn-ypappikda @awvopeva. a autov tov Adyo siodyoviat ot €§-
1owoetg turtou Boussinesq (BT) ot ortoieg mepiéxouv 0poug draomopdg. ApKeTd eKTeTapéva
BT povtéda, epappootpa kat oe Babutepa vepd, £€xouv rpotabei ta tedsutaia xpovia onwg
yla tapddetypa [170,113,116, 120]. And ta o yveotd sival autda twv Nwogu [127] kat
tov Madsen kat Sgrensen [114]. ITapoédo rou ta dUo autd poviéda £€Xouv dladopeTKn
popor) eivat kat ta duo epappooipa os vepd pExpt kh = 3, o6rou k o kupataplBpog kat k

10 BAaBog TOoU VEPOU o€ 100ppoTTid.

Méxpt mpoodata, ta apduntikda oxnpatd Iou XPNotHoolouviay yid Vv enAuon tov
BT poviédwv, fitav Bactopéva otnyv peBodo nenepacpévayv drapopav (MIIA) [1,20,67,68,114,
110,178]. Baowko meplopiotiko KPIIrplo avt®v, €ival 1 Xprnolponoinon povo dopunpévav
UTIOAOY10TIK®OV TAEYPATeV ota dtodidotata (2A) mpoBAnpata, akopa Kdt yla g opaid
Xopia, To oroio propei va odnyroet oe peiwon g tadng akpiBelag 1oV aplOPnUKOV oxn-
patewv. T'a auvtou tou eiboug ta mpoBAnpata uloBetBnkav ot PEB0d01 MenepacPEVRV
otoxeiwv (MIIZ) kat o1 pébodot nenepaopévav oykav (MITO). Ot MITO pébodot ouvrOwg
arnattouv Alyotepn UMOAOYIO0TIKY Ipoortdfeia oe oxéorn pe auvtv tov MIIZ kat priopouv
va d1axeplotouv KAAuUtepa T0UG PI-YPAPRHIIKOUG OPOUSG Kadl TOUG 0pOoUg toroypadiag amnod
11ig¢ MIIA. Ta teAeutaia xpovia n MITIO sivatl n 1o eupéwg Xpnotponolovpevn péBodog yla
Vv apOunuKy emidvon tov 2A NSWE.

e oxéon pe g BT e§iomoelg, o Nwogu [127] xpnowporoinoe éva fpi-menAeypévo
oxnua Grank-Nicolson yla tnv Xpovikr] 61aKp1TOI0iNnon 1V £§1000e®V ToU edpappoloviag
KEVIPIKEG H1aPopEg yia v Xwp1kn Siakpirornoinon idiag tagng pe v téén tov napaywoyov
oug eSlomoelg. Ot Wei kat Kirby [179] Snuiovpynoav éva tétaping tadng oxnua IIA
XPNO0IIo1)VIag yla mpowbnorn otov Xpovo éva oxnpa npoBleyng tpitng taéng Adams-
Bashforth akoAouBoupevo arno éva oxnpa §10pbwong tétaptng taéng Adams-Moulton. To
apOpnuko auvto oxnpa Pedtwbnke ano toug Shi k.d. [147] epappooviag 1o kataAAnia
oe evallaooopeva urnodoylotikd mAéypata (stagered grids). H epappoyn tov pebddov
MEMEPAOPEVROV OYK®V Otnv €rmiduon e§lo0oewv tunou Boussinesq dev propei va yivet
Aapeod, AOYy® TV UMapXoviev opev S1a0ropdg ot oroiotl mpénetl va dtakpitononfouv pe
uyPnAo PBabpo axkpiBelag. Ta auto 1o Adyo oxetkd mpoodata avarntuxdnkav uBpidikou
TUTIOU OXNPATa OUEUENG MEMEPACHEVOV H1aPOPHOV KAl TIEMIEPATHIEVOV OYKaV, [150,62,61,
24,148,163,142], orou avupeteni¢ouv to npoBAnua eite o pia xeopikn Siaotaon eite
ot 6U0 XWPIKEG H1a0TACELG XPOIHOIIOIWVTAS 1ovo dopnpéva mieypata. Emiong éev av-

TPEIEITI¢OUV MANP®S KAl CUVOAIKA Ta Tpila mpog pedétn otddia ng yéveong, diadoong rat



avappixnong t@v KUPAtliopov og ouvletn tomoypadia, Imou arnotedel KEVIPIKO OTOX0 OtV
napouvoa gpyaocia. Movadikr) e§aipeon eival i epyaocia tov Asmar kat Nwogu [59] orou
aPOUOo1AadeTal pia Pt PooTtddela epappoyng g pebodou nmenepaopévav OYK®OV otig
£€1000e1g Tou Nwogu Xp1o1pornoteviag i dopnpéva méypata orou Xpnotporoteitat éva
XapnAng tadng oxnpa.

Z10X0g g rmapouoag epyaociag eivat n vdomoinon kat napouociaon plag véag apt-
dunukng pebddou yla v emiduon evog 2A BT poviédou avamtuoooviag pia UPning
1a&ng axkpiBelag €600 MEMEPATPEVOV OYKOV EPAPPOOTIN OE 1 Sopnpéva UroAoy10TiKA
mAéypata. H epyaoia autry Sa pmopovocapie va moupe 0Tl XOPIGETAL O TPEIS EVOTNTES.
Ly np®trn evotnta H1aKP1Ttorolouval (Je Xpnor MEnepacpeveayv OYKeV Kat S1adopanv) Kat
ouykpivovtal ot pua dtaotaon duo BT povieda. Autda tou Nwogu [127] kat autd tov MS
[114] éto1 dote va ermAégoupie 1o poviedo rou Ya Srakpirornoirjcoupe ot duo draotaoeg.
Ztn ouvéyela Sakprrortoovviatl ot 2A NSWE pe duo dradopetikd oxnpuata menepacpévay
oYKV oe pun dopnpéva miéypata. ‘Eva kevipoBetnpévo ava kévipo Bdpoug, O1mou ot
ayveotol “tortofetouvial’ oto KEVIPO PAPOUG IOV UITOAOYIOTIKAOV KEAIDV KAl £€va KEVIPO-
Setnpévo ava kopBo, orou ot dyveotol “tortofetouvial” otov KOPBOo TOV UMOAOY1OTIK®V
kedwwv. Tvetat ouykplon autgv, UAOIIOIHVIAG UMOAOY1OTIKA TpoBAnpata pe avaAutikn
AUon mou mMPocopoIdVOUV oUvOeteg 51061d0TATEG EMIPAVEIAKEG POEG. XTI OUVEXELD KAl
HETA arto €AoY TV £§1000e®V 10U NWogu Katl ToU KeEVIpoBetnpévou avd KOopBo oxrpa-
T0G TIEMEPAOPEVOV OYK®V, YIVETAl UAOTIOINON KAl ITapousciact €vog VEOU UTIOAOY1OTIKOU
POVIEAOU yla TNV §1aKP1Iornoinon oV eMmMAsyHEVOV 6000wV o 6Uo Sraotdoelg.

[Tio ouykekpipéva oto Heutepo KePAAalo g rmapouoag epyaoiag rnapovotadovial ta
pabnpatikd poviéda nou xpnotporotovviatl. Fivetat e§aywyr) tov e§1000emv pnxov uddtev,
v BT e€lo0oenv MS kat tov e§lowoemv tou Nwogu. Ot BT e§iowoeig §avaypadovrat oe
OUVINPENTIKI Pop®1n 1) ortoia eivatl 18avik) yia v 0®OoTr) AVIIHETOITON TV EPPAVICOPEVROV
AOUVEXEIOV KA1 TV 000TH Slaxeiplon tev nnyaieov opev tornoypagiag (Babupetpiag). Autr
1 TIPOCEYY10N TV UBPIOIKAOV oXnuAtev sival apketd xpnoiprn 6edopévou o1l propoupe
€UKOAQ va PETAnndr)00ulie OTIS I YPARUIKEG £§1000e1g prX®V UdATteV, ayvomviag KatdAAnda

TOUG 0pOoUG dlaoTiopdg ota pabnpatkda povieda. ITo cuykekppéva:
U +V-HU*)=S@U*) ov Qx][0,7] cR*xR*, (1)

pe U va énAcvetl to diavuopa tev véav petabAntov, U* 1o Sidvuopa tov petaBAntov tov
NSWE, H = [F,G] ot pn ypappwkoi 6pot porig kat S = Sy + S¢ + Sq o1 minyaiot dpot.

Me H = H(x,1) > 0 6nAcvetatl 1o oAké Bdbog tou vepou kat u = [u, v]T eival to nedio



Taxuiev. n = n(x, t) etvat n petaBodrn tng eAeUbepng erudavelag kat 4 = h(x) n anootaon
g Toroypadiag amo v otadbpn tou vepou otav Ppioketal oe npepia. Ta ug e§lovnoeig

v MS éxoupe:

H Hu Hv
U = | pr|, FUM)= Hu2+%gH2 . GUY) = Hvz+%gH2 ,
P; Huv Huv
0 0 0
S(U*) = Sp+S¢+Sq = —-gHb, |+| -1 |+]| - (2)
—gHb, —T2 —Y
orou,
pe_ | PT|_| Hu- (B+ 1) i (Pu+ Q) — by (3P, + £ Q,) - iy (£0) a
P} Hv — (B + )12 (Qyy + Pyy) = hhy (30, + 1P,) = hh (LP,) |
_ { wl ] _ _th3 (nxxx + nxyy) - hhx (Zthnxx + thnyy) - hhy (thnxv) ]
Y= = : (4)
W —Bgh* (11yyy + Naxy) — iy (2Bghny, + Bghi,) — hi, (Bghn, )

Ot inyaiot 6pot ouprnieptdapBavouv toug 0poug toroypadiag Sy, toug dpoug 1pBrg Sy Kat
éva pépog twv O0pev dlactopdg Sq. O 6pog P* mepiéxel OAOUG TOUG OPOUG HE XPOVIKEG

MAPAY®YOUS EV® 0 0p0g Y TIEPIEXEL OPOUG H1A0TIOPAS PE XWPIKEG TIAPAYDYOUG.

IMa ug e§lonoelg tou Nwogu éxoupe:

P* 2 _wc
I [%V(V W+ VOV +ul, Sa = | w4+ g, | ©
2 W+ Yu,
Z2 W2 h
l//c:C+Z):V~[(§“—g)hV(V~u)+(za+E)hV(V'hu)] (6)
Kdtl
HA 2
Ut = Yu, _ — H,Z—“V(V -u) + H,z,V(V - hu). ()
Unm, H8B 2

HE 0A0UG TOUG UTIOAOITIOUG OPOUG vad £1val OTIOG KAl MTAPATIAVE.



Ia v dakpirornoinon 1@V napandave ot 1A xpnotpornolovupe €va uBpldikd oxrpa
MEMEPAOPEVOV OYK®V / memepaocpévav dtapopav. ITio ouykekpipéva Kat yla toug pn
YPAPHIKOUG 0pOUG HETAPOpdg OM®G KAl yid TNV S1aKPIIonoinon tev 0p®v toroypapiag
XPNOIHOIIOOUHE €va OXNHA TEMEPACOHREVOV OYKV Turou Godunov , eve yia v 61-
AKP1TOTIOIN0T TV 0peV S1a0TIopdg XPIOIHIOTIOI0UHE TO OXHHA TIETIEPACHEVOV H1aPOPQOV.
Ma v Kataokeur] g aplOPnTKNg PONG XPI1O1HOITOI0UHE TOV IIPOCEYYIOTIKO EITIAUTE)
Riemann tou Roe [139]. Ot opot tonoypadiag Stakpirornolovvial Kat auvtoi pe avavtt
(upwind) tpdro £€tol Gote va Sratnpeitat 0 vepd 0g 100pPOITiA AKOPA KAl PE TV UIapsn
uypav/oteyavov petonev. 'Evag moAu onpaviikog mapdyoviag oty KATAOKEUT] TV apl-
Sunukov oxnuatev eivat n Siatr)pnon g 100PPEOITiAg AvAlleod otV 61aKP1Tr) aplOunTIKy
po1n Kat v dtakplronoinon v nnyaiov opeov. Ta oxnjpata mou 1KavortolouV autiyv Vv
100ppoTtia eival yvootd pe v ovopaocia kKadog oopponnpéva (well-balanced) oxfjpata
[87,123,135,118,50,73]. ErmmumpooHeta mpoBAnpata ta oroia avupetonifoviat sivat n
dlayxeipion tou uypou/oteyavol ouvopou, EPOCOV eival IIPOPAVEG OTL Ol ESLOMOELS 0pilov-
TAl yla T1§ UYPEG MEPLOXEG Kal Xpeladetal 181aitepn aAviPETDION yia v petabaon arno
TIG OTEYAVEG OTIG UYPES TEP1oxeS. 'Onwg €xel HerxBei ota [136,51,91] mpoBAnpata mou
MPETEL va avupetruotouy gtvat: (1) H avayvopion twv oteyavov kedwov, (2) Awatrjpnon
NG PONG OE 100pPOTIa OTav CUUTEPLlaubavovtal oteyaveg meplox g, (3) Pon oe evavt kilion,

(4) Awatnpnon nadlag kar urtojloyloudg 9etikov UL Badoug.

Ia v EMEKTAoT) 10U OXIPATOG 08 UPNAOTEPTG TATNS X®PIKY aKPiBela XPnO110IIo10UE
éva tétaptng tagng MUSCL (Monotone Upstream-centered Schemes for Conservation
Laws) oxnpa ntapspBoAng [185], mpv v anotipnon tov aptduntkev powv [62,163,148].
H avanapdotaon ng Avong peowe tng rnapekBoAng MUSCL yivetat otig 1mmoodtnteg tou
Baboug H tng taxumtag u# Kat tng toroypadiag b. Kat ta duo poviéda rou egetadoupe
MEPLEXOUV XWPIKEG MAPAYOYOUS, HEXPL tpitng tadng. 'Exet 6eixbel 6w ya va eivat to
OPAAPA ATTOKOIG MIKPOTEPO ATO TOUG OPOoUS H1a0TIopdg TV §1000ewv, da Tpernet va
ePappootel teTaptng 1adng akpibelag Siakpirornoinon otoug 6POUg MPAOTNG rapayoyou. a
aUTOV TOV AGYO0 TOUG S1aKPITOTIOIOUPE XPNOTHOIIOIOVIAS £va OXIHA KEVIPIKOV dl1adpop®v,
TETAPTNG TASNG Y1d TOUG 6POUG MPWING IAPAY®OYOU, £va OXIHIA KEVIPIKOV §1adopdv tpitng
TA8Ng yia Toug Opoug TPitng mapaywyou Kat éva oxnua devtepng tagng yla toug 0poug
deutepng napayoyou. Ia v Xpovikn §1aKp1tornoinon v oXNUAT®V XProtoroloUpe
Vv PéBodo Slakpirornoinong t€taptng taing twv Adams-Moulton r oroia eivat éva oxnua

ipOBAeYng-610pOwong. Zin cuvéxeld, Kal yia Kabs Xpoviko Brjpa, epooov €xoupe AdBet



TG véeg PeTaBANTEG, XPE1AdETal 1 AVAKTINOY NG TAaXUINTAg yld KAabe UMOAOY1IOTIKO KEAL.
Alakprrorioidviag 11§ ox€oelg (3) yua tg e§iomwoeig twv MS kat (5) yla autég tou Nwogu,
pe mv pébodo menepacpévev H1aPop®v KAtaAryoupe os éva 1pog eriAuon tpidlaywvio
YPAPHIKO ouotnpa. Xpnolporioloupe 1ov ailyopiOpo tou Thomas yia v smiduor] tou.
O1 ouvoplakeég OUVONKeEG TIOU epappooInKav €ival avakAlaong kat eAeuBepng pong, oe
ouvduaopo pe éva “otpopa anoppopnong” (sponge layer) to oroio drayéel tnv evépyela
TV E10EPXOPEVOV KUPATRV €101 OOTE VA TIEPIOPIOTOUYV 01 I PUOIKEG Tadaviwoelg. Emiong
uvloro)Onke 1 yevvrtpla Kupatopev tov Wei kat Kirby [179] yia tig e§lonoeig tou Nwogu
Kat UAormoinOnke pia véa Poper] g YEVVIIPAS KUPATIOHN®V TI0U Ieptypadetal oto [138]

yla tg §lomoeig twv MS.

L1 ouvéxela €ylve pedétn kat e§€Adn pnxaviopov dpavong. H 9pavon tev kupa-
TIopV eivatl éva moAuridoko @aivopevo. Ot BT e€iocoeilg 6ev §€xovial pun opadég Avoeig
Kal £101, Td QUOIKA POVIEAd TIOU peAeTdpe Sev elval 1kava va mePLypAPouV TV aparave
@uoKy dadikaoia apou 1 dakpironoinon TV MEMEPAoPEVEV d1aPop®v Iou €Xel yivel
OTOoUG OPOUG H100TIOPAG TIPOKAAET TNV YEVVEOT] I (PUOIKOV TAAAVIOOE®V KATA TV Iapouoia
10XUpwVv KAloswv. Egappootnkav kat pedet|Onrav 1i€ooeplg pnyaviopol Spavong. Auo
povtéda tunou eddy viscosity, tov Roeber [142] kat Kennedy k.a [93] to oroia ripoobé¢-
TouVv €vav 6po Sidyxuong, otnv e§lowon opurng, 1ou Baciletatl otnv TUPBOSN CUVEKTIKOTNTA
(eddy viscosity). H diagopd toug €ykettal 1600 OTovV TPOIT0 UITOAOY1OR0U g TupBrdoug
OUVEKTIKOTNTAG aAAd KAl OTO KPP0 £10ay®yrg tou opou. Ta umoldoira duUo povieda
mou pedeOnkav eivat autd tov Tonelli k.d. [163] kat éva véo uBp161KO 1OVIEAD TTOU
nmapouotadetal otnv napovod epyaocia ya mpotn gopd. Eivat kat ta duo uBpidikou turou
Kkat Baoidovtat oty ardn 16éa 6t o1 BT edlo0oelg ekdpuAidovial otig Pn-ypappikeg €§-
1000e1g pnxwv uddatov (NSWE) kabng o1 6pot diaomiopdg yivovial apeAntéol OUYKPITiKA
HE TOUG Un-ypappikoug opoug. ITio cuykekpipaéva, AUVOUHE OTO UTIOAOYIOTIKO X®wpio eite
pe e§lonoelg Boussinesq eite pe g Pn-ypappikeg €§1000e1g prnxwv uddtov oupdeva e
OUYKeKPIIEVO Kpurjplo. Emiong mapouoidetal évag veéog TpOITOg ATEVEPYOITOINONG TOV
opwv dlaomopdg omote auto eival avaykaio. Exktetapéva umoloyiouikd mpoBArjpata Kat

OUYKP101] TRV apldunTtik®v HoVIEA®V Propouv va Bpebouv oto tétapto Kepdaddato.

Zto neprto kedpddato yiverat tapouoiaon g pebddou menepacpévav OyKeV yia tnv
eriAuon v 2A pn ypappikev e§1000emv pnxov uddatev. Auo oxnpata epappodovial Kat
OUYKpivovial pe otoX0 TV €mAOYI TOU KAAUTEPOU ®G ITPOG TNV EPAPHOYI] KAl arodoor.

'Eva revipoBetnpévo avd KEvipo BAapoug Kat éva KevipoBetnpévo avda KopBo. Ltnv nmpotn



TIPOOEYY10T] 01 OYKO1 €EAEYXOU TTOU TIPOKUITIOUV £ival 16101 1€ Ta UTIOAOY10TIKA KEALA KAl Ol
ayveotot “tortofetouvial” ota BapuUKeVIpA TOV TPYOVOV. LTO0 KeEVIPOOetnpévo avd KOopso
oxnpa ta dedopéva eivarl kevipobetnpéva avd KOpBo Kat ol OYKOol EAEYX0U TOU ITPOKUIT-
TOUV OtV mapdndve S1akplronoinon oxnpati¢ouv €éva UmoAoyloTiKO MALypa SUlKo Tou
apxkou. ITio ocuykekpipéva 10 oUVOPO £VOG OYKOU €AEYXOU, YUPO ATO €va KOpBo, oxn-
patidetal evovoviag ta PapUKeEVIpA TRV IPLY@VEOV ITOU £€X0UV 10 KOPBo ®g pla Kopudn
toug. H Sopr) avty etvat Baoiopévn otig akpég (edge-based structure). OAokAnpovoviag
TG €§10W0E1G TIAVR 0g KABE OYKO EA£YX0U KATAANYOUHE OtV AplOUNTIKY Hopdr) TOU VOLI0U
dlatrpnong v oroia kalovupaote va diakpitonoirjooupe. Ymobétoviag o1t n Auon ivat
otaBepr) o KAOe UTIOAOY10TIKO KeAil AapBdavoupe 1o Pang Tadng, X®pKda, oxnpa. I'a tov
UTIOAOY1010 NG AplOUNTIKAG POrg 0 KAOBE TTAEUPA TOU TPIYOVOU, Yld TO KEVIPOOETNPEVO
ava KREVIO BApoug oxnua, Kal Katd PHKog TS aKUNG ylda 1o Kevipobetnpévo ava kopbo
oX1fpa, KaAoupaote va emAvocoupe £éva npoBAnpa Riemann. Xpnowomnoloupe kat 6o
TOV MPOOEYYIOTIKO eruAuty) Riemann tou Roe. To Siavuopa tng aplOunuknig pong ur-
oloyidetal Sewpuviag opolopopdr KATAVOHI] NG PONG AV OT0 CUVOPO TOU KeA10U Kal
101 HE TV T NG OT0 MECO TNG AKHNG.

H ypovikn dakpironoinon ermrtuyyavetat pe v apeorn pebodo Runge-Kutta teocodpav
Bnpdtev kat xpnowpornoteitat Aoy® tng eKIETAPEVNG TIEPLOXNS euotabelag rou €xel. Ta
MAEYHATA TA OIToia XPNOTHOIIolouUvVIal Yid IV d1akpltornoinon 1ou Xewpiou eivail 0Aa pn
dopnuéva. Ermiong yivetal eméktaon tou oxnuAtog £10l OOTE va eivatl deutepng tagng
X®PKNAS akpiBelag. AUTO emTuyxXAvetdl Pe YPAPHIKI) AVAKATAOKEU g AUong oe KAOe
urtoAoylotiko kedi. H avakataokeur tng Auorng yivetal Xpro1ponoloviag £va oxnpa tuIiou

MUSCL oe 2A 6mou 1 péorn Tir) g Auong rapapével otabepr) os KAOe KeAd.

Ol avaKaTaoKEUAOPEVEG TIHEG eKATEP®OeEV KAOe ouvopou KeAlwv, urodoyidovtatl oto
H€oo autov, mpoteivoviag kat pa véa pebododoyia, €101 ®ote va pnv undapyxetl aouvpBat-
OTNTa P& TOV UTIOAOYIOHNO NG ap®unukng porg. Ia va Ppoupe 1a mapandve yia 1o
KevtpoBetnpévo avd KEVIpo Papoug oxnpa, ermBAAAetal 0 UITOAOY1IOP0G TV KAIoE®V OF
KAaOe tplywvo. 'Exouv vdorownBei duo neputtooetg. Zinv rpotn vrnodoyidoviat ot KAioelg
XPNOHOTIOIWVIAS POVO Td Tpia YEITOVIKA KeAld KAOE TIPydVoU eve Otnv deuteprn Xpnot-
HOTIO0UE £€va TI10 EKTETAPEVO OUVOAO TPIYOVeV. T'a 10 kevipobetnpévo avda kopBo oxnua

ol kAloglg urtodoyidovial oe KAOe UTTOAOY10TIKO KeAT.

Zinv ouvéxela £ylve KatdAAndn Siaxeiplon tov ouvoplak®v ouvOnkov. a autov tov

Aoyo uloBetrjoape Vv MPOCEYYIOT TRV PAvIiaoTKOV KeAldv (ghost cells) yia 1o kevrpo-



Setnpévo ava révipo Bdapoug oxnua. Ta gaviaotikd Kedida sival emrnpoobeta orpewpata
KeAWV €6 arod 1o euoiko pag redio. Ta naparndve kedid ivat 16eatd rapoAo mou £Xouv
YEDHETIPIKEG TTOOOTNTEG O1 oroieg AapBavovial aro 1a €0RTEPIKA KEALA OTO OUVOPO. LNV
mapouoa £pyaocia ta BapUKevipd TOV QAVIACTIKOV KEA1®OV £ival 0 KaBpedpng 1oV Bapukev-
TPWV TOV OUVOPIAKOV KeAl®v. Ta va kataAfoupe o éva 0motd aplOpunuko oxrpa mpérnet
va EMTUX0UE Pld 00T SlaKkpltornoinon ya 1g 81adpopikou TUITOU OUVOPLAKEG OUVOIKEG.
H 16¢a eivat va xpnowpomnourjooupe v acBevr) Hopdr yld TOV UMTOAOYIOHO T®V PORQV OF
KABe oUVOP1aKT) TTAEUPA TPIYOVOU. ZUPPKVA PE TNV dempia TOV XapaKInNploTKeOV aAAd Kat
avaAoywg v por) emBAAoupie oto cUvopo TNV TIr) tou Baboug 1 tev taxuttav. O 1pomog
AVTIPEIOITONG TOV OUVOPIAKOV oUVONKoOV dtatnpet tyv taén akpibelag tou oxnuatog. H
dlakplrornoinon Tou Nyaiou 0pou Yivetdl Pe TETO10 TPOTIO £101 MOTE va dratnpeitat ) 100p-
portia avapeoa otnv aplOuntikn por] Kat tov mnyaio opo yla ouvlnkeg oopportiag. Ta
va 1oxUet 1o 1610 kat yla 1o 6eutepng tagng oxnua Evag 6pog 610p0®ONG MPETIEL VA TTPOoTE-
Oel. Ztnv ouvéxela eyve kataAAndn diaxeiplon yla 1o KIVOUPEVO OUVOPO TTOU gpdavidetat
avApeoa o€ UYPEG KAl OTEYAVEG TIEPLOXES AOY® aAAayrg Tou Uyoug tou vepou. Ta {nipata
TIOU AVIIPETOITI{oVTAl KAl ermAvoviat ivat opola pe avtd wng piag daoctaong. Extog amno
1a {nuquata (1)-(4) mou poavapEpOnkav, ermBAAAETAL KAl 1] OUVETHG AVAKATACOKEUT] NG

AUong og TIEP10XEG UYpOoU/oteyavou AapBdavoviag uroyn ot nipéret va woxvel VH = —Vb.

Axopa vdoro)Onke kat 1 H1akptonoinon tou 0pou g IP1BHG XP1OTHOTIoWVIAS Hid
éppeon péBodo. H ouykpilon tewv Suo oxnpdtev ermruyydavetal vdonoloviag rpoBAnpata

avapopdg 1mou 61a6£touv avaAutiky) Auon.

Metd v UAOTIOINoT TV MAPATIAVe KAl TV MA0YH TV §1000ev Tou Nwogu évavtt
auteVv v MS onwg Kat tv ermAoyn tou KevipoBetnpévou avd KOpBou oX1atog IEnepac-
pévav Oykev, mapouctadetal pia véa pEbodog draxpiroroinong v 2A e§1000E®V TOU
Nwogu (1), (3)-(7). Metd v 0AOKANp®OT T®V MAPATIAVE OTO UTIOAOY10TIKO X®pio AapBd-
VOULIE T1G £§1000€1G TIOU 10XU0UV 08 KAOE UMMOAOY10TIKO KeAl. L& aUTEG 01 OPOl HETAPOPAS
Kdat o1 6pot toroypadiag S1akpirorolovviatl Pe tov 1810 TPOIIo MoV MEPTYPAYPAPE ITAPATIAVE

Yld TG PN-YPAPHIKEG EE1000EIG PNYXOV USAT®V.

la v enéxktaon mg akpiBelag oto Xwpo Kat pdAiota oe éva tpitng taéng oxnua £rot
WOTE VA PNV aKUP@VOVIAlL Ol 0potl H1aoropdg anod 10 Xeplko odpdipa daxkpirornoinong,
XPNOHOoTIo0UNE, Onwg £xel poavapepfel éva MUSCL oxnpa, avakatackeudaoviag tig
tpég tou Badoug H tev taxutitev U = [u, v]T xat tng tonoypagiag b oto péoov tng xabe

akprng. [Ma v avakataokeur] 1OV IAparndve TMOCOTHIOV XPNolponoleitatl évag ouvou-



AOPOG KEVIPIKMV KAl avAvil KAIOE@V €101 OOTe va audrjooupe Vv akpiBeia tmg Paoikng
MUSCL avakataokeung [173]. To oxfjpa eivat akpiBag 1pitng tagng akpiBelag ya ypap-
nika npoBAnuata [7,51,149]. [Mapoda autd, n MAPAIAVE AVAKATACOKEUT] HEWWVEL TNV ApP-
10pnTukn 61dyUon MoU €10AYETAl OTOUG I YPAHHPIKOUG OpOUG PONS KAl TIAPEXEL AKP1BeElg
AUoeig yia opadég poég omwg Heiyxvouv ta aplOpPnuka arotedéopata IOV IPOBANHIATOV
IoU Ttapouctadovial oto KepdAalo emtd autng g epyaoiag. Xe IEPUTIOOELS OIMoU 1)
ouvelopopd TV Opwv dlaoropdg eivat apedntéa, dndadr) otav ermAvovial PoOvo ol M)
YPAUHIKEG £§1000€1G PNXWV USAT®OV, 1 apardve avakataokeun Uropel va dnpioupyrjoet
aKPOTATA KUPI®G O0Tav mapouotdadovial aouveXEleg otV AUor. Z& autlég TIS TIEPUTIOOELS,
Kal Yld va PE®OOUNE TIS TAAAVIOOEIS OtV AUon epappodetal £vag MePLoplotng KAIoewV.
I'a va rneplopicoupie v ePPAVION TOV TAAAVIOCERV OV aplOpunukn Avorn, ermbdAAstat
OTNV AVAKATAOKEUI] AUOTNPI] PHOVOTOovia XPNO1HOIIoI®vVIaS TOV HUI-YPAHHUIKO TEPLOPLOTY)
xAioewv Van Albada-Van Leer [7,51,173,176,75]. Ot 6pot diaoropdag drakpirortotovvat
XPNOOTIOIHVIAG T0 Jedpnia AOKALONG OTIOG KAl Pid TUTTIoU-akpung péBodo urtodoylopou
tou Sravuopatog anokAiong. Emmpoobeta yia toug 6poug draoropdg tng e§iowong paiag
elval anapaiintog o 0plopog £vOg VEOU UTOAOY10TIKOU KEA10U TO OIOio amoteAgital amno
duo Tplywva mou €xouv pia Ko akpr. e auto 1o tpiyevo uroAoyidetal n kAion ng

arnoKkAloNg 1 oroia arnotipdtal oto PECOV NG KOG TTAEUPAS TV SUO TPIYOV®V.

'Onwg kat oty 1A oe kdBe Prpa g RK eivatl anapaitin n enfduon evog ypappikou
OUOCTHATOG Y1d TNV avaKtnorn tou nediou taxuttov. O mivakag rmou mpoKUITEL Ao Vv
dlakprroroinon tou (5) ivat apatdg kat e§aptdtat and 10 MAEYHA IOU XPNO1IOTO10UIE.
Ia autdév tov Adyo o mivakag uroAoyidetal mptv apXioel 1 XPOVIKI] EMAVAANTITIKY O1-
adikaoia KAt anmobBnKeveTdl 08 CUNITIEOHEV] KAt Ypappeg apatr) popdn. To yeyovog
otl 0 Tiivakag 6ev aAAddel ava xpoviko Brjpa eivat uyiotng onpaciag yia tov pnxaviopo
Ypavong nou neprypdgetal nmapakdatw. To ypappiko cuotnpa, PETd aro PeAétn Tou Ii-
Vakd, €MAUETAL XPNOTIomol®viag v enavainmukr p€6o6o BiCGSTAB. Ot cuvoplakeg
OUVONKEG TTIOU UAOTTIO0UVIAL £1val OUVOPIAKEG OUVONKEG AVAKAAONG KAl OUVOPIAKEG OUV-
Onkeg anoppopnong. Ta g deutepeg KAt Pmpootd aro autd To oUVopo opidetatl eva
ATIOPPOPNTIKO OTPOUA. X€ AUTO TO OTPOHA 1] EAsUBepn empAvela TOU VEPOU ATIOOBEVETAL
roAAarAaotdadovidg v pe €va ouviedeotr). AKOpa udoroteitatl 1 YEVNIpld KUPATOV TV
[179]. TéAog enexkteivoviat otig 2A ot pnyaviopoi S9pauvong twv Kennedy [93], twv Tonelli
K.d. [163] onwg kat o véog uBp181kog pnyaviopog Spavong. Emiong enexkteivetatl oug 2A o

VEOG TPOTTIOG ATIEVEPYOTIOINONG TOV 0PV H1a0TI0PAG, TIOU TTapouctactnke otnyv 1A. O tporog



autog eival oupBatog PE T0 YEYOVOG OTL O TIVAKAG TOU YPAPHIKOU CUOTIHATOG TIAPAPEVEL
apetaBAntog. Zto £86o110 KepaAatlo rmapouoiadovial ta aplOuntikd rmpobArpata oe duo O1-
aoTAoElg Yld TO HOVIEAO TIOU TePypddnKe napandve. Ta apOpunuka poBAnpata €xouv

Xwplotel oe HU0 Katnyopieg, oe P Ypauvopevoug Kat Ipauodpevoug KUPATIOHOUG.

Zupnepaopatikd Kat apyika yia myv 1A, avarrtuooetat éva uBptdiko ouvinpnuko apt-
dunuko poviédo IO /TIA yua v emiduon Kat v ouykpion tov BT e§iowoemv tou Nwogu
Kat twv Madsen kat Sgrensen. I[Tapatnpoupe ot yla pn 9pauopevoug, Harpeig Kupa-
TIopoug o1 Siadopeg avapeoa otig Auoelg ou mapdyoviat aro 1ig NSWE kat amo g
BT e&ioooeig eivat moAu pikpég. ITapodo mou ot NSWE ernapkouv o€ KATOEG TIEPTIT-
TOOEIS OGS OTOV UITOAOYIOPO TNG avappixnong T®V KUPAT®V Kal KATOIOV YEVIKOTEP®V
XAPAKTINPIOTKOV TV 651ad180peveov kupatiopov, ta arotedéopata v BT e§lowoenv ei-
val akpiBeotepa oe H1a0TIEPOPEVOUS KUPATIOPOUS Kal og peyadutepou Bdaboug vepo. Ta
6uo BT poviéda napouciacav rmapopiola arnoteAéopata OUYKPIVOPEVA Pe TIEPAPATIKA Se-
dopéva. Ot e€1o0oe1g Tou Nwogu Ureptepouv eAaPPOS KAt yid autdv tov Adyo ermAéxdnkav

yla tv diakpironoinorn toug otig 2A.

Zwv devtepn evotnta tng Iapoucag epyaciag yiverat ouykplon tov duo Paocikeov
POV UAoTioinong tewv pebodmwv menepaopévav oYKV yia pn dopnpéva UroAoylotika
MAEYHATA TIOU TIPOEPXOVIAL ATIO TPIYOVIOPOUS. ZUyKpivoupe, péoa ot €va eAeyXOHEVO
UTIOAOY10TIKO TIEPIBAAAOV, €va KeEVIPOOEINEVO avd KEVIPO BAPOUG UTIOAOYIOTIKOU KEAI0U
KAl éva KevtpoBetnpévo avda KopBo oxnpa, He otoxXo Vv €rmAoyn tou BEATiotou yla v
daxpirornoinon v BT e§lowoenv o 2A. Kat ta §U0 oxnua ouykpivovial Pe avaAluTtikeg
AU0og1g KATaAn)yoviag Oto YEYOVOG OTL yia TV KevipoBetnpuévn 11€0060 avd kévipo Bapoug
UTTOAOY10TIKOU KEA10U TIPOCEYY1OT)], 1| OUNRIEPIPOPA OUYKAIONG £§apTATAL AITO TO UITOAO-
Y10TIKO TAEypd TOU XPNOLHOIIOI0UHE, KATL Iou dev oupBaivel oto Kevipobetnpévo ava
KOpBo oxnpa. Emiong n xpnotpornoinon @aviactikov KEAIOV yld TOV UTTIOAOIOHO OPlaKGOV
oUVONK®V, 0TO0 KEVIPOOEINIEVO avd KEVTPO PApoug oxnpa propei va odnyroet o peinon

axkpiBelag.

Zv ouvéxela, Kkat xpnowporolnviag tg BT e€io0oeig tou Nwogu kat 1o KevipoBetn-
Hévo ava kopBo oxnua ITO, vldomoteitat €éva véo 2A pn dounpévo aplBOuNTIKO POVIEAO
1O yia ug mpoavadepbeig e§lomoelg. Amo 600 yvepidoupe eival n mpotn @opd rmou pia
nipoogyyton IO epappodetatl oe BT e§lonoetg. i ouvéxela vdorotOnkav §1apopetikoy
TUITOU pnxaviopoi 9pavong Kal IapouotdoTKe yid IIPOTn gopd £va vEo UBp1d1Kko PovieAo

Spavong 10 oroio XPnoIHoIIolEl £va ouviuaoH0 KPPV Y1d TV EVEPYOITOiN o TOU OTIoU



povo pia mmapdpetpog xpeladetat va PabpovopnBei. To poviedo anodeiyxBnke amotedeo-
Patiko Kat akpiBeg, OUYKPIVOHIEVO HE Ta Urapxovia povieda 9pauong 1mou urndpyouv tmyv
BBAloypageia kat rou ertiong vAomnoiOnkav otnv rnapovoda epyaota.

To apBpunukd poviédo PBabpovoprtal Xpnoponoldviag MEPAPATIKA anoteAéopata
MPOBANPATOV TIOU PEAETOUV TANOMOPA KUPATIK®OV QAIVOHEVQV. X& OAd ta mpoBAnpata
mapatnpnOnke mMoAU KAAn oupdevia TOV ApOPNTIKOV ATIOTEAEOUATOV € TEPANATIKA

dedopéva kabmg Kat pe AVoelg POVIEA®V TTOU PItopouv va Bpebouv oty BiBAtoypadia.






Chapter 1

Introduction

In the last two decades mathematical and numerical modeling of free surface flows in
realistic environments has been one of the most interesting and active research fields
in coastal engineering, where accurate simulations of nonlinear and dispersive water
waves are important and have largely replaced laboratory experiments for the design
of coastal structures. Important issues one has to consider include, the validity of
a mathematical model in near-shore zones as well as in deeper waters, transitions
between sub and super-critical flows, frequency dispersion and accurate numerical
treatment of natural topographies and wetting/drying processes. Significant research
effort has been expanded into advancing important simulation issues which include
representation of near-shore wave processes such as, shoaling, run-up, diffraction,
refraction and wave breaking. To this end, depth averaged models have gained a lot
of popularity, in terms of applicability and development, with the nonlinear shallow
water equations (NSWE) being one of the most applied models falling in this category.
The NSWE have been employed widely to model wave propagation and runup, see for
example [161, 162, 86, 32, 118, 27, 58, 50, 125, 91] among many others. The NSWE
model is currently accepted to mathematically describe a wide variety of free surface
flows under the effect of gravity and that it can be very useful for simulating long
wave hydrodynamics when the vertical acceleration of water particles can be neglected
and the flow can reasonably assumed to be nearly horizontal. In general, the NSWE
constitute a hyperbolic system of conservation laws with source terms present due to
the bed topography and friction (if other effects like Coriolis forces, are omitted).
Although the models utilizing the NSWE appear to be able to model important as-

pects of the flow and the general characteristics of the runup process they are not ap-
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16 CHAPTER 1. INTRODUCTION

propriate for deeper waters where frequency dispersion effects become more important
than nonlinearity. On the other hand, Boussinesq-type (BT) equations introduce dis-
persion terms and are more suitable in water where dispersion begins to have an effect
on the free surface. Under the assumption that nonlinearity and frequency dispersion
are weak, and in the same order of magnitude, Peregrine [133] derived the so called
standard Boussinesq equations for variable depth using the free surface displacement
and the depth averaged velocity as dependent variables. The standard Boussinesq
equations, written in terms of the depth averaged velocity, break down when the depth
is greater than one fifth of the equivalent deep water wavelength and as such are lim-
ited to relative shallow water. In addition the weakly nonlinear assumption limits the
largest wave height that can be accurately modeled. The linear dispersion characteris-
tics of the BT equations of Peregrine, rapidly diverge from the true behavior in deeper

water rendering the model invalid in theses situations.

In recent years, many researchers have proposed a number of extended BT systems
for which the dispersion relationship is valid up to the deep water limit, making the
BT models applicable in deeper water regions. Some widely used equations among
others are [183, 124, 113, 127, 20] and posses equivalent dispersion properties. These
extended models give a more accurate representation of the phase and group velocities
in intermediate water with water depth to wave length ration up to 1/2, and some-
times are referred as low-order enhanced BT equations. Witting [183] expressed the
depth-averaged momentum equations in terms of the velocity at the free surface and
dispersion was added using a fourth order Taylor expansion. Madsen et al. [113]
added extra dispersion terms to the original equations in order to improve the linear
dispersion characteristics and extended the procedure including a variable bottom to-
pography [114]. Nwogu [127] derived an extended system of equations, from the full
fluid equations, by using the velocity at an arbitrary depth and Beji and Nadaoka [20]
produced a BT system using Peregrine’s BT model. The most popular among the afore-
mentioned BT models are those of Nwogu [127] and Madsen and Sgrensen (MS) [114].
Each model is different in the form and arrangement of the dispersive terms but they
both lead to dispersion relationships that could become Pade approximants to the exact
linear relationship, which give good results from shallow water up to a dimensionless
wavenumber of kh ~ 3. In recent years, progress was made in to advancing the non-

linear and the dispersion terms and multiple BT models were proposed. We refer for
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example [179, 74, 68, 107, 21, 110, 111, 112, 106] among others which in turn are
more difficult to integrate and thus require more computational effort in their numerical

integration.

1.1 Numerical modeling

Many numerical schemes have been developed to solve BT equations. Until recently
most of them where based on the finite difference (FD) method, please refer for example
in [1, 20, 67, 68, 114, 110, 179]. The popularity of the FD schemes can be attributed
to the ease in which higher order derivatives can be approximated and to the well
structured resulted linear systems, which can be efficiently solved (e.g. tridiagonal
ones). Nwogu [127] used central differences of the same order as the derivatives in his
equations for the spatial discretisation and Madsen et al. [114, 113] used a straight
forward mid-centering finite difference approximation. A simpler method was suggested
by [179] were all first-order spatial derivatives were approximated using a fourth order
finite difference scheme to ensure that the truncation error of the numerical scheme
was less that that of the dispersion in the governing equations. Recently, Shi et al.
[146] used a spatially staggered scheme. Operational models such as FUNWAVE [147]
and COULWAVE [108, 94] are based on the finite-difference methodology. The earliest
application of the FD method [1, 179] showed that the truncation errors of low-order
approximation significantly affect the accuracy of the solution. This is because the
truncation errors of the FD approximations are of the same form as the dispersive
terms in the BT equations. Hence, these errors lead to the prediction of non-physical
dispersion or "numerical diffusion”, hence a careful treatment of truncation errors is
necessary. The major limitation of the FD methods is that, for 2D formulations, one has
to use structured spatial meshes, even for irregular domains, which can lead to loss of
accuracy. Some negative aspects of this shortcoming can be avoided using curvilinear
coordinates [146], but considerable work may be needed to generate such grids for
arbitrary geometries and accuracy may be limited due to mapping problems. Another
problem with the FD method is the correct treatment of the boundary conditions.

The use of unstructured spatial meshes for 2D complex geometries, where the mesh
size can be adapted to local features such as, depth profile and complex boundaries,

has been put forward as a strategy to obtain more cost-effective models. In Sgrensen et
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al. [152] it was estimated that the potential reduction factor, compared to structured
meshes, is of the order of 10 — 20. The most natural candidates for unstructured
methods are finite element (FE) methods and finite volume (FV) methods. The use of
FE methods in the solution of extended BT models has increased in the last ten years
(see [56] for a review) with promising results in terms of accuracy and efficiency, see
for example [4, 103, 178, 152, 184, 63, 64, 60, 190, 105]. Walkley et al. [178] showed,
using Nwogu’s equations, that the solution can produce non-physical dispersion, the
degree of which depends on the selected mesh size. Hence, the variation of mesh
size needs to be suitably controlled. The main disadvantage of the FE methodology
is that usually higher-order spatial derivatives present even in the low-order extended
Bousssinesq equations must be reduced. For example, third-order derivatives in low-
order extended models are usually reduced by introducing auxiliary variables to the
system of equations, resulting in additional equations to be solved. Although relatively
efficient schemes with higher-order accuracy can be derived within the FE framework,

significant complexities and stability issues may also arise, especially on arbitrary grids.

FV methods usually require significantly less computational effort than FE ones,
while non-linear advection terms and topography source terms can be more easily
treated when compared to FD methods. The advantages of the FV method for numer-
ically approximating the NSWE are well known also in terms of the topography and
wet/dry front treatment, we refer to [167, 51] and references therein for comprehensive
reviews. The FV formulation is probably, now days the most applied modeling strategy
for the numerically approximation of the 2D NSWE. The FV formalism can be applied
to both structured and unstructured computational meshes and as such the physical
domain under study can be divided into a certain number of finite control volumes,
and the equations, cast in integral form, can be applied individually to each one of
them. This procedure guarantees, a priori, the conservation of physical quantities likes
mass and momentum, is extremely flexible and conceptually simple. FV schemes have
been applied to solve the non-dispersive NSWE for a wide range of applications, like
flood propagation, dam-break flows, bore propagation as well as to long wave propaga-
tion and runup, see for example [161, 162, 34, 86, 170, 78, 30, 118, 27, 50, 125, 91]
among many others. Specifically, Godunov-type FV schemes based on Riemann solvers
have the advantage of solving the integral form of the nonlinear equations as fully con-

servative schemes with intrinsic shock capturing properties as well as with correctly
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incorporating the bed topography and treating accurately advancing wet/dry fronts
[170, 30, 86, 102, 167, 118, 51, 50, 91]. FV schemes can be categorized, in the main,
as of the cell-centered (CCFV) or the node-centered (NCFV) (also referred as vertex-
centered) type [9, 84, 75, 22, 119, 121]. A third approach also exists, the so called FV
of the edge-type, introduced in [17]. For the CCFV approach, the (finite) control volumes
used to satisfy the integral form of the equation are the mesh elements themselves, for
example triangles. For the NCFV approach, the control volumes are elements of the
mesh dual to the computational mesh. In a NCFV layout three possible definitions of
the control volumes exist; the centroid dual, created by connecting the centroids of the
triangular elements which are jointed to the concerned node; the Dirichlet tessellation
which is formed by connecting the centers of the circum-circles of the same element;
and finally the median dual obtained by linking the centroids of the elements and mid-
points of the edges around the node [9]. In the edge-type control volumes the nodes
are placed on the edges of an original triangulation, see [17, 41, 42] for details. Both
cell-centered and node-centered of the median dual type FV discretizations will be pre-
sented in this work and will be used to simulate complex 2D free surface water flows
by approximating the NSWE model. One of these formulations will be chosen in order

to be used for the discretization of a 2D Boussinesq-type model.

For most problems of practical interest the numerical treatment of the source terms
is a relatively standard procedure. For computing the topography source term within
the FV framework, considerable progress has been made and as such several numerical
and mathematical treatments have been proposed for balancing the flux gradient and
the source term, in order to properly compute stationary or almost stationary solutions.
This property is known as well-balancing and is currently a very active subject of
research, we refer to [51] and references therein. An other important problem, arising
in engineering applications is the appearance of dry areas, due to initial conditions or as
aresult of the water motion. As such, the necessity to handle wetting and drying moving
boundaries (e.g. shoreline motion [27]) is a challenge that has attracted much attention.
Several approaches have been proposed in different models and numerical schemes,
using the NSWE equations [161] and, for Boussinesq-type equations, [108, 68] have
used an extrapolation technique to allow the models to handle moving boundaries.
Other techniques have been developed as to avoid dealing with wet/dry interfaces by

excluding the dry cells from the computational domain [30, 32], by artificially wetting
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dry cells [86] and by modeling the shore as porous or slotted [93].

Very recently, and in one spatial dimension, classical FV schemes (of the Godunov
type) have been modified to solve enhanced BT equations. In these modifications the
BT equations are re-written in a vector conservative like form and the FV method is
used to solve the nonlinear shallow water part of the equations, while the dispersive
terms are discretized by FD schemes resulting in hybrid FV/FD schemes. Frazao et al.
[66] were the first to introduce the hybrid modeling for the BT equations and concluded
that the hybrid solution produces more accurate results than the FD solution for wave
profiles that are initially steep. Erduran et al. [62, 61] developed a new fourth-order
hybrid FV/FD model for the 1D MS equations,by employing a MUSCL-type scheme with
Roe’s Riemann solver on the FV part of the equation. In addition, the a fourth-order
predictor corrector time stepping was used and the topography slopes were discretized
using the surface gradient method (SGM)[191]. Wet/dry fronts and wave breaking
treatment have not been considered in [62]. The application of the hybrid scheme
requires the governing equations to be recast to obtain a conservative part that suits the
FV discretization. MS equations have been also used by Borthwick et al. [24] where the
HLL Riemann solver was used and a wave breaking treatment was introduced. Lynett
et al. [108] used the equations from [104] while Cienfuegos et al. [46, 47] developed
a high-order FV scheme for the so-called Serre equations [11] which are recasted in
a convenient quasi conservative form. Both the MS and Nwogu’s models, but in non
conservative form, were numerically solved and compared in [148] utilizing again the
HLL solver along with the SGM. In [142] a fifth-order in space and fourth-order in time
scheme was used fot the equations of Nwogu. More, recent works, that use hybrid
FV/FD schemes are those in [150, 57, 91, 109, 147, 141, 94]. These hybrid schemes,
which combine the FV and FD methodology have been introduced for Boussinesq-type
equations as to incorporate the flexibility and shock-capturing capabilities of the FV
approach into dispersive wave models. This approach is particularly useful for short
and long wave interactions as the solution can be easily turned into entirely FV solution

of the NSWE by removing the higher-order Boussinesq terms, if needed.

Further, this hybrid approach has been extended to two space dimensions but for
uniform structured grids [163, 94, 164]. Although for structured grids hybrid FV/FD
schemes are relatively simple to implement, they can severely restrict the modeling

when dealing with 2D irregular geometries, similar to the FD method. For coastal flood-
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ing over complex topography and wave interaction with coastal structures, this leads to
a loss of accuracy or to the use of excessively refined grids. One approach to reduce the
effect of a structured grid was presented in [126], where the cut-cell approach was used
to solve the 2D Madsen and Sgrensen [114] equations by a Godunov-type second order
FV scheme. The use of unstructured meshes provides geometrical flexibility and, in ad-
dition, mesh resolution can be more easily refined where needed, for example in shallow
regions or near structures. A first attempt to apply the unstructured FV methodology
on Nwogu’s extended equations was presented in [59], where a low order staggered FV
scheme was presented. The scheme does not account for topography sources neither
for accurate wet/dry front treatment. Additionally is of low order, imposing questions
in deeper waters where dispersive effects are predominant. Furthermore, important

flow problems such as run-up and wave breaking were not included.

1.2 Wave breaking

Wave breaking in the nearshore environment becomes an important modeling issue. As
a wave’s amplitude increases and reaches a critical level the wave crest steepens, the
front of the wave becomes vertical and then the crest of the wave overturns. It should be
noted that, wave breaking is a complex phenomenon, with substantial air entrainment,
turbulence that causes energy dissipation. At this point BT models are unable to
describe the physical procedure since the FD discretization of the dispersive terms
causes the generation of spurious oscillations if steep gradients are present. Thus, a
wave breaking mechanism has to be considered. A wave breaking model for the BT
equations requires two mechanisms to simulate the breaking process numerically. The
first one is a trigger mechanism related to the initiation and, possibly the termination,
of the breaking process. The second mechanism is an energy dissipation mechanism.

Three types of additional momentum dissipation methods for wave breaking exist:
The surface roller model [144, 115, 116, 151], the vorticity model and the eddy viscosity
model [93, 189, 142, 48, 90]. The last few years, a new approach has been used which
simply (under certain conditions) turns off the dispersive terms in the region where
breaking occurs [163, 164, 141, 91, 24].

In eddy viscosity models dissipation due to turbulence generated by wave breaking

and bore propagation is treated by a diffusion term in the momentum conservation
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equation in order to prevent numerical instabilities resulting from frequency and am-
plitude dispersion. The amount of dissipation is governed by the value of the eddy
viscosity coefficient, which is calibrated with experimental data. A breaking criterion is
used to decide exactly where and when the dissipation becomes active [49]. Heitner and
Housner [83] proposed an eddy viscosity model to dissipate energy for breaking waves.
Energy loss is limited to the front face of waves where the change of wave properties
exceeds a certain criteria. Zelt [189] treated wave breaking similarly in a Lagrangian
Boussinesq model to simulate solitary wave breaking and run-up. The same model
used from Wei et al. [180]. Karambas and Koutitas [90] used also an eddy viscosity
mechanism with the limitation that the formulation was not momentum preserving
and the setup prediction in the inner surf zone (in the investigation of the performance
for periodic waves) was very poor. Kennedy et al. [93] followed [83] and [189] but
with extensions to provide a more realistic description of the initiation and cessation
of wave breaking and were able to adequately reproduce wave height and setup for
regular waves breaking on planar beaches. The largest disadvantage in that formula-
tion is that, in some special cases, such as stationary hydraulic jumps, wave breaking
initiation is not recognized. Additionally, Cienfuegos et al.[47] showed that Kennedy et
al.’s eddy viscosity breaking model could hardly predict simultaneously accurate wave
height and asymmetry along the surf zone. Lynett [106] used the eddy viscosity model
of Kennedy et al. [93] with some modifications which regards the manner in which a
breaking event is initiated and reformulations of the models thresholds in terms of the
total water depth H. Nwogu and Demirbilek [128] present a more sophisticated eddy
viscosity model in which the eddy viscosity is expressed in terms of turbulent kinetic
energy and a length scale. Recently, Roeber et al. [142] adapt the approach of [83, 93]
and presented an eddy viscosity approach consistent with the conservative formulation
of the Boussinesq-type equations of Nwogu [127] in 1D, to account for breaking waves

in the surf zone.

Other methods are based on the surface roller concept introduced by Svendsen
[154]. These methods, like the eddy viscosity ones, add a flux gradient to the BT mo-
mentum equation [144, 151] but this approach stems on different hypothesis and ideas
than those on the eddy viscosity ones. The added term depends on the dynamically
determined roller thickness, the mean front slope of the breaker and other parameters

which must be tuned during the numerical implementation. The roller approach has
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been improved by [115, 116] and by [175, 89]. Recently Cienfuegos et al. [46, 47, 48]
considered the wave breaking energy dissipation through extra terms written both in
mass and momentum equations.

A relatively new approach, based on the assumption that Boussinesq equations
automatically degenerate into NSWE as dispersive terms become negligible compared
to nonlinear terms, developed the last few years. The idea introduced by [163, 164],
for the equations of MS [114], is to exploit the shock-capturing advantages of the
FV scheme within the framework of BT equations in order to model discontinuous
phenomena such as wave breaking and runup. These models take advantage of the
fact that in shallow water, the NSWE (under the FV framework) have the ability to
naturally embody bore propagation and the related energy dissipation. This feature
is interesting because of the similarity between spilling breakers and bores [134, 12].
Borthwick et. al. [24] introduced the above idea using as an indicator criterion, one
similar to the criterion used by Kennedy et al. [93]. Tonelli et al. [163, 164] introduced
a simple criterion (developed on a physical basis) in the numerical scheme to establish
which set of equations should be solved in each computational cell and recently they
applied an extended version of their hybrid model, including an additional criterion
for the switch back to the BT equations, to describe the transformation of irregular
waves[165]. Roeber et al. [141] utilize the local momentum gradients as an indicator
for deactivation of the dispersive terms. The above treatment has been developed for 1D
and 2D BT equations on structure meshes. Among the researchers that have followed
the same idea are also [160, 23, 147, 24, 130]. In all aforementioned works it is not
clear the way that wave breaking technique is implemented, with a concern about

method’s sensitivity to grid spacing [147].

1.3 Outline of the thesis

The existing discretizations for the BT models, as discussed so far, consist of FD or
hybrid FV/FD methods which are either for 1D BT equations or for 2D equations
using only structured meshes. No one has discussed the the study of the generation,
propagation and runup of the waves including complex topography holistically, which
is one of this thesis targets. With the exemption of [59] and to the best of our knowledge,

this is the first attempt to numerically solve enhanced BT equations on unstructured
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meshes by a higher- order FV scheme which exploits the advantages of the FV approach
and incorporates state of the art discretization for the topography and for the treatment

of wet/dry fronts

Hence, the aim of the present work is to present the development, application and
potentials of a novel higher-order FV scheme for the numerical integration of extended
BT equations on unstructured triangular meshes. The model should handle multiple
flow problems such as propagation in deeper water, shoaling, runup, wet/dry pro-
cesses, wave breaking etc. This work consist of three parts. The first part describes
the derivation and discretization of two 1D BT equations (Nwogu’s [127] and Madsen
and Sgrensen’s equations [114]) through a hybrid FV/FD model. The second part of
this thesis presents the discretization of the NSWE, specifically two FV schemes are
implemented under the same framework and compared in order to find the one more
appropriate for the discretization of a 2D BT model. The last part describes the deriva-
tion of a novel unstructured FV scheme for the 2D Nwogu’s equations. The outline of

the remaining chapters of this thesis is as follows.

In Chapter 2, both Nwogu’s [127] and Madsen and Sgrensen’s [114] models are
formulated in a conservative form of the NSWE. Nwogu’s extended BT equations are
formulated in a conservative like form, incorporating the time derivative component
of the dispersion terms into the vector of conserved variables with a flux term that
is identical to that of the NSWE. Both models are numerically solved, in one spatial

dimension, using a hybrid FV/FD scheme.

The numerical solution is described in Chapter 3 where a fourth-order Godunov-
type FV technique is used, based on the approximate Riemann solver of Roe with the
topography source term discretized in an upwind manner as to provide a well-balanced
scheme. As such, no special algorithms need to be implemented, e.g. extrapolation or
exclusion of dry cells, to accurately compute shoreline movements. Additionally four
wave breaking mechanisms are implemented and tested with one of them having a

novel approach.

These two models are compared in Chapter 4, as to determine their differences and
help us choose the BT equations that will be used for the 2D formulation. Suitable
numerical tests in one spatial dimension are implemented, to highlight the model dif-
ferences and compare the numerical results with analytic solution and/or benchmark

data.
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In Chapter 5 a brief review of FV schemes is described. Two FV approaches for
unstructured meshes (a NCFV and a CCFV approach) are implemented and compared
for the 2D NSWE. A controlled environment for a fair and extensive comparison between
the two approaches is provided. The behavior of each approach is numerically tested,
individually, equipped with proposed modifications and improvements and their relative
behavior is compared in order to choose the FV framework in which we will discretize
the BT equations.

Chapter 6 presents the development of a NCFV scheme for the numerical integration
of the extended BT equations of Nwogu, on unstructured triangular meshes. The
equations are numerically solved employing a third order, node centered, Godunov type
FV technique that utilizes the approximate Riemann solver of Roe with the topography
source term discretized again in an upwind manner. Temporal accuracy is achieved
using a strong stability preserving Runge-Kutta time stepping. Furthermore two of the
wave breaking treatments presented in Chapter 3 are extended for 2D formulations.

Numerical tests for the 2D formulation are presented in Chapter 7. This the first
attempt (with the exemption of [59] ) to numerically solve enhanced BT equations on
unstructured meshes by a higher-order FV scheme wich exploits the advantages of the
FV approach and incorporates state of the art discretizations for the topography and

for the treatment of wet/dry fronts.






Chapter 2

Shallow water and Boussinesq-type

(BT) equations

In the last few decades mathematical modeling of free surface flows has been one of
the most interesting fields in coastal engineering. The modeling of free surface flows
is usually described, in the classical fluid mechanics framework, using the three di-
mensional Navier-Stokes (NS) equations, assuming the fluid to be Newtonian, viscous
and incompressible. However, the NS equations are computationally onerous thus the
depth-averaging assumption has been used to simplify the equations so that numer-
ical models can be of practical use. Depth-averaged models (or depth-integrated) are
derived using mass and momentum conservation under the assumption that the ve-
locity in the vertical direction is negligible. The most popular among these models is
that of the nonlinear shallow water equations (NSWE). This set of equations is particu-
larly well-suited for the study and numerical simulations of a large class of geophysical
flow phenomena, such as river flow, ocean circulation and coastal processes like, wave
propagation and runup. A large limitation of the NSWE model is that they are not appli-
cable in deeper waters where frequency dispersion effects become more important than
nonlinearity. On the other hand, Boussineq-type (BT) equations introduce dispersion
terms and are more suitable in waters where dispersion begins to have an effect on the
free surface, and thus have become an incresingly important predictive tool in coastal
engineering. As described in Chapter 1 a large number of BT equations exists. The
extended BT equations presented next are applicable for irregular wave propagation on
slowly varying bathymetry from deeper to shallow water.

In this chapter the mathematical models used in this work are presented. In Section

27
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2.1 the NSWE are derived in one and two dimensions. Sections 2.3 and 2.4 presents
the BT equations of Madsen and Sgrensen (MS) [114] and Nowgu [127] respectively,
along with their dispersion properties. Both set of equations are re-written here in
a conservation like form in order to be numerically approximated by conservative FV
schemes and to able to handle shock-wave modeling. The last Section 2.5 presents an

important solution for the NSWE as well as for the BT models, the steady state solution.

2.1 The shallow water system of equations

The shallow water equations constitute a system of non-linear hyperbolic partial differ-
ential equations that fall in the category of conservation laws. They are derived from
the physical laws of the mass and momentum conservation and they are also called
balance laws due to significant source terms e.g. topography and friction. They are
valid for problems in which vertical dynamics can be neglected compared to horizontal
effects. To derive the equations, a Cartesian coordinate system is adopted and we refer

to Fig. 2.1 for the case of one (spatial) dimension (1D).

Topography b(%

Figure 2.1: Definition sketch. One horizontal dimension.

2.1.1 Derivation of the non-linear shallow water equations
Conservation of mass

Considering that the fluid is ideal and incompressible, and ignoring Coriolis effects,
viscous terms and surface stresses, we can define that in the domain [x; x;] the rate of

exchange of mass equals the mass flux which crosses the domain [x; x;] where x € R
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and ¢ € R*. The total mass can be defined as:

X2
f pH(x,t)dx 2.1)

1

where x,t denote the space-time domain and p is the fluid density, H(x,t) > 0 is the

total water depth and the rate of exchange of mass is given as:

a X2
— H . 2.2
). pH(x,t)dx (2.2)

Integrating vertically the momentum density, we get the total mass flux:

H+b H+b
f ou(x, t)dy = pu(x,t) f dy = pu(x,)H(x, ). (2.3)
b b

So, the total mass flux which crosses x; is (puH)|,, and (puH)|,, the one that crosses x;.

Consequently, the integral form of the conservation of mass has the form:

o [
- f H(x, 1) = (pu)l,, — (pu)ls,. 2.4)

Integrating (2.4) at the interval [f, ¢ + Af] and assuming that both u(x, f) and H(x,t) are

differentiable we obtain:

1+ At X2
f f 0H (9(Hu) _o, 2.5)

and the differential form of the conservation of mass on (2 € R X R* is now given as:

oH N 0(Hu)
o Oox

=0 (2.6)

Conservation of momentum

Conservation of momentum concludes from Newton’s second law which states that, the
change in velocity (acceleration) with which an object moves is directly proportional to
the magnitude of the force applied to the object, and inversely proportional to the mass
of the object. In the region [x; x,] it should hold that the momentum fluxes equals to
the total forces in x-direction (science we refer to 1D). The mass flux is defined by the

material derivative of the velocity:
H+b H+b H+b
f pudydx = — f f pudydx + f f —dydx = (2.7)
= —f pHudx + (pHu Ny, — (pHu Ny, - (2.8)

The total force applied in the x-direction is the summation of the forces applied, such

as the pressure due to the topography b(x) and the pressure due to the wall. All other



30 CHAPTER 2. SHALLOW WATER AND BOUSSINESQ-TYPE (BT) EQUATIONS

forces such as the Coriolis effect and wind stresses are neglected. The pressure applied

from the wall is given as:

H+b X2 1 X2
8 [f p(y—H - b)dy] = [—Engz] , (2.9)
b X1 X1
and the pressure applied from the bottom as:
2 db
—8 f pH——dx (2.10)
X dx
Hence, the total force in the x-direction is
1 " 2 db
——gpH*| - gf pH—dx, (2.11)
2 . X dx
where g is the gravitational constant. The integral form of mass conservation has the
form:
d (™ 1 " 2 db
— Hudx + (Hu?),, — (Hu?),, = |—-=gH*| - f —dx. 2.12
dzj; ()2()1[2g x.gx.dx (2.12)

Assuming, like before, that the functions H(x,t) and u(x, t) are differentiable we obtain

the differential form of the mass conservation

O(Hu) O(Hu* + 1gH?)
ot ox

= —gHb,. (2.13)

The resulting set of equations (2.6)-(2.13) can be rewritten in a vector conservative form:

a—U+M:S(U) on Qx[0,f]c RxR", (2.14)
ot 0x

where Q X [0, 7] is the space-time Cartesian domain over which solutions are sought, U
is the vector of the conserved variables, F is the nonlinear flux vector and S = Sy, + S¢ is

the source term which includes the bottom slope and the friction, given as:

Hu
U = , F(U) =
Hu Hu? + %gH2
0 0
SU) = Sp+8= + : (2.15)
—gHb, -gHS ¢

For the friction term the Manning empirical form [91] is used in this work, where

uju
Sy = ni'—J, (2.16)
3

with n,, being the Manning friction coeflicient.
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The Jacobian matrix of the 1D NSWE (2.14) -(2.15) is

F'(U) = % =A= 2 ? P 21u (2.17)
with real eigenvalues

Ai=u—-c¢, Ah=u+c
and the corresponding eigenvectros are

ri=[1Lu-cl", rn=[1, u+c]’. (2.18)

¢ = +/gH is the wave’s celerity.

Following the same reasoning as before, we can derive the shallow water equations
in two spatial dimensions [170]. Again, ignoring Coriolis effects, viscous terms and
surface stresses the system of the 2D non-linear shallow water equations can be written

in conservation law form as:

%Jrv.q{(u):L(U) on Qx[0,7]CR>xR", (2.19)

where the vector of conserved variables and fluxes in x— and y— direction are given by

H Hu Hv
U=| Hu |, HU)=[FU) GU)=| Hi+ igH* Huv ;
Hv Huv Hv? + %gH2

with u = [u,v]" being the vector velocity field, H(x,y,t) > 0 the flow depth (distance
from the bottom to the free surface). We also denote with q = [Hu, Hv]" = [q,, qy] the
unit discharge. The source term £(U) = [S;, + S¢] models the effects of the shape of the
bed topography and friction on the flow. geometrical source term, along the coordinate

directions, is given as Sp = Sp, + Sy, where

0 0
be = _gHM and Sby = 0 . (220)
x Ob(x, y, 1)
—gH——2

0 dy
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The source term component Sy includes the bed friction stresses, that represent the

energy dissipation influence of the bed roughness on the flow, given as,

0
St =| -gHS! |, (2.21)
—gHSf

where Sy and S, are the friction loss slopes along the coordinate directions given as,

neullul| nyviull
Sfx = and va = L (222)
3 ’ H3
The Jacobian matrices of system (2.19) are given as,
0 1 0 0 0 1
OF G
A= 2_,2 d —=B= - 2.23
30 cc—u? 2u 0| an 50 w v ou ( )
—u v u - 0 2v

with ¢ = \/gH being the wave celerity. The eigenvalues of the two matrices are:
/l?:u—c, /lg‘:u, /lg‘:u+c
and
/lf:v—c, /lzB:v, /lf=v+c
respectively, while the corresponding eigenvectors are:
ri=[lLu-c v, 15=[0,0c" r3=I[1,u+c, v]"
and
rf =[1, u, v--c]', r/;‘ = [0, —c, 0]7, r’; =[1, u, v+c]’.

The eigenvectors and the eigenvalues of the Jacobian matrices are fundamental for

constructing the numerical schemes later on.

2.2 Derivation of Madsen and Segrensen’s (MS) Boussi-
nesq formulation

According to Madsen et al. [114], the set of the extended Boussinesq-type (BT) equations

should meet the following requirements:
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(@) The equations should be expressed in two horizontal dimensions in terms of the

surface elevation and the depth-integrated velocity components.

(b) The resulting linear dispersion characteristics should follow a celerity expression

which will be explained below.

As a starting point the standard form of the Boussinesq equations derived by Peregrine
[133] has been considered. Formulated in terms of depth-integrated velocities and

0
using (), = ()x = — equations read as,

o’ x
nm+ P+ 0, =0, (2.24)
P+ (%z)x + (%)y +gHn, + ¢, =0, (2.25)
O, + (%)} + (%) + gHn, + 4§ =0, (2.26)
in which
b - birasa 3](0) ()|
Jr = —%hz (Qyye + Pye) + é;ﬁ [(%)yﬂ + (%)W] : (2.28)

are the dispersive terms. As defined before, H is the total water depth, % is the still-
water depth, 7 is the surface elevation (see Fig. 2.1) and P = Hu and Q = Hv are the
depth-integrated velocity components in the x- and y-direction, respectively. We use P
and Q instead of Hu and Hv, for a more compact notation. The dispersion terms in the
above equations are expressed in terms of 4, which means that nonlinear effects arising
from the difference between H and s have been neglected. Expanding the derivatives
at the second part at the right hand side in (2.27) and (2.28) and assuming that first
derivatives of 4 are small, so that higher derivatives and products of derivatives are

consequently neglected we obtain the following simplified form of (2.27) and (2.28).

1

{ﬁl = —%hz (Pxxt + Qxyt) - ghhnyt - éhhx (2th + Qyt) s (229)

1 1 1
(//2 = —§h2 (nyt + ny,) - ghhxpyt - ghhy (2Qyt + th) . (2.30)



34 CHAPTER 2. SHALLOW WATER AND BOUSSINESQ-TYPE (BT) EQUATIONS

A classical procedure to simplify higher order terms is the introduction of the linear

long wave approximations [120]:

P, = —ghn,, (2.31)

O, ~ —ghn,. (2.32)

By spatial differentiation of (2.31)-(2.32) and assuming that the first derivatives of / are

small and with higher derivatives and products of derivatives neglected we obtain:

P + 28 + ghneee =~ 0, (2.33)
Pyt + ghitpyy + hyx + gty = 0, (2.34)
Oy + 28hy1yy + ghpyyy = 0, (2.35)
Quyr + 8hyMy + gty + ghiyye =~ 0. (2.36)

For example P,,; type terms can be replaced by 7,,, type terms. In shallow water this
would make no difference to the solution, but in deeper water the form of the Boussinesq
terms is critical for the accuracy of the linear dispersion relation. Madsen et al. [114]
add equations (2.34) and (2.36) and multiply the summation with —Bh? (where B is a
free parameter that determines the dispersion properties of the system). They also add

(2.35) and (2.36) obtaining the two terms:

€6 = —Bl’lz[ (Pxxt + Qxyt) + gh (nxxx + nxyy) + ghx (277xx + 77yy) + ghyan]’

€& —th[ (nyt + nyt) +gh (Uyyy + nyxx) + gh, (nxx + 277yy) + ghxnxy]’

which are then added to ¥; and i, respectively. According to the long wave equation,
€ and e will be insignificant in shallow water and they can be added to the standard

Boussinesq equations without affecting their accuracy. By doing so, the dispersion
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terms, then read as:

3

~ 1 1 1
‘rlll = - (B + g) h2 (Pxxt + Qxyt) - th3 (nxxx + nxyy) - hhx (_th + EQyt + 2thnxx + thnyy)

1
- hh} (6 th + thnxy) )

<
[\S]

I

I

1
hh, (gPy, + thnxy) .

The value of the coefficient B was determined by matching the resulting linear disper-

sion relation with a polynomial expansion of Stokes first order theory combined with the

use of Padé’s approximant. A value of B = 1/15 has been defined by [114] as optimal.

With a stationary bathymetry b(x), equations (2.24)-(2.26) combined with the dispersive

terms (2.37)-(2.38) can be expressed in terms of the conserved variables H, P, ( since

n.=m+h),=H,as

H+P.+0, = 0,

P? P ~
P,+(—) +(—Q) +gHn, +y, = 0,
X y

H H
0? PO B
Qﬁ(—) +|—) +gHn.+¢, = O.
H), (H) 2

Keeping in mind that topography b(x) is not changing with time we have:
gH’
gHVn =V — + gHVb and Vn=VH - Vh

thus,

H +P,+0,=0,
H? ~
P, + (Huz)x + (Huv), + (gT) +gHb, +y; =0,

2 gH2 -
O+ (Hv )y + (Huv), + — + gHb, + 1y, =0,
y

(2.39)

(2.40)

(2.41)

(2.42)

(2.37)

1 1 1
(B + g) & (nyt + nyz) — Bgh’ (Uyyy + 77xxy) ~ hh, (§ Oy + gpxt +2Bghiy, + thﬂxx)

(2.38)
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which is the same as

H +P,+0Q,=0, (2.43)
gH? ~
P, + (Hu2 + T) + (Huv), + gHb, + y =0, (2.44)
, i’ 5
O, + (Huv),+[Hv" + = +gHby + Y, = 0. (2.45)
y

In the absence of frequency dispersion, the equation reduce to (2.14), the NSWE in their
conservative form. Following the works in [62, 163], we re-write the above equations
splitting the dispersive terms in those with time derivatives and those who have only

spatial derivatives, obtaining:

- 1 1 1 1
lﬁl = [— (B + §) h2 (Pxx + Qxy) - ]’ll’lx (gpx + EQ)) — hh} (EQX)]

t

— th3 (nxxx + nyy) — hh, (2th77xx + thnyy) — hh, (thnxy) , (2.46)
Yo = [— (B + %) W (ny + ny) — hh, (%Qy + éPx) — hh, (éP))]
t

— Bgh’ (nyyy + nxxy) — hh, (2th17yy + thnxx) — hh, (thnxy) . (2.47)

The vector conservative form now reads as:

U, +V-HU*) =SU*) on Qx][0,7] cR*xR", (2.48)

where U is the vector of the new solution variables, U* is the vector of the NSW con-
served variables, H = [F, G] are the nonlinear flux vectors and S = Sy + S¢ + Sq is the

source term, given as

H Hu Hv
U = | Pr |, FU) =| Hi*+3gH* |, GU") =| Hv* + JgH* |,
P; Huv Huv
0 0 0
SU*) = Sp+S¢+Sa=| —gHb, |+| -1 |+| -y, (2.49)

—gHby -T2 —1702
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in which:
pe_ | Pr| | Hu = (B 312 (Pt Q) iy (3P, + §0,) ~ hh, (10.) — om0
P* Hy = (B + 3) 12 (Qyy + Pyy) = hy (30, + £P.) = h (EP)) |
_ [ 2 ] | =B&h? (s + 1iyy) — b (2Bghn. + Bghu,,) = hhy (Bghn,y) |
= - . (2.51)
W —Bgh? (myyy + Nusy) — hhy (2Bghnyy + Bghn.) — hh, (Bghi,y) |

The source term includes the bottom slope Sy, friction St (see (2.18)-(2.19)) and part of
the dispersive terms is included in S4. The term P* contains all time derivatives in the

momentum equation and the dispersion term ¥ contains only spatial derivatives.

2.2.1 Linear dispersion properties and shoaling

Water waves transform, in both phase and energy, due to shoaling, refraction, diffrac-
tion and reflection. The degree of refraction, diffraction and reflection depends on the
dispersion relation while the degree of shoaling depends on the shoaling coefficient
which in turns depends on the topography’s steepness. To derive the dispersion rela-
tion corresponding to the equations of Madsen and Segrensen [113, 114] the following
standard procedure is adopted. We consider the linearized one-dimensional version of

equations (2.43)-(2.45) along with (2.46) and (2.47), which yields:

m+P. = 0, (2.52)
1 1
P, + ghn, — Bgh’ 1, — (B + 5) WPy — h, (2th2;7” + 5hpx,) = (2.53)
From the first equation we derive that 1, = —P, and by cross-differentiating
Ny =—Py and Ny = =P (2.54)

Differentiating the momentum equation in the x— direction, substituting into (2.54) and

dropping the terms with higher derivatives, we obtain the wave equation:

1
N — ghr]xx + th377xxxx - (B + g) hznxxtt = hx (gnx + (2B + 1)h77xtt - Sth2nxxx) . (255)

Consider a small amplitude wave with cyclic frequency w, A the local wave’s amplitude

and ¢ the phase function, which is related to the local wave number k, by ¢, = k(x).

n(x,t) = A(x) exp i(wt — ¢(x)) (2.56)
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The water depth, the wave number and the wave amplitude are considered as slowly
varying functions in space thus, products of derivatives and higher derivatives of
these quantities will be neglected. Substituting (2.56) into (2.55) and neglecting all

x-derivatives of &, k and A we obtain:
1
—w? + ghk* + Bgh’k* — (B + §)k2h2 =0

which leads to the linear dispersion relation for the MS equations,

1 + Bk*h?
C? = gh (2.57)
1+(B+ 1)k

w
where C = — is the wave celerity. The group velocity is given in terms of the celerity as

k

1 2k
=—11 . 2.
Ce 2( +sin2kh)c (2.58)

Shoaling is the effect by which surface waves entering shallower water increase in
wave height. It is caused by the fact that group velocity decreases with the reduction
of water depth. The linear shoaling equation is derived considering the MS equations
and assuming solutions of the form (2.56). Inserting (2.56) into the MS equations and

after some algebraic manipulations we get the linear shoaling relation:

4 ‘x Ny
— 2.

where § is a slope in a linear relation, called the shoaling coefficient and is defined as:

g = BT dhd (2.60)
a
with
1
a = 2 (1 + 2BK*h* + B(B + §)k4h“), (2.61)
1
a, = 1+6BK*h*+5B(B + §)k“h“, (2.62)
2) 2,2 2) 474
a; = 1+ 4B—§kh +B 3B+§kh and (2.63)
1+(2B-4)k*h* + B(B+ }) k'
@y . (2.64)
1+ 2Bk + B(B + }) k*h*
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2.3 Derivation of Nwogu’s Boussinesq formulation

Nwogu in [127] derived an extended Boussinesq-type (BT) equation system of equations
from the Navier-Stokes equations by using the velocity in an arbitrary distance from the
still water level as one of the depended variables. The depth of the velocity variable was
used as a free parameter to optimize the dispersion characteristics of the equations.
The resulting linear dispersion relation of the equations is similar to that presented by
Madsen et al. [114]. Assuming that the fluid is inviscid and incompressible and that
the flow is irrotational, the governing equations for the fluid motion are the continuity
equation and Euler’s equations of motion. Two important length scales are the char-
acteristic water depth A, for the vertical direction and a typical wavelength [ for the

horizontal direction. The equations can be expressed in nondimensional form as:

uz(ux +v)+w, = 0, (2.65)
,uzu, + s,uZuux + s,uzvuy +ewu, + ,usz = 0, (2.66)
12, + giluv, + s,uzvvy +ewv, + 12 py = 0, (2.67)
& = 0. (2.68)

W, + uw, + EVWy + —ww, + &p; + 1
U

a h

The parameters € = h_o and y = 70 are measures of nonlinearity and frequency dis-
0

persion respectively, and are assumed to be small. Equations (2.65)-(2.68) can be

expressed in terms of nondimensional, variables, defined as
¥ z V&ho ,
l b

z= 1=~ —

x*
X =—, =
1Y o I

where g is again the gravitational acceleration and = is used to denote the dimensional

variables. The depended variables are then given as:

hy hy Iy
u= u,v= V,W=——w, n=—, > D
ap \/gho ap +\/gho aol~\/gho agp ho pP8ao

* h* *
R R

where [u, v, w] is the water particle velocity vector, p is the pressure and p is the fluid

density. In addition, the irrotational assumption leads to the relationships:

uy = v,y =0, v,=w, =0, wy—u,=0
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Further and in addition to the equations of motion (2.65)-(2.68), the flow satisfies
the kinematic boundary condition at the seabed and the free surface, along with the

dynamic boundary condition at the free surface, given as

w+ 1 (uh, +vh) = 0, at z=-h (2.69)
w— (P, — eptun, — efvy, = 0, at z=én (2.70)
p = 0, at z=en. (2.71)

Integrating the continuity equation with respect to z, applying the Leibniz rule and the
bottom boundary condition we get:

(0 (¢ o [~
w=—u|— udz + — vdz]. (2.72)
ﬁx —h (9y —h

Nwogu in [127] instead of using the bottom velocity or the depth averaged velocity as
the velocity variable, he used the velocity u, = u_, at an arbitrary elevation z = z,(x, y).
Approximating the horizontal velocity u by a Taylor series expansion about this arbitrary
depth one gets:

(z—z0)°

2 uzzlza +oe (273)

u= ulza + (Z - Za)“z'zu +

where u = [u, v]. Substitution of (2.72) into the irrotationality conditions and using

(2.73) yields to :

2 2
u=u, + (% - %) V(Y -u,) + 12z = VIV - (hu,)] + Ou) (2.74)

The velocity w can be expressed, using (2.74) and (2.72), in terms of u,:
w = —*V - (hu,) — 122V - u, + O(u). (2.75)

The pressure field is obtained by integrating the vertical momentum equation (2.68)
with respect to z and applying the boundary conditions at the free surface (2.70) and
(2.71):

z 0 (" a [ o [ € 5
=p- 4 — dz + e— dz + e— dz — w2, 2.76
P=n= 0er e gaxj; e gayfz e et 2.76)
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If we assume that O(g) = O(u?) < 1, the pressure field in terms of u, can be obtained
by substituting (2.74) and (2.75) in (2.76) then integrate and retain terms up to O(g)
and O(u?):

2
p=1n- § + 172V - (hug,) +u2%V Uy + O, e, 1) 2.77)

Integrating the continuity equation (2.65) and applying the kinematic boundary
conditions (2.69)-(2.70) results in:

9 [ 9 [
n,+af udz+a—yf =0. (2.78)

Following the same procedure for the horizontal momentum equations we get:

&1

en p]
—f udz+e— 2a’z+8— uvdz+—f pdz — pl=—nh, = 0, (2.79)

811
— f vdz + 8— f uvdz + 8— f Vvidz + — pdz — Ple=—nhy

where (2.65) and (2.69)-(2.71) have been used. Substituting (2.74), (2.75) and (2.77) to

0, (2.80)

(2.78)-(2.80) and integrating, retaining terms up to O(g) and O(,uZ), we obtain the BT

equations of Nwogu in non-dimensional form:

2 W h
n,+ V- [(h+enu,] +,L12V . {(5‘1 - g) hV(V -u,) + (Za + 5) hVI[V - (hua)]} = 0,
2
u, +Vnp+e(u, - Viu, + /J2 {%V(V “Ug) +2,V[V - (huat)]} = 0.

This set of equations can model the horizontal propagation of irregular, multi-directional
waves in water of varying depth, provided O(g) = O(u?) < 1, and O(Vh) = O(1). Dropping

a from u, and * form dimensional variables we can rewrite the equations in dimensional

form as:
2 K h
n+V-(Ha)+ V- 2% hV(V-u) + |z, + 3 hAVIV-(ha)];y = O, (2.81)
2
u+gVnp+(u-Viu+ {%"V(V -u) +z, V[V - (hu)]} = 0. (2.82)
t

The extended BT equations of Nwogu can model weakly non-linear and weakly disper-

sive water waves in variable depth and the applicable rage can be defined by the Stokes
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(S) (or Ursell number) which relates the nonlinearity and dispersion as

S :/%zoa).

2.3.1 Formulation of Nwogu’s BT equation in conservation-like form

The equations above contain the non-conservative variables u, v and 1. We rewrite here
the equations in terms of the conservative variables H, Hu, Hv, i.e. in conservation

law form. Since it holds that H = /h + n the mass equation (2.81) becomes:

2 2
H+V-(Hu)+V- {(%" - %) hV(V -u) + (za + g) hVI[V - (hu)]} =0. (2.83)

For the momentum equation we multiply (2.82) with the total water depth H:
2
Hu, + gHVn+ Hu-V)u + H{E"V(V -u) +z,V[V - (hu)]} = 0. (2.84)
t

and separating the two equations we write:

2

Hu, + gHn, + Huu, + Hvu, + H {%“(uxx + Vyp) + 24 ((hu),oC + (hv)yx)} = 0, (2.85)
t
2
Hv, + gHn, + Huv, + Hvv, + H {%“(uxy + V) + 24 ((hu)xy + (hv)yy>} = 0. (2.86)
t

Using the relation (7.42) and that (Hu), = H,u + Hu, we have:

2

H
(Hu); — Hu + (gT) + gHb, + Huu, + Hvu,

2
+ H {%(uxx + Vyx) + 24 ((hu)xx + (hv)yx)}t =0,

H2
(Hv),—Hy + (gT) + gHby + Huv, + Hvv,
y

2
+ H {%(uxy + Vyy) + 2, ((hu)xy + (/’lV)yy)} -0
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Substituting now H, from (2.83) to the above relations and after expanding the deriva-

tives and performing some calculations we obtain:

2 W

. (Hvu), + u {(5 - g) Rt + vy), + (za + g) h((hu, + (hv)y)x}

: w h
u {(% - g) h(uy + vy)y + ( E) h ((hu)x + (hV)y)y}

2
+ H {%(uxx + Vyx) + 24 ((hu)xx + (hv)yx)} = _gbe,

t

1
(Hu), + (Hu2+§gH2)

X

y

H H + om?) +(H w Iy V(. +
(HV) + | HV? + SgHP| o+ (Hvu, + ] (5 = it +v) + 20+ 5 | (G + ()

X X

2 g2
+ v {(%‘Z — %) h(uy + vy)y + (za + g)h ((hu)x + (hV)y)y}

z
+ H {E(thy + V) + 24 ((hu)xy + (hv)yy)} = —gHb,.

t

y

The last two equations, along with mass equation (2.83), are now written in terms of
the conservative variables U* = [H, Hu, Hv]T. The last terms in the left hand side of the

equations can be further rearranged, using the chain rule, yielding

1
(Hu + HA), + (mﬂ + 5gHz) + (Huv), + uC + uD = —gHb, + HA, (2.87)
1
(Hv + HB), + (Huv), + (Hv2 +3 gHz) +vC +vD = -gHb, + HB (2.88)
y
where
ZZ
A = (f(um V) + Za () + (v )
ZZ
B = (Ea(uxy + V) + Za (A1) y + (), )

2
C = {(%——)h(ux+v})x (za 5) (Um)ﬁ(hv)y)x}

and

a hz h
D = {(% _ g) h(ity + vy), + (za + 5) h ((hu)x + (hV)y)y} :

y

X

The last terms on the right hand side of equation (2.87) and (2.88) contain the temporal
derivative H,, which is directly given by the continuity equation (2.78) in terms of spatial

derivatives only.
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Now, the resulting set of equations (2.83), (2.87) and (2.88) can be rewritten in a

vector conservative form (2.48) with :

H | Hu Hv 0
U=| pr |, FU") = | HP+ %gH2 , G(U") = Huv » Sy =| —gHD, |,
P; ] Huv Hv? + %gH2 —gHb,
—,
Sa = | —wh +vm |- (2.89)
| W+ Y,

and S defined in (2.19), where

Pf = Hu+HA,
P} = Hv+HSB,

or in the more compact vector form

P* 2
Pr=| ! |= H[%”V(V ‘u) + 7,V(V - hu) + u|, (2.90)
29
2 h? h
v.=C+D=V- 2% hV(V -u) + Za+§ hV(V - hua) (2.91)
and
HA 2
Y = [ ZM" = HtB = H,%”V(V ‘u) + H,z,V(V - hu). (2.92)
M, ‘

The governing equations (2.48) along with (2.89) have an identical flux term as the
NSWE and the new variables in P* contain all time derivatives in the momentum equa-

tions, including part of the dispersion terms obtained from the chain rule.

2.3.2 Linear dispersion properties and shoaling

As in Section 2.2.1, the dispersion relation for this system of equations is derived from
the linearized version of the equations by assuming a steady periodic wave solution.

The linearized version of Nwogu’s equations, in one horizontal dimension with constant
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depth, can be expressed in dimensional form as:

ZZ 2 h 5
x+h x T = - — hxxx+ a1t = h xxx = 0,
Z2
ut+gnx+5autxx+zahulxx = 0.

The dispersion and shoaling properties depend on the depth z,, where the flow velocity

2
is evaluated. Introducing the parameter a = 3 (%) + (%) the above equations become:
1) 3
Ny + hu, +|a+ 3 u.,, = 0, (2.93)
u + gn, + ah*u,,, = 0. (2.94)

Assuming a steady periodic profile of the form:

nx,t) = Asin (kx — wt), (2.95)

u(x,t) = Bsin (kx — wt) (2.96)

where A, B are the respective amplitudes. Substituting (2.95) and (2.96) into (2.93)

and (2.94) and performing some calculations we get:
Y R 1) 373
—Aw + hBk — |a + 3 Bk = 0 (2.97)
—Bw + g;fk +ah?Bwk®> = 0. (2.98)
Solving the above for B leads to:

Aw B —ng

b= hk(l _ (a, + %) hzkz) C —w + adlPwk?

which gives the dispersion relation for the equations of Nwogu:

W 1= (a+ 1)y

C’=— =gh
2 8T T atkhy

(2.99)

It is obvious that depending on the velocity variable used or the value of @, different
dispersion relations are obtained. Nwogu [127] chose z, as to obtain the best fit between
the linear dispersion relation of the model and the exact dispersion relation for a wide

range of water depths. By matching the celerity (2.99) and the celerity from the Airy



46 CHAPTER 2. SHALLOW WATER AND BOUSSINESQ-TYPE (BT) EQUATIONS

wave theory and minimizing the error:

7 (1C = Cainl\ 7 (1C = Cainl\
f (—l A y') d(kh) + f (—l A ry') d(kh),
0 CAiry Pie CAi,y
Nwogu chose @ = —0.39, which results in z, = —0.5314, over the range of 0 < h/L < 0.5
or kh < . Roeber et al. in [142, 141] determined an optimal value of z, = —0.5208% that
results in a comparable error of 1% in the celerity for kh < 7 and much smaller error

of 4% at kh = 5 in comparison to Nwogu [127]. The group velocity for the equations of

Nwogu is given in terms of the celerity as [127]

wn?
_ _ 3
Co=C {1 [1 - akh?][1 - (o + 1) (kh)2]} (2100

Using the same approach presented by [114] (see Section 2.3.1) the linearized shoal-

ing equation (2.60) has the coefficients :

(2kh)? 2 1 )
aj +T(kh)2[—af—§+a(a/+§)(kh)], (2.101)
_ Gk [, 3 ) a2 1 \
a + 1= akh)?) [ 3a > + 3aQa + 1)(kh)” - 3« (a' + 3) (kh)™|, (2.102)

(2kh)? 3
= 2 7 -
a3 etk Y27

5 Za 2a )
a(“a)—a—h‘m]“‘“}’ 2109

a, is the same as in Section 2.3.1

The linear dispersion relation, the group velocity and the shoaling equation pre-
sented for the extended BT equations can be compared against those for the linear

Stokes wave. The linear dispersion relation for the Stokes wave is given by

Ch = ghw (2.104)

and the group velocity is defined by

(kh)®

Con=Cn1173 (1 - atkh?)[1 = (a + 1) @np2] |

(2.105)

Finally the shoaling coefficient is:

G (1 +1G(1 - cosh(2kh)))
S= 767 (2.106)
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where G = % The phase speeds for the two BT equations (using two different
values of z, for Nwogu’s eqautions, the one used by Nwogu [127] and that used by
Roeber [142] ) are normalized with respect to the linear theory wave speed and plotted
in Fig. 2.2 as function of kh. Fig. 2.3 shows the group velocities normalized with C,4. It
is observed that the accuracy of both set of equations decreases for large values of k#,
i.e. in deeper water. Fig. 2.4 compares the shoaling coefficient produced by each set of
extended BT equations, normalized to the one of the Stokes theory. The S value given
by MS equations agrees reasonably well in the range of kh < 0.27, and starts to deviate
as the water depth increases. Nwogu’s equations underestimate the S value in the
range of kh > 0.257, and this underestimation increases with increasing water depth.

An extended study and compere of the linear dispersion characteristics and shoaling

properties of extended BT equations can be found in [101].
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Figure 2.2: Comparison of normalized phase speeds
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2.4 Steady state solutions

An important property of NSWE (2.19), related to the source terms is that the system

admits non-trivial steady-states. Following from (2.19) these are given by

V- (hu) =0, (2.107)
2 -y - Sf

\Y% (M + gH) + curlu = & . (2.108)
2 u —-¢S7

From the above equilibrium some classes of steady state solutions can be derived,
[135, 123], which can help to asses the performance of a numerical scheme. In the
numerical applications one often requires the steady state solutions to be preserved
exactly, so that small perturbations of these solutions can be resolved without the need
of excessive mesh refinement. More details, on that, can be found in the next chapter.

A particular elementary solution, that holds for the NSWE and both the BT models,
and provides a benchmark for many numerical schemes is the so called flow (or lake) at
rest solution that is easily obtained from (2.48) assumingu = 0 and H+b = D(x,y,0) = D
constant in the wet region of the computational domain Q2 € R. Then, we get the exact

solution

u

0 V(x,y)€Qand >0, (2.109)

D_b(-x7y) lfb(x9y)<D9
H(x,y,1) t>0

(2.110)
0 otherwise,

This solution represents flow at rest taking in to account the existence of wet/dry tran-

sitions as well and is of importance for the derivation of Finite Volume discretizations

presented later on in this study. It is worth saying that, this solution satisfies all the

mathematical models described in this chapter.

C-property

A numerical scheme that preserves exactly initial solutions of the lake at rest type
(2.109)-(2.110) is said to verify the exact C-property. A numerical scheme that preserves
an initial lake at rest solution within an accuracy higher than that of its truncation error

is said to verify the approximate C-property.






Chapter 3

Numerical method in One Dimension

A number of numerical schemes has been developed to compute approximate solutions
for BT equations. In the past few years, most of them are based on the finite difference
(FD) approach. Very recently, hybrid solutions, which combine the Finite Volume
(FV) and FD method have been introduced as to incorporate the flexibility and shock-
capturing capabilities of the FV method into dispersive wave models. In this chapter a
hybrid FV/FD approach is proposed for the BT equations of MS [114] and Nwogu [127]
in 1D. In Section 3.1 the two 1D mathematical formulations are presented in a vector
conservative-like form and in Section 3.2 a FV discretization for the advective part of
the equations and the topography source terms, is presented. Sections 3.3-3.5 describe
the discretization of the dispersion terms along with the time integration and in Section
3.6 the boundary conditions used in this work for 1D problems are presented. In the
last section a brief review for the wave breaking modeling of the BT models is presented

and four selected wave breaking treatments are extensively described.

3.1 One-Dimensional systems

Nwogu’s extended Boussinesq equation system, (2.48) along with (2.89), (2.90),(2.91)
and (2.92) can be written in one spatial dimension into the following system of equa-

tions:

U, + F(U*), = S(U"), (3.1)

51
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where again U is the vector of then new variables, U* = [h, Hu] the vector of the NSWE

physically conserved variables, F is the flux vector and S is the source term, with

H
U = , F(U*) =
p* Hu? + jgH?
0 0 —Yc
S(U*) = Sp+S¢+8Sq= + + (3.2)
—gHb, -7 —wyc+Yu
in which
P* = Hu+Hz, (%u ; (hu)xx), (3.3)
wM = HtZa (%uxx + (hu)xx) ) (34)
2 K h
ve = [(5 - T et (e E)h(hu)m]x. (3.5)

P* is the velocity-like function and contains all time-derivatives in the momentum
equation and a part of the dispersion terms, while H, can be explicitly defined by
the continuity equation, so the dispersion terms ¥ and ¢ contain only spatial

derivatives.

Similarly, the equations derived by Madsen and Sgrensen (2.48) along with (2.49),

(2.50) and (2.51) can be written in one dimensional form of (3.1) where now:

Hu
U = , FU") = )
P* Hu? + 1gH?

0 0 0
S(U*) = Sb + S¢ + Sd = + + (3.6)

_gbe -7 —lﬁ

in which
* 1 2 1

P* = Hu-(B+ §)h (Hu), — §hhx(Hu)x and (3.7)
o= th377xxx2h2thg77xx- (3.8)

As in 2D, the source term S(U*) includes again the bottom slope Sy, friction S¢ and part
of the dispersive terms is included in S4. The velocity like function P* contains all time
derivatives in the momentum equation and the dispersion term ¢ contains only spatial

derivatives.
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Remark 1 We should keep in mind that, neglecting the dispersive terms in both the
Boussinesq type (BT) equations described above the 1D non-linear shallow water equa-

tion system (2. 19) is obtained.

3.2 FYV spatial discretization

3.2.1 Brief review

In one space dimension, a finite volume method is based on subdividing the spatial
domain into intervals, which are called grid cells, and keeping track of an approximation
to the integral of U over each of these volumes. In each time step we update these values
using approximations to the flux through the endpoints of the intervals. Denoting
C; = [xi_%, X; +%] the computational cell and considering a uniform gird spacing, for
simplicity, the value U? will approximate the average value over the ith cell at time 7"

as,

1 x,-+% 1
U = —f Ulx, ") = —f U(x, ")dx, (3.9)
Ax xi—1 Ax C;

i

where Ax = x; o1 = X1 ds the length of the cell. Integrating equation (2.14) along with
(2.15) (and without considering the dispersive terms) in C; we get the semi-discrete form

of the conservation law:

0
—fde+fF(U)xdx fS(U)dx:>
ot Je, G G

) 1 1
a—tUi+A—X[F(Ui%,t)—F(Ui_%,t)] = FxﬁiS(U)dx.:
%Ui+i€[Fi+é—Fi_é] = inCiS(U)dx. (3.10)

F(Ui_%) = Fi_% is called the numerical flux, corresponding to the intercell boundary at

X=X 1 between cells C; and C;_;. In general the numerical flux has the form
Fi—% = F'—%(Ui—kL," ',Ui+kR) (311)

where the non-negative integers k; and kg depend on the particular choice of numerical
flux. Integrating (3.11) in time from #* to "' and using an appropriate integration

rule we can conclude to either explicit or implicit time-stepping schemes. In explicit
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methods the arguments are evaluated at the data time level n and in implicit methods
arguments are evaluated at the unknown values at the new time level n + 1. The last
ones can also include data values at time n. In the absence of the source term equation
(3.10) takes the form:

0 1

2Ui+ = [Fiy - F, | =o. (3.12)

The most important thing in deriving a corresponding numerical approximation is to
choose a formula for the numerical flux function. The numerical flux can be considered
as an approximation to the physical flux and should satisfy the consistency condition
[171, 102]. If we sum (3.12) over any set of continuous cells [ < j < r, we obtain the

overall flux balance:
aA ’ U F F =0 3.13
a—txz; j+[r+%—1_%]—, (3.13)
J=

which means that the total amount of the conserved variable U changes only because
of the fluxes through the end boundaries. The total mass within the computational
domain will be preserved or at least will vary correctly provided the boundary conditions
are properly imposed. This is called the telescopic property. Conservative methods as
the above, can be proved that if they are convergent, then they will converge to a weak
solution of the conservation laws [100]. For a convergent FV sceme (i.e. convergence to
the true solution of the differential equation as, Ax, At — 0) two conditions must hold.
The first is that the method must be consistent with the differential equation and the
second is that it must be stable, meaning that the small errors made in each time step
do not grow too fast in later time steps. Conservative numerical methods are used in
order to compute properly (velocity, position) shock waves when these are a part of the

solution.

As mentioned before, the most crucial step in the construction of a numerical
method is the choice of the numerical flux. A very common approach are the Go-
dunov type methods or upwind methods. The first-order upwind method of Godunov
[76] is a conservative method of the form (3.12) where the numerical fluxes F,, 1 are

computed using the solutions of the Riemann problem locally. A Riemann problem
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centred at x = 0 has the form:

U, +F(U), 0,

Uleft if x <0,

U(x,0) (3.14)

Ul'ig/’ll lf X > 0.

The solution to a Riemann problem with piecewise constant initial data consists of
waves travelling at constant speeds away from the location of the jump discontinuity

in the initial data. It is assumed that at a given time »n the initial data have a piece-

U1

1
1
1
I
1
|
1
|
1
I
1
1
1
1
:
Tits

Figure 3.1: Computational cells and piecewise constant distribution for 1D problems.

wise constant distribution of the form (3.9). Figure 3.1 shows a possible distribution
of the data at cellsi — 1, i, i + 1. We can see that the data are pairs of constant states
separated by discontinuities at intercell boundaries, (e.g. at X1 and x; +%). Then a
local Riemann problem can be defined, e.g. at x;, 1 of the form (3.14) with U, = U!
and U,y = U}, In a Godunov-type method [76] the numerical fluxes used are derived
evaluating the real flux to the solution of the Riemann problems at x;_ 1 and x;,1. In
a practical computation the Riemann problem is solved billions of times making this
process the most demanding task in the numerical method. One can use approximate
Riemann solvers, which can provide effective computational tools at a competitive cost.
According to Toro [170], for the shallow water equations, approximate Riemann solvers
may lead to savings of the order of 20% with respect to the exact Riemann solvers. There
are two classes of approximate Riemann solvers. In the first class one computes an
approximate solution to a state and then the numerical flux is obtained by evaluating
the exact physical flux vector at this approximate state. In the second class of solvers
one obtains an approximation to the flux directly. Some approximate Riemann solvers

which belong to this category are the approximate Riemann solver of Roe [139],the
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one of Osher [131], HLL (Harten,Lax and van Leer) [82] and HLLC [168] approximate
Riemann solvers. In this study the approximate Riemann solver of Roe [139] is utilized.

One natural approach to define an approximate Riemann solution is to approximate
the non-linear system in (3.14) by some linearised problem defined locally at each cell

interface (Linearised Riemann Solvers):
U +FU), ~ U + AU, =0, (3.15)

where A;_ 1 is a constant coeflicient matrix, an approximation to the Jacobian matrix of

OF -
the system,F'(U) = ETik Matrix A, 1 should satisfy the following conditions:

(S]]

e A. 1 is diagonalizable with real eigenvalues in order (3.15) to by hyperbolic,

=3

° Ai_% — F'(U) as U;_,U; — U so that the method is consistent with the original

conservation law,

o & (U= U;)) = F(U) - F(ULy).

i—=

Following the description of LeVeque [102], the approximate Riemann solution then,
consists of m waves proportional to the eigenvectors f'f , of Ai_%, propagating with
~2

speeds sf’ .= /le , given by the eigenvalues. For this linear Riemann problem, we can
2 2

write the solution as a linear combination of the eigenvector of the matrix Ai_ 1

AU, =U;-Up = ) o ¥ (3.16)

i—

(S]]

p=1

for the coefficients af . and then setting (Wf’ .= af lf‘f , the p wave in the solution.
- 2 )

18]

The linearised matrix A, 1 should also follow the property that:

(S]]

e If U,_; and U; are connected to a single wave ‘W?” = U; — U,_; in the true Riemann

solution, then W?” should also be an eigenvector of Ai_%

Using the Ranking-Hugoniot condition and applying some calculations [102] the above
leads to the condition
A_

1 (Ui = Uiy) = F(U)) - F(U,-).

For the Godunov type methods, like the one described so far, converge to discon-

tinuous entropy satisfying weak solutions but they are only first order accurate and
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numerically diffusive. Various second order methods such as Lax-Wendroff or Beam-
Warming [102] can be derived based on Taylor expansions. It is well known that these
schemes produce spurious (unphysical) oscillations in the vicinity of large gradients.
One way of resolving this problem is the derivation of non-linear methods which are

called Total Variation Diminishing methods (or TVD methods).

Total Variation Diminishing property

For a scalar conservation law of the form

u+ fw), = 0, (3.17)

u(x,0) uo(x),

with u(x, ) € R, we can use the numerical conservative scheme :
M?H:u?__(f_n _ ) (3.18)
The total variation of the exact solution of a scalar conservation law is

TV(u):fluxldx.

Harten [80] proved that a numerical scheme satisfies the TVD property if it holds that:

i+1 i

TV("™') < TV(u") where TV@™') = > W - u*']

The above property can be used in order to minimize the unphysical oscillations pro-
duced by the numerical schemes and allows convergence to shocks without spurious
oscillations. There are two approaches for constructing TVD methods, the flux limiter
approach and the slope limiter approach [50]. The idea in the flux-limiter methods is
the combination of a low-order flux formula that works well near discontinuities and
a higher order formula that works well in smooth regions [102, 171, 170]. Here will
focus on the second approach where the basic idea is to replace the piecewise constant
representation of the solution by some more accurate representation, say piecewise
linear. Van leer [174, 95, 96] introduced the idea of modifying the piecewise constant
data in the first-order Godunov method, as a first step, to achieve higher order of ac-

curacy. This means that instead of using the values U; and U,_; interpolated values
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in either side of the face UL and U, are used. This approach is known as the Mono-
tone Upsteam-Centred Scheme for Conservation Laws (MUCSL). The MUSCL approach
implies high-order accuracy obtained by data reconstruction and the reconstruction is
constrained so as to avoid spurious oscillations, and thus the justification of the word

monotone in the name of the scheme.

Going back to our scheme again and as mentioned before, we use the approximate
Riemann solver of Roe to compute the convective terms. For the approximate Riemann
solver the constant coefficient matrix Ai_ 1 is an approximation to the Jacobian matrix
(see Section 2.2.1) and is found in terms of the data states U — Ul = U; — U,_; of the
Riemann problem [170, 102]. For the NSWE in one spatial dimension the matrix Ai_ 1

is simply the Jacobian evaluated at mean values:

_ uR VHR + - VHL

. HR + HL
H . =

i1 — Ijtl»_% > (3.19)
where L =i — 1, R =i and has the form
o 0 1
A = 3 . (3.20)
o |-i?+gH 2

. X 12 _ =~ ~ . . .
The eigenvalues of A,_ 1 are A =0 1EC 1, with corresponding eigenvectors
i1

2

1 1
f‘l 1= - f.z = ~
oAl SR
-5 -3
y HR + HL _ _
where C;_; = 8~ —1is the celerity. The numerical fluxes of Roe can be defined as
F =FU_)=4,0,, (3.21)

where ﬁi_ 1 is the exact solution of the linear Riemann problem (3.15) at x;_ 1. The

solution of the Riemann problem is

U =UF = ) (pfy),y = UM+ ) (a,f,),

p:Ap>0 p:Ap<0
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and combining the above we can write that

ﬁi—% UL+UR+_[Z Z](aprp) i

p:dp<0  p:1,>0

and then the Roe flux becomes

~ A 1.

Foy = AUy =2A, é(U +UR [Z Z apArp ) (3.22)

p:idp<0  p:1,>0
and since Ai_ 1T, = 4,1, this yields:
F, - ik (U +UF) - li(m ja, r
i-5 T 2 i-3 2 o p %
1 . R 1<
= S (FUH+FUM) - = > (14,l,r,) (3.23)

2 2 = -2

By denoting with A;_j/»(:) = ()l 12 ()l 12 and FR Sl = F(Ul 1/2) the numerical fluxes
can be re-written in a matrix form:

1 1 I
Fiip =5 (F o+ FLyo)= A yIA U = 5 (RS, + FE )- [XlAlX‘l] A1 2U(3.24)

i-1/2

where the Roe average matrix A ;2 can be diagonalized, by the right and left eigen-
vector matrices X;_;,; and Xl.__ll /20 and with A, being the diagonal matrix with the

approximate eigenvalues in the diagonal.

3.2.2 Topography source term discretization

Up to now we have neglected source terms, such as the one due to the variable topog-
raphy for the NSWE. In realistic applications the bottom topography variations (bed)
add a source term to the equations. A hyperbolic conservation law with source terms,
in one dimension, has the form (3.1). When solving the NSWE the numerical bal-
ance between discrete numerical fluxes and the topography source discretisation is
very important. A scheme that respects this balance is known in the literature as a
well-balanced scheme. It is currently a very active subject of research, we refer for
example to [87, 123, 135, 118, 50, 73]. Well-balanced schemes preserve exactly steady
state solutions (see Section 2.5), so that small perturbations of these solutions can be

resolved without the need of excessive mesh refinement. The importance of satisfying
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well-balanced property is extremely high since we don’t introduce "numerical noise" in
the equations and we obtain the correct numerical solution. In order to achieve the well
balanced property in our schemes, we introduce the (topography source) flux vectors

AS! such that

1 1
— = —ASy”.
Ax Li SU) Ax S

Consequently (3.10) takes the form:
0 1 1
—U;,+ —|F —
ot Ax [ Ax

As it has been demonstrated in [18, 87], an upwind discretization scheme should

w1 —Fiy| = —ASy). (3.25)
also be used for the topography source term, Sy, to avoid non-physical oscillations in
the solution by satisfying the C— property (see Section 2.5). To satisfy this, the dis-
crete topography source term should balance the corresponding non-zero flux terms,
and as such it must be linearized in the same way and evaluated in the same state
(Roe-averaged state) as the flux. The upwind discretization of the source term in (3.25)

provides the following two terms (in-going contributions) that are added to the corre-

sponding computational cell giving,
<l +

In order to compute S;H , and S;;i , we have to project the source term to the eigenvectors
1 -1

2
of the Roe matrix (3.20):

Sy =ATATS,, ) = %(A +1A)AT'S,, = - (I+1AAT)S,, 1 =

S | = %(X (T+ A7'AXT) S, (3.27)
and

Spy = 5 (1= ARS8y, = 5 (X(1- A1) X)S,.. (3.28)
Using the weights of the decomposition of the source term onto the eigenvectors of the
Roe matrix

Bi—% = X_lshi—%

and using the following discretization of the numerical source term

_ 0

St =\ HURH e (3.29)

2 i-1
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where here, R =i and L =i — 1, we can re-write (3.27) and (3.28) into the form :

S;i_% = %Z; [,Bpf‘p (1 + sgn(;lp))]i_% and (3.30)
P
S;H% = %Z [,Bpf'p (l - sgn(ip))]l_% (3.31)
P
with
¢;_1(bi = bi_y)
Br2)iy = =g (3.32)

The advective numerical flux terms are now equal to the source term for a flow at

rest in (3.25), i.e. AF! = ASp,. After some factorizations we note that for each mesh cell:

u = 0
(bR—bL) = —(HR—HL). (3.33)

The solution of the non-linear shallow water equations for a flow at rest as described

in chapter 2 is:
u(x,t) =0 and H(x,t) = D - b(x,1)

where D > 0 a constant number such that D > max{b(x), x € Q}. For the above flow con-
dition U, = 0, which means that the topography source terms balance the corresponding
non-zero flux terms F(U), = Sp,. Consequently a numerical scheme should keep the bal-

ance between the numerical fluxes and the numerical source term: ¥, .1 —F; 1 = ASy,.

3.2.3 Wet/dry front treatment

Most problems of practical interest involve wet and dry zones where the water inundates
or recedes and the difficulty in numerical modeling dry areas relates to the obvious fact
that the model equations are only defined for wet regions. In the boundary defined by
a wet/dry front special considerations and treatments are in need to accurately model
transitions between wet and dry areas while at the same time maintain high-order
spatial accuracy. As identified also in [136, 51, 91], the following issues have to be

addressed:
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Dry cell identification

Computational cells with water depth H # 0 but H < have to be identified and treated.
To identify dry cells, a common treatment is to use a wet/dry tolerance ¢,. If H in a
cell is computed lower to ¢, this cell is considered dry, i.e. H =0, u = 0. The choise of
&, is not trivial and its value maybe related to the type of problem simulated and the

mesh size.

Conservation of the flow at rest with dry regions

A numerical scheme should correctly compute the flow at rest exact solution (??) re-
gardless of including wet/dry transitions and as such satisfy the extended C-property
[38]. If no modifications are made, the numerical schemes presented until now is not
well-balanced in this sense for adverse dry slopes (emerging topography). To deal with
this problem we have to redefine the bed elevation at the emerging dry cell following
[34, 33, 50, 125]. The reason for redefining the bed elevation is to obtain an exact bal-
ance at the front between the bed slope and the hydrostatic terms for steady conditions
and to avoid the appearance of spurious pressure forces. Considering the case where a
wet/dry front exists between computational cells with reconstructed face values L and

R. This redefinition (reduction) of the bed elevation is formulated as:

HE, if H* > ¢,, and HR < ¢,, and b* < (bR - bb),
Ab = (3.34)

(b = b®), otherwise
in the calculation of Sy in equations (3.29). In case that this treatment is not applied
the water would climb over adverse bed slopes and the front will be wrongly diffused
[34, 33, 38, 50, 125]. We note here that, the above redefinition of the bed elevation is
not an actual reduction of the bed elevation value but is only applied in the calculation

of Sy in (3.29). The numerical treatment is similar if R is the wet side and L is identified

as dry.

Flow in motion over adverse slopes

With the above redefinition of the discretized topography one can treat situations of
emerging topography for a flow at rest. However, further modifications have to be made

for a flow in motion. At interfaces between a wet/dry front, we impose, additional to the
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above bed redefinition, the following temporary condition for the computation in (5.7),

following [38, 50, 125],
if [H* > &,4 and H® < g,,; and H* < (b® - b")] then u* = u® = 0. (3.35)

We note that, the actual velocity is not set to zero in the wet cell, but only assumed
as such at the face when computing the numerical flux and topography source term
contributions. As such, the solution at each wet/dry face is considered to be that cor-
responding to an emerging bottom situation for a water at rest and then, to compute
the time evolved solution, the numerical fluxes and sources corresponding to this ap-
proximate situation at the face are used. In this way, the wet/dry front is only allowed
to advance when the water gradient in the wet cell is larger than the bottom gradient
between cells. In addition, this numerical treatment avoids the appearance of negative

values for H as well as un-physical overtopping [38, 39, 50].

Depth positivity and mass conservation

In cases where the bed elevation of a dry cell is less to that of a wet cell (downhill
slope) the flow will continue to flood the dry cell and there is no need to modify the bed
slope. However, when the bed slope is steep, there is a possibility that more water, than
is actually contained in the wet cell, could be computed as flowing into the dry cell,
causing the water depth in the wet cell to become negative and the scheme to become
unstable.

In the present work and following [33] and [51], if this is the case, the cells with
negative depth after one time step are identified and their water depth values and
velocity components are set to zero. This adds a very small volume of water to the
system. Then, the same volume of water is subtracted from all the wet cells (in the
entire computational domain) in order to maintain mass conservation. This volume of
subtracted mass is very small and as it is uniformly distributed to all the wet cells in the
entire computational domain, an even smaller fraction of that mass volume is actually
subtracted from each wet cell. Consequently, the possibility of numerically drying a
wet cell during that procedure is almost non existent. The same procedure is adopted
for those cells that have been identified as almost dry (by &,4), and their water depth
was set to zero. Mass conservation has been monitored for the test cases considered in
this work and the wet-dry treatment presented here is found to ensure absolute mass

conservation.
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We emphasize here that, while the above treatment steps have been proven suc-
cessful for the NSWE, it is the first time that have been incorporated to the numerical

solution of dispersive models.

3.2.4 Higher order reconstruction

For the one-dimensional numerical scheme we have implemented a forth-order MUSCL-
type extrapolation schemes. More precisely, higher order accuracy in the calculation of
numerical fluxes is achieved by constructing (left and right) cell interface values using
the MUSCL-type extrapolation schemes prior to the evaluation of the numerical flux
[62, 163, 148]. The reconstruction schemes are performed to the variables of total

water depth H, velocity u, and also to the topography b, for the (i + %) cell interface.

Remark 2 In general three choises exist for the presented reconstruction, using physical
(primitives), conservative or characteristic variables. The numerical flux function for Roe’s
approximate solver is basically a_function of physical variables. Therefore, when either
conservative or characteristic variable reconstruction is performed, an additional step is

necessary to transform the state back to physical variables.

The fourth-order reconstruction scheme is given by Yamamoto et al. [186], and is

also given here for completeness:

1 1
L _ * %
H., = H,-+g (r)A H,-_;+2g0(r—l)A HH%] and
R 1 . 1y ..
HH% = Hi ~ % 20(r)AH 1 + ¢ o A"Hy, s (3.36)

where ¢ is the van Leer nonlinear slope limiter function [102],

and

o(r)) = : _ with r= , 2 =

Il
B>
=
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where
AH_; = minmod(AH,_y,AH,1,AH,,3), (3.37)
AH,, = minmod(AH,y,AH,3,AH, 1), (3.38)
AH,; = minmod(AH, 3, AH_i,AH,}), (3.39)
AHi. ), = Hiy—H,; (3.40)

with the minmod limiter function given as:
minmod(a, b, ¢) = sign(a) max (|al, 2sign(a)b, 2sign(a)c).
The same hold for the velocity u and the topography b reconstructed values.

Topography source term discretization

As mentioned before, in the presence of topography source terms, and in order to satisfy
the exact C-property, the topography source term should balance the corresponding
non-zero flux terms. While above holds for the first order scheme , i.e. if the (L) and
(R) are not reconstructed (UL =U,_, and UR = U,-), this is not the case for higher order
schemes. Following the works in [87, 125] a correction term, Sy*, should be included

in the topography source discretization :

ASp =S, + Sgi_% +Sp™. (3.41)

The first terms on the right hand side is evaluated precisely as before (3.27)-(3.28),
except that the interface values are now those of the MUSCL reconstruction of the
solution within each cell. The final term is the source term integral approximated over
the mesh cell and is evaluated at the Roe average of the left and right states of the

linear reconstruction of the solution within the cell. This term reads as,

0
S;(U{JnUl-el): H81+H.L1
a8 ML i +3 PR — bt
8 2 i-% i+}
The term vanishes for a first order scheme as b* | = b,L+ . = b;, while for flow at rest we
l—z 1 2
have in addition:
oh ob
=Sk -kt = —(HE, - HE).
ox ox l+% z—% l+% l—%
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3.3 FD discretization of the dispersion terms

Up to now we have described the discetization for the advective part of the BT equations,
i.e. the NSW equations flux functions, including the topography terms. Both in Nowgu’s
and Madsen and Sgrensen’s BT models the dispersion terms contain spatial derivatives
up to third order. According to [179] a fourth-order accurate treatment of the first
order derivatives is required so that the truncation errors in the numerical schemes
are smaller than the dispersion terms present in the models. As such, we discretize
them using fourth-order central finite difference (FD) approximations for first order
derivatives, third order central difference approximations for third order derivatives and
second order for second order derivatives, resulting to finite-volume/finite-difference

schemes for both Boussinesq type-equations in one dimension

3.3.1 Discretization of the dispersion terms for Nwogu’s equations

In the conservative form of Nwogu’s equations, (2.89) with (2.91) and (2.92), the dis-
persive terms that contain only spatial derivatives is the term Sq = [-¥. — wf. + Y]
Integrating the above we conclude to the term (i.); (the cell average of the term i, ) in

the mass and the momentum equation.

1
(lyl’c)i = E‘[Cl wc

2

1 Z h? h
= -~ _a__hxx (a _)hh XX
Ax c,.[(Z 6)” ¥ G+ g i) ]

1 AR AT hisi 2
= Ax > 6 hiv1p(Uiv12)xx + (Zai+1/2 +— )h,-+1/2(h,-+1/2u,-+1/2)xx
2 2
Ziip Mg hio1
- ( 2 - - T/] hiztp(Uizj2)x + (Zai—l/Z + )hi—l/Z(hi—l/Zui—l/Z)xx] }(3-42)

Substituting a cell averaged value ¢; (let ¢ denote u, hu) in to the Taylor series:

2 3 4
X x X
’ 7 244 2444
- x¢l_+% +5 ¢i+% t e ¢i+% + 24¢i+% +...

¢ = ¢i+'

2

we can express a cell average value with the values defined at cell interfaces [94, 97].

Through manipulations of Taylor series expansions, the following discretization equa-
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tions can be derived and used for the discretization of (3.42):

b = T(Giv1 + &) 1—2(¢i+2 = ¢i-1) + O(AXY, (3.43)

(P2 + @in1) = (Din1 — &) >
(Pir12)xx = AR + O(Ax7). (3.44)

For the momentum equation we have to discretize the term i, that contains a
second order derivative u,, and a time derivative H,. The second order derivative is

discretized using:

i-1 = 2u; + u
() = 2 AZZ S oA, (3.45)

thus ¥y, is then given by

Zai Uic1 = 20 + Wiy Mooy — 2hiug + ity

Wm)i = (Hi)iZai (3 e + e ) : (3.46)

with term (H;), explicitly obtained from the mass equation in terms of spatial derivatives

only.

3.3.2 Discretization of the dispersion terms for MS equations

For the Madsen and Sgrensen’s equations, following [62], we discretize the term ¥, using
fourth-order central finite difference (FD) approximations for first order derivatives,
third order central difference approximations for third order derivatives and second

order for second order derivatives, so:

diia — 8¢i_1 + 8Pir1 — disa

(@i)x P Ax + O(AxY), (3.47)
_ Qi =20 + 201 — din 3
@DD)exx = AR + O(Ax”). (3.48)

Applying (3.45), (3.47) and (3.48) in equation we get the discrete dispersion term:

Bgh?

1

Ax3

Bgh?
6AX3 [(hi—2 — 8hi1 + 8hiy1 — hiyo) (Mo — 21 + miv1) |- (3.49)

lﬂi = |:77i+2 + 277j+1 + 2771'—1 - ¢i—2
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3.4 Time integration

Time integration scheme should at least much the order of truncation errors from the
spatial derivatives in the dispersion terms [179]. With third order spatial derivatives in
both equations we use the fourth-order predictor-corrector method proposed in [179].
Time integration for this scheme, is achieved in two stages, namely the third order

Adams-Basforth predictor stage and the fourth order Adams-Moulton corrector stage:

1. Predictor stage (Adams-Basforth method)

At"
12Ax

— 16(-AF + ASET + xSy + AxS)

U = U'+ 23(-AF; + AS}y, + AxS); + AxS})

+

5(-AF; 7 + ASy + AxSy2 + Axsg.-z)] (3.50)
2. Corrector stage (Adams-Moulton method)

At"
24Ax
5(-AF; " + ASy™! + AxSy ! + AxSy)

Uttt o= U+

+

(-AF + AS; + AxSj” + Axsg.-z)]

where AF; and ASy,; are respectively the flux and bed source variations, obtained using
(8.24) and (3.27). Sy, is the discretization of the dispersion terms while Sy; is the friction
term.

The value of the time-step, Af" that is used to integrate the governing equations over

time, is depended upon the CFL condition. For the one-dimensional solver

A
A" = CFLmin| ——=%
o ul| +

where CFL is the Courant number between zero and one.

9 (~AF! + AS!, + AxS}, + AxSY) + 19 (=AF; + AS, + AxS}; + AxS})

(3.51)
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3.5 Evaluation of the velocities

After each time step we obtain the new solution variables for the velocity like function,i.e
(3.3) for Nwogu’s model and (3.8) for the MS model. From these we have to recover the
velocity field. To achieve this we have to discretize (3.3) and (3.8) using the FD method.
The procedure is described in [91] but we detail here for completeness. For Nwogu’s
formulation

Pl* = (Hu)z + (HZa)i (%Mxx + (hu)xx)

1

using (3.45) to discretize the second order derivatives u,, and (hu),, we get

Zai (Uil — 20 + Uiy hioyui—y — 2hiu; + higquig
P*:Hi+Hai— + . 3.52
* = (Hu) (Z)[z( = )( - (3.52)
Reformulating the equation (3.52) we get:
;Ui +ﬁilli+’)/l'l/ti+1 = Pl*, Yi=1,...,N (3.53)

where

2

0 = H [ =9+ ) =y (1 = B - 2} iy, = B = 1 941 (354
PTG A T A P T AR T AR e VYNTRNTY Rk

The central difference scheme only involves left and right neighboring cells and thus

forms a tridiagonal linear system MV = C of equations in the form (see also [142]):

» B | w | | P 1
@ B 7 > P;
: ) : = (3.55)
an-1 Bn-1 YN-1 || Un-1 Py,
ay By || uv | | Py

with M a symmetric and positive definite matrix when topography is not introduced, V
the velocity vector, and C the vector that contains P}, i = 1,..., N obtained from the

spatial solver. An efficient Thomas algorithm [65] was implemented to solve the system

n+1
i

for obtaining the velocity uf’ in the predictor step and /" in the corrector one, from the

respective variables P.
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For the MS equations the velocity like function has the form:
N I, 1
P = (Huw),—-|(B+ §)h (Hu)yy — ghhx(Hu)}C (3.56)
which requires the approximation of first and second order derivatives. Using again

(3.45) for the term (Hu),,, (3.47) for h, and for (Hu), we use the central difference

Hiuiy — Hiojuiy

Hiu;), =
(Hiui) 2Ax

Equation (3.56) results again in a tridiagonal linear system of equations in the form of

(3.55) with coefficients, see also [62, 163, 148]:

8 ky 5 g ky
=k + = = 14+2k ==k + =]|.
a,; 1t 72 > ﬁz + 1, Vi 1t 72
in which
1\( i; h;
kl =B+ § A_)62 and kz = A_x2 (h,'_z - Sl’li_l + 8]’li+1 — h,‘+2) .

Both matrices can be pre-calculated and used through a numerical simulation.
As suggested by Wei et al. [179], the corrector stage is repeated until the rela-
tive error between two succesive results reaches a prescribed tolerance. This error is

computed for each of the variables H and u and is defined as

+1 _\7;1+1|

_ Zl 1
- 1
=]

14

where v denotes any of the variables and v denotes the previous estimate. In this work
the values computed in the corrector step are considered to be the final next time step
(n+1) values when e < 10™*. The scheme usually converges to the prescribed tolerance

in one or two iterations science the predictor step provides very accurate results.

3.6 Boundary conditions and wave generator

To completely define the differential problem, boundary conditions need to be intro-
duced. Two types of boundary conditions are used in this work: outflow an solid
(reflective) wall. Since we use a fourth order MUSCL scheme the usage of three ghost

cells, in each boundary, are required in order to determine the values of the nodes
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closest to the boundary. An outflow boundary condition should allow all energy prop-
agating towards the boundary to pass through so that no waves are reflected back in
to the solution domain. For that reason the values of H and u at the ghost cells are
extrapolated from the interior cells [148, 91, 102] while sponge layers are placed in
front of each boundary. More precisely on this layer the surface elevation was damped

by multiplying its value by a coefficient m(x) defined as [185]:

2
m(x) = \/1 - (X_L—d(x)) (3.57)

where L, is the sponge layer width and d(x) is the normalized distance between the cell

center with coordinate x and the absorbing boundary. Our numerical experience and

that in [185] show that
L<L;<1.5L, (3.58)

i.e. the width of the sponge layer is proportional to the wavelength. Solid walls are
treated as impermeable and fully reflective, therefore the normal flux at these bound-
aries must be zero. This concludes that the velocity u_, at the ghost cells must be set

as u_, = —u, from the interior, and an odd and even extrapolation is used for H.

A number of tests require the generation and propagation of monochromatic periodic
waves. In order to produce these waves we follow the approach of adding to the mass
equation an internal source term of periodic variation in time. In [181] a source function
method for the generation of regular and irregular surface waves, using the equations
of Nwogu, was derived. In this work, and for the equations of Nwogu [127], this source
function wave-making method is adopted in order to let the reflected waves outgo

through the wave generator freely. The form of the source function in 1D is:
S (x,1) = D" exp (=y(x - x,)*) sin (-wr) (3.59)

in which

80

LYy

where L is the wave length, w the wave frequency, x; is the location of the center of the

wave-making area, 0 is a parameter that influence the width of the wave generator and
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D" is the source function’s amplitude:

) 2+yAo (wz - Cllgk4h3)
~ wkVrexp (k2/4y)[1 — a(kh)?]

(3.60)

where 4 is the still water level at the wave generation region, Ay the wave amplitude, k

the wave number, @ = —0.39 and a; = a + 1/3.

Remark 3 To determine the range of values for §, we performed several tests to verify
its effect to the calculating wave height in condition with variance of relative water depth
(h/L), input wave height and effective mesh size. It is concluded that, when the water
depth is shallow, the value of 6 should be large, but when the water depth is deep, its
value should be small and that its value has the same variance trend with relative wave

height. The typical value of ¢ € [0.2,0.8] for the model tests.

Up to now, for the MS equations one way to create regular waves is the use of
Dirichlet type boundary conditions see [163]. This way is very inefficient since the
produced wave has larger amplitude and highly frequency oscillations can be developed.
Additionally this method is only for very small amplitude waves and does not allow for
the waves returning to the inflow region and passing out of the domain. Very recently
and for the equations of MS, [138] developed an internal wave generator based on
the approach of [177]. The limitation of this approach is the complex nature of the
generator , since to values must be calibrated, along with the non-physical meaning
of the function used. We use and develop the internal source function approach from

[138]. The internal wave generator has the form of (3.59) with

2CA
D = —OW, (3.61)
\r
with

Y= 2

The width of the generation region results strongly dependent on the value attributed
to the parameter y which also influences the amplitude of the signal obtained. A is the
desired wave’s amplitude, C is the wave’s speed and b,, has been chosen as to give the

expression the correct physical. The values of the b,, have to be calibrated in order to

obtain the signal sought. Te use of the Gaussian function to distribute the generated
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wave over several mesh points is similar in principle to the method described by [179].
However further investigation is needed to derive a method for generating waves in a
MS model.

Next we apply the two wave generation models to generate monochromatic waves
with different periods T = 1.27,2.02s The domain length is [-20, 20m], grid size Ax =
0.01m, sponge layer width is Sm and the CFL used is 0.5. The source function width (9)
for the equations of Nwogu is kept the same for all the waves presented and equals to
0.3. For the first wave (T = 1.27s), the still water level is 7 = 0.5m, amplitude A = 0.025m
and wavelength L = 2.2361m, while for the second case (T = 2.02.) h = 0.4 and A = 0.01,
corresponding to wavelengths L = 3.63. The parameter b,, for the equations of MS is 15

for the first wave and 80 for the second wave.

n/A

n/A

1
-20 -15 -10 -5 0 5 10 15 20
x(m)

Figure 3.2: Snapshots of surface elevation at t = 20s. T = 1.27s (up), T = 2.02s (down).

The generated waves shown in Fig. 3.2, are quite good and the corresponding wave
heights are very close to the target one. Moreover, the two equations generate almost
the same waves which propagate in a constant form. This indicates that the wave

generator for the MS equations can be used despite its arbitrary form.

3.7 Wave breaking modeling

Accurate simulation of wave breaking is an important modeling issue in near-shore en-
vironments. It dissipates wave energy through the generation of turbulence, including
substantial air entrainment. Since the wave’s amplitude increases due to shoaling, the
wave’s front becomes vertical and the wave’s crest overturns. BT equations are un-
able to describe this phenomenon and an additional mechanism is necessary. A wave
breaking model for the BT equations requires two mechanisms to simulate the breaking
process numerically. The first one is a "trigger mechanism” related to the initiation and,

possibly the termination, of the breaking process. The second mechanism is an energy
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dissipation mechanism.

Existing wave breaking trigger models can be classified, in the main, into (a) phase-
averaged breaking models and (b) phase resolving breaking models. Phase-averaged
trigger models include wave characteristics which are representative of one full phase
of the wave. Their limited use to BT models is attributed to the necessity of an al-
gorithm that separates individuals waves in order to obtain the wave characteristics
such as, wave height and wave length. Extension of these parameterizations to 2D
wave cases, and especially for unstructured numerical meshes remains a very difficult
task. A review of these wave breaking criteria can be found in Okamoto et al. [129] and

references therein.

On the other hand, phase-resolving models use information at certain locations of
the wave. There exist mainly two types of phase-resolving wave breaking mechanisms
related to the the initiation and termination of the breaking process. The first one is
controlled by the local slope angle [144] and the second by the vertical speed of the free
surface elevation [93]. In the present work, we consider wave breaking criteria of the
phase-resolving type and we propose a combination of trigger mechanisms which can
be classified as to fall in between of the two aforementioned phase-resolving approaches

(namely the local slope and vertical speed variations).

For the energy dissipation a local switch from the BT model to the NSW model
can be performed when a wave is characterized as ready to break, by suppressing the
dispersion terms. This approach allows for a natural treatment of breaking waves as
shocks and we can take advantage of the shock capturing properties of the developed
unstructured FV scheme. In addition, by making this decision, i.e. switching locally
to NSW equations, we conserve mass and momentum across the wave front of waves
characterized as breaking ones. Furthermore, this switching allows a spatial charac-
terization of the computational domain to pre- and post-breaking areas and as such
an accurate description of both non-breaking (governed by the BT model) and breaking
waves (governed by the NSW model) transformations and treatment of shoreline mo-
tion. Such an approach leads to hybrid (one- and two-dimensional) BT-NSW models
and has gained attention by several researchers in the past few years, please refer to

[25, 163, 164, 91, 147, 141, 130, 160, 165].

In this work two different approaches are implemented and tested here for numeri-

cally resolving the wave breaking problem within the FV framework, an eddy viscosity
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approach and a hybrid BT-NSW one.

3.7.1 Eddy Viscosity Models

Eddy viscosity models have the longest history in application. These involve extending
the momentum equation by the addition of a dissipation term. which implies that a
contribution to flow momentum is imposed when breaking occurs, in contrast to the
momentum-conserving bore process in the non-dispersive theory. In situations where
dissipation is imposed globally and spatial variations in viscosity are small, this effect
is minor. However, at the onset of breaking or in models where dissipation is localized
and spatial gradients of viscsocity are large, this momentum source effect can be quite
severe, and should be avoided by correctly specifying the dissipation term. In this
work, and for the 1D problem two eddy viscosity models are implemented and tested

for comparison purposes and are presented next for completeness.

Kennedy’s et al. wave breaking model [93] Kennedy et al. [93] used the eddy
viscocity-type formulation to incorporate the equations of Wei et al. [180] with a wave
breaking mechanism in order to model the turbulent mixing and dissipation caused by
breaking. The mass conservation equation remains unchanged while, an extra eddy
viscosity term is added to the momentum equation. So, for the equations of Nwogu

(38.1), (3.2) and for MS BT equations (3.1) and (3.6) the source term S¢ can be re-written

as
0
St = (3.62)
-7+ Rb
where
R, = (v(Hu),), (3.63)

with v = B(S%Hn, the eddy viscosity, which is a function of both space and time and is
determined in a similar manner to [189], but with several differences. J, is a mixing

length coefficient with value 6, = 1.2 and the quantity B varies smoothly from O to 1 so
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as to avoid an impulsive start of breaking and the resulting instability. It is given as

1 if n,>2n;
77 . % %
B= n—t if m <m <27 (3.64)
t
0 if n, <2n;

the parameter 77; determines the onset and the cessation of breaking and takes the

value:

' if t>7T"

n = t—t 1569
'+ — @ =) i 0<i-n<T

where 7* is the transition time, #, is the time that breaking was initiated, and thus
t — 1y is the age of the breaking event. The breaking event begins when 17; exceeds some
initial threshold value, but as breaking develops, the wave will continue to break even
if H, drops below this value. The values of 7751), nEF) and 7™ used here (following [93]) are
c1 /81, c2+/gn and c3 \/7% respectively. The values of ¢y, ¢;, c3 are problem depended.
The largest disadvantage of the above model is that, in some special cases, such as
stationary hydraulic jumps, the criterion may not work and wave breaking initiation

will not recognized. It is worth to mention that in the present work, no artificial filtering

is used in any of the wave breaking models described.

Roeber’s et al. wave breaking model [142] Roeber et al. [142] derived a modified
version of Kennedy’s eddy viscosity wave breaking model (described above), to incor-
porate the Boussinesq-type equations of Nwogu, written in a conservative form in 1D.
The eddy viscosity term added to the momentum equation is (3.63) but in order to
determine the eddy viscosity v a different indicator is used. Kennedy et al. [93] use
a velocity indicator derived from 7, in contrast to Rober et al. [142] who used (Hu),
as the indicator to be consistent with the numerical formulation and to better detect
stationary or slow-moving hydraulic jumps that might otherwise not be detected from

1. Thus

v = BH|(Hu),| (3.66)
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in which

B=1-

(PII]”)" for |(Hu)| > Us, (3.67)

1
where U, U, denote the flow speeds at the onset and termination of the wave-breaking
process and must be calibrated through laboratory experiments. They are expresed
in terms of the shallow water celerity as U; = B VhH and U, =8B VhH where B, B,
are calibration coefficients. Breaking begins when |(Hu),| > U; and continues as long
as |[(Hu),| > U,. The above criterion may result in breaking on the back of the wave’s
crest since short period waves may have large values of |(Hu),| on both the front and
the back of the crest. In order to avoid this, Roeber replaced (Hu), in (3.66) and (3.67)
by 0.5[|(Hu).| + (Hu),] which becomes zero on the back of the crest. The breaking
term stays active for a duration equal to T* = 5+/H/g, accounting for the continuing
dissipation process behind the broken waves, where the momentum gradient would

not exceed the breaking thresholds.

3.7.2 Hybrid wave breaking models

The approach of Hybrid wave breaking models has gained a lot of popularity the last few
years, due to their simplicity and efficiency. Following this approach one simply (under
certain conditions) turns off the dispersive part of the BT equations in the region where
breaking occurs [163, 164, 141, 91, 24]. The hybrid idea is based on the assumption
that Boussinesq equations automatically degenerate into NSWE as dispersive terms
become negligible compared to nonlinear terms. Howecer, considerations exist in the
criteria chosen to characterize wave breaking, the proper switching between the BT
equations and to the NSW ones, range of applicability and grid sensitivity. In this
approach we first estimate the location of breaking waves using explicit criteria and then
the NSW equations are applied on the breaking regions and BT equations elsewhere.

In this work we implement and test two Hybrid models,for Nwogu’s equations.

Hybrid(¢) model

Tonelli and Petti in [163, 164] and for the MS BT model, developed a criterion which
is based on the similarity between spilling breakers and moving hydraulic jumps, con-

cluding this criterion to be the ratio of surface elevation to water depth, € = Z When a
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wave moves towards a beach, water depth decreases more rapidly than the wave length
due to shoaling, so u? decreases and ¢ increases. The proposed numerical approach
of [163] solves NSWE in the region where non-linearity prevails and the BT equations
elsewhere. The threshold value of the criterion used in order to establish which set of
equations should be solved in each computational cell is set to 0.8. Also, in order to
make the scheme more stable, once NSW equations have been applied, the value has
to drop below 0.35-0.55 for BT equations to be applied again [165]. This approach has
been proven successful in many applications, with its main advantage being its sim-
plicity since no calibration parameters are needed, refer to [91, 130, 147] for example.
However, the above criterion maybe proven inadequate, especially if waves propagate
over a near-shore bar, when numerical wave breaking ceases before all the wave en-
ergy is dissipated. This is due to the static application of this breaking approach while
a mechanism is needed that tracks propagating breaking fronts. In addition, all the
applications of this criterion, thus far, have been restricted to 1D or 2D computations

on structured meshes.

Wave breaking criteria and the New Hybrid model

An alternative hybrid model was presented in [24] for the Madsen and Sgrensen [114]
BT model, where it was assumed that wave breaking occurs when the vertical velocity
component at the free surface exceeds a value proportional to the shallow water wave
phase celerity,n, > v where 0.35 < y < 0.65 such that is a calibration constant which
maybe affected by the scale of the wave under consideration. A value of y = 0.3 was
used for breaking solitary waves on a sloping beach in [24]. In general, this criterion
for breaking initiation is similar to one used by Kennedy et al. [93] and can be derived
considering the nonlinear advection equation for the free surface [49]. However, like
Kennedy et al’s eddy viscosity approach, this criterion is inefficient for stably computing
stationary (breaking or partially breaking) hydraulic jumps since in these cases 7, = 0.

In the light of the above mentioned works, we propose here the combination of two
phase-resolving criteria for triggering wave breaking modeling within our FV scheme.

Namely,
e the surface variation criterion: 1, > y 4/gh with y € [0.35, 0.65] and

e the local slope angle criterion: 7, > tan(¢.) where ¢, is the critical front face angle
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at the initiation of breaking.

The first criterion flags for breaking when 7, is positive, as breaking starts on the
front face of the wave and has the advantage that can be easily calculated during the
running of the model. The second criterion acts complementary to the first one and
is based on the critical front slope approach in [55, 60]. Depending on the BT model
used and the breaker type, e.g. spilling or plunging, the critical slope values are in the
range of ¢. € [14°, 33°]. For certain BT models this has been considered as the least
sensitive breaking threshold, with the correct breaking location predicted for ¢. = 30°,
see for example [106, 160], and is is the value adopted in this work. This value for ¢, is
relatively large for this criterion to trigger by its own the breaking process, for different
test cases, in our BT model, but is sufficient to detect breaking hydraulic jumps thus,
correcting the limitation of the first criterion.

In the numerical scheme, and for each mesh node in the computational domain
at every time step, we first check if at least one of the above criteria is satisfied, and
flag the relative computational cell as a breaking or a non-breaking one. Since we
refer to 1D formulation, it is relatively easy to distinguish between different breaking
waves. Every consecutive group of breaking nodes constitute a breaking wave. With
this information in hand, we can treat each wave individually and find certain wave
characteristics such as the wave height. The wave front of each breaking wave will be
then handled as a bore by the NSW equations and as long as they are governed by
these equations the shock will keep dissipating energy.

However, we should take into account that bores stop breaking when their Froude
number drops below a critical value. The wave’s Froude number (Fr) determines the
bore’s shape and the transition from one kind of bore to another. If Fr >> 1, a bore
is purely breaking and will consist of a steep front and if the Froude number drops
below a certain value Fr. non-breaking undular bores have been observed, see [160]
and references therein. Thus, an additional criterion is needed to determine when
to switch back to the BT equations for non-breaking bores, allowing for the breaking
process to stop. The criterion introduced by [160] is adopted here and is based on the
analogy between a broken wave and a bore in the sense of a simple transition between

two uniform levels. The wave’s Froude number is defined as:

\/(2H2/H1 +1)2-1
8

Fr= (3.68)
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where H; is the water depth at the wave’s trough and H, the water depth at the wave’s
crest. Since we have tracked each breaking wave individually (with its own dynamic
list), it is relatively straightforward to find H; and H, for each wave. We simply approx-
imate them by finding the minimum and maximum water depth respectively, from all
the breaking nodes corresponding to that wave. If Fr < Fr, all the breaking points of
that wave are un-flagged and the wave is considered non-breaking. Following [160] the

critical value for Fr. was set equal to 1.3 in our computations.
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Figure 3.3: Definition sketch for a broken wave and the switching zones fron BT to
NSWE

For each breaking wave, the computational region /ysy (see Fig. 3.3) along the
wave direction, over which we switch to NSWE, is roughly centered around the wave
front. However, non-physical effects may appear at the interface between a region
governed by the BT equations and a region that is governed by the NSW model. This
is due to the relatively strong variations that may exist in the solution, which affect
the estimation of the dispersive terms [147, 160, 130]. In [160] the shallow water
region was extended assuming that the /ygy length must be larger than the order of
magnitude of the physical length of the wave roller. The length of the roller can be
defined as [/, ~ 2.9(H, — H,) and the extend Ilysw ~ 2.5/,, which is the value adopted in

the present work.

Suppression of the dispersive terms methodology

After the characterization of the breaking regions the NSW model has to be applied

computationally in each one of them. This is a very blurred process, since up to now
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and to our knowledge, no author, in the existing literature, has been very clear to the
definition of that process. In order to solve the NSWE in the computational cells that
have been identified as breaking we have to suppress the dispersive terms . and ¥, in
equation (3.2). We have also to keep in mind that the tridiagonal matrix M in equation
(3.55) have been extracted using P* from (3.3) which contains the term . This
means that we must be very careful when switching to the NSWE to keep the balance
of the dispersive terms for every computational cell in eq. (3.1). Several researchers,
that have followed the hybrid wave breaking modeling in 1D, for example [163, 142],
mention that the tridiagonal matrices are constant in time and can be pre-factored,
inverted and stored to be used only once at each time iteration. The above approach
implies that when a wave breaking mechanism is active, the solution of the tridiagonal
system, in each time step, involves the undisturbed matrix M along with the right
hand side that comes from the spatial solver but without considering the dispersive
terms in the computational cells characterized as breaking. This leads to numerical
instabilities on the wave breaking fronts since equation (2.43)is not satisfied, for the

breaking computational cells.

Another way to suppress the dispersive terms is to recalculate the tridiagonal matrix
M at each time iteration. Each line of the matrix that corresponds to a breaking cell
is discretized without considering the term Hz, (%aum + (hu)xx) in (3.3), leading to the
corresponding line of the Identity matrix. Like before, the right hand side that comes
form the spatial solver is calculated without considering the dispersive terms at cells
considered as breaking. This treatment is inadequate in regions where dispersion terms
are not negligible when compared to the nonlinear terms, since nonphysical oscillations
present at the switching points between the BT equations and the NSW ones. An
additional concern, following this approach, is the limitation of the recalculation of the
matrix in each time step. Matrix M is symmetric and positive definite (when bottom

topography is neglected). Changing its rows may lead to large condition number causing

instabilities in the solution of the linear system.

Furthermore in 2D computations where unstructured meshes are used, the matrix
of the linear system can not be changed due to its storage (see Section 6.4). Thus any
change in that matrix would result in a large increase in the computational cost. For the
above reasons concerning both 1D and 2D formulations, we developed a new method-

ology to handle the switching between the two models (dispersive/non-dispersive) as:
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0. Starting with the solution vector U, P* = 1,..., N, at time ¢",

1. For all computational cells an [H*', Hi*!, ..., H3*'" solution is computed from

the mass equation using the BT model (named from now on H’];;l solution).

1.1 If breaking has been activated (according to our criteria) for a number of
computational cells say N, < N, an additional solution vector is computed
by subtracting the dispersive terms . from H’g}l at these breaking cells, i.e.
obtaining a NSW solution for H**! at these cells only. This solution is named

H’l‘;}l/ ¢ from now on.

2. Then, for all computational cells the P;(T"H) = [PT("“), P; @) .. P;,("H)]ET solution

from the momentum equation is computed, using the approximation d,H""!" ~
Hn+1 —H"
BT

AT for the Yy computation in (3.4).

2.1 If breaking has been activated for a number of computational cells, an ad-

ditional solution (named P;;fl /;1&,) is computed by subtracting the dispersive

terms . and Yy from PZ(T"H) at these cells i.e. obtaining a NSW momentum

solution (Hu)"*! for the breaking cells, since for the NSW equations P* = Hu.

i n+l _ n+1 n+11T :
For theses cells only it is easy now to compute ugy, = [uf", ..., u N, 1sw Which

will be a subset of the actual velocity solution sought.

3. Then, the linear system MV = C from (3.55) is solved with C = [P;"”Jr1 P o PI’\‘,’”“ 137

n+11T

to obtain an approximation of the velocity vector, named w'! = [u"*!, ..., uy " pr-

BT 1

4. The final solution at 7 = *! will be that of Hj}/¢,, for the total water depth and

P'g}l/sw for the momentum equations. For the velocity field vector the solution,

ntl nt! vector with its values at the breaking

sr/swe is derived from the u

denoted as u
n+1

nodes replaced by those of ujy,.



Chapter 4

Numerical test and results in one

dimension

The numerical schemes for both BT models presented in Chapter 3 have been applied
to standard tests cases designed to validate the numerical treatment of the dispersion
terms in the governing equations and the wave breaking treatments. Special attention
was paid to comparing both BT models to the NSWE for reproducing challenging ex-
perimental results. We have classified the numerical tests in two main categories. The
non-breaking wave cases in Sections 4.1-4.2 and the breaking wave cases, in Section

4.5-4.8. Numerical tests in Sections 4.2 and 4.3 includes both categories.

4.1 The Carrier and Greenspan (1958) solutions

We first check the validity of the proposed well-balanced discretization and wet/dry
front treatment by focusing on moving shoreline problems for waves running up and
down uniform sloping beaches. These problems have analytical solutions which were
derived by Carrier and Greenspan [37] by making use of the NSWE. These classical
tests have been used frequently for assessing the quality of various shoreline boundary
condition techniques used in the NSWE, see for example [86, 32, 30, 118]. Thus, for
consistency the dispersive (u?) terms are usually ignored in the numerical simulations
of these problems, see for example [108, 47, 164], or considered to be very small [68]. In
the current presentation, and only for these test cases, we chose to ignore the dispersive
terms. Details on initial and boundary conditions, as well as the analytical solutions,

can be found in the original work of Carrier and Greenspan [37] and in [32, 118].

83
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Non-dimensional variables are defined to compare with the analytical solutions as

follows

X' =x/l, p =nle, w =u/gal 1" =1t/l/(ag)

where [ is the characteristic length scale an a the beach slope.

4.1.1 Carrier and Greenspan periodic wave solution

For the first case a monochromatic wave is let runup and rundown on a plane beach
with @ = 1/30. The solution represents the motion of a periodic wave of a dimensionless
amplitude A* = 0.6 and frequency w* = 1 traveling shoreward and being reflected out to
sea generating a standing wave on the beach with A*/4 maximum vertical excursion of
the shoreline. The characteristic length scale / = 20m. The computational parameters
used where Ax = 0.00625m, C, = 0.45 and &,; = 5 - 107%m. The small value of Ax has
been chosen as to provide a high resolution at the shoreline, see for example [164].
Fig. 4.1 presents comparisons between the numerical free surface and the analytical
one, at different times ¢* € [2T,27* + T*/2] where T" is the dimensionless period of the

oscillations. The qualitative agreement is very good even after a few periods.

-1 -0.8 -0.6 -0.4 -0.2 0 0.2

Figure 4.1: The Carrier and Greenspan periodic wave solution: comparison between
analytical (solid line) and numerical (red dashed line) results for the free surface eleva-
tion at different times ¢* € [27T*,27" + T*/2].

The numerical shoreline position x; was measured as the position of the last wet cell

(i.e. where H > ¢,,) along the beach. Theoretically, the shoreline boundary is defined
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by the relations

dx,
dt’

H(x,0) =0 and ug = u(xg, 1) =

Inevitably, the numerical solution produced by the conservative FV scheme is an ap-
proximation to the above relations since the zero depth condition is never met [27]. Fig.
4.2 compares the computed and analytical time series of the shoreline position and
velocity. Very good accuracy is shown for the vertical sinusoidal motion of the shore-
line while for the non-sinusoidal variation of the shoreline velocity small discrepancies
are presented when the velocity is close to zero. The velocity results compare well with
others in the literature, see for example [68, 164]. It should be pointed here that, the
shoreline velocity computation is a difficult task and as such is not correctly captured
by some runup models thus, in the literature only variations of the shoreline position

are usually presented.

— Analytical
----- Numerical

Figure 4.2: The Carrier and Greenspan periodic wave solution: comparison between
analytical and numerical results for the shoreline position (left) and shoreline velocity
(right)for ¢* € [T*,2T7]

4.1.2 The Carrier and Greenspan transient solution

In this case the initial water surface elevation is assumed to be depressed near the
shoreline, the fluid is held motionless and then released at t* = 0. For this case o = 1/50
and [ = 20m. In [37] a small parameter ¢ was used to characterize the surface elevation
profile. For e < (.23 non-breaking waves are produced and the results presented here
are for e = 0.1. In the wave’s evolution, the shoreline rises above the still water level of

value e and then the water surface elevation asymptotical settles back to it. As such,
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this test is particularly valuable in testing the ability of the model to compute (nearly)
steady states. The computational parameters are the same as in the previous case.
Fig. 4.3 presents the comparisons between the numerical free surface and the ana-
lytical one, scaled with parameter e, at different times #*. The numerical model provides
qualitative excellent agreement with the analytic solution. The solution asymptotically
reaches an almost steady state which is accurately predicted by the model verifying the

extended C-property.

1.2+

t*=20

-0.3 -0.25 -0.2 -0.15 —0.1* -0.05 ] 0.05 0.1
X

Figure 4.3: The Carrier and Greenspan transient solution: comparison between ana-
lytical (solid line) and numerical (red dashed line) results for the free surface elevation
at different times ¢*.

In Fig. 4.4 the computed and analytical time series of the shoreline position and
velocity are presented. It can be observed that the shoreline position asymptotically
settles to e and the numerical model remains stable and with good accuracy for this
slow convergence. On the other hand, the error on the shoreline velocity slightly in-
creases when the velocity reaches very small values at rundown and exhibits a slightly
oscillatory behavior. However, this error remains controlled and diminishing since the
numerical solution fully recovers in a short time. This is an expected behavior since
the method uses the threshold parameter &,, to define the last wet cell. Hence, the
introduced error is mainly artificial since the velocity is calculated from the conserved
variables as u"*! = (Hu)""'/H™!, with (Hu)"*! being a few orders of magnitude less that
H"! and practically almost zero. Nevertheless, small spurious errors in the velocity or

depth at wet/dry fronts which are below a certain level, e.g. 107, are not a concern

in practical simulations as long as the solution remains stable for long time. Here, the
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numerical solution reaches stably the expected steady state.
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Figure 4.4: The Carrier and Greenspan transient solution: comparison between analyt-

ical and numerical results for the shoreline position (left) and shoreline velocity (right)
for t* € [0,20]

4.2 Solitary wave propagation

One of the most standard tests of the stability and conservative properties of numer-
ical schemes based on BT equations is the propagation of solitary waves over a flat
(b(x) = 0),long distance frictionless and with constant depth channel. The solitary wave
maintains its shape, speed and amplitude as it travels down this channel due to an
exact balance between the nonlinear terms that steepen the wave and the dispersion
terms that flatten the wave. A numerical model must handle this balance. A combi-
nation of numerical errors from poorly balanced schemes and truncation of numerical
approximations can lead to serious reductions in the wave height and celerity.

The model is applied to simulate the propagation of solitary waves over a constant
depth. The initial wave surface elevation n and velocity of ¥ can be found in [179]
for Nwogu’s equations and in [163] for MS equations (see Appendix). Three solitary
waves of A = 0.045, 0.9, 0.135m propagate in a numerical wave channel of 500m (x €
[-50, 450m])and of constant depth & = 0.45m. Each wave corresponds to a different
parameter € = 0.1, 0.2, 0.3 respectively. The initial position of the solitary wave is at
x = Om. We note here that, the given initial conditions (and analytical solutions) are
only asymptotically equivalent to the solutions of the models being solved numerically,
so the wave being input in the numerical models does not correspond exactly to solitary

waveforms predicted by the models. As a result, the initial waves undergo an evolution
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at the beginning of the computation to adjust the free surface to a steady profile [163,
179]. Following [179] we reduce all differencing errors to a size that is small relative
to all retained terms in the model equations. The scheme used, leads to a truncation
error of O (—);) relative to the model dispersive terms at O (/12). In contrast, the leading
term, of the/éispersive terms themselves are finite-differenced to second order accuracy,
leading to errors of O (sz) relative to the actual dispersive terms. For that reason we
have choose Ax = 0.025. The CFL number used was 0.3.

Fig. 4.5 shows the surface profiles for the three solitary waves at various times
for both formulations. The results indicate that, for both BT models the initial wave
undergoes an evolution at the start of the wave channel, with the result that a modified
solitary is formed together with a small dispersive tail. The amplitude of the tail and the
initial deviation of the wave’s height both increase with increasing initial wave height.
As depicted in Fig. 4.6, in Nwogu’s formulation the solitary wave increases slightly,
at the beginning of the propagation and results to a higher wave than the initial one.
This results partially from the fact that the analytical solution used as initial condition
is only asymptotically equivalent to the model, so that the wave does not correspond
exactly to a solitary waveform as predicted by the model [179]. For the MS formulation,
and at the first stages of the propagation, the wave changes shape and becomes higher
but eventually results to shorter wave heights than the initial ones. The train of small
waves, formed are severe but are soon left behind. This transformation is imputed to
the low-order approximation of the velocity, given to the model as initial condition. In
Fig. 4.7 the solitary wave forms are compared to the analytical solution at two widely
separated instances in time. The two waves are translated by a distance predicted
through an analytical phase speed C. It can be seen that the numerical predicted
phase speed is somewhat smaller than the analytically predicted one and that the
difference increases with increasing nonlinearity.

In order to check the conservation of mass we examine the relative mass error,

which is defined as:

Relative mass error = 7
m

where m’ is the total mass in the computational domain at time step 0 (°) and m" is
the total mass at time step #". Fig. 4.8 shows the relative mass error for the two sets of
equations examined here and for the solitary wave with € = 0.1. The relative mass error

occurred is of order O(107'%).
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Figure 4.5: Solitary wave propagation (A/h = 0.1, 0.2, 0.3 from top to bottom) at times
t =0, 50, 100, 150, 200s for Nwogu’s (left) and MS (right) formulations



90 CHAPTER 4. NUMERICAL TEST AND RESULTS IN ONE DIMENSION

< 102", - = :MS
\ I * S S— R —
S 1,(‘; ]
0987\ T.~.-.\--I'.-\-—_\-. - -\— ---\-- --\I— --\-- --\--;
0 100 200 300 400 500 600 700 800 900
10514 —Nwogu
< y = = :MS
T K ]
\Q
0.95L R = = e e S ===
0 100 200 300 400 500 600 700 800 900
1.11l = Nwogu
31.05{, e MS L
S f‘ i
\§
09540 TP m m e e e o o omm m m  m m m

0 100 200 300 400 500 600 700 800 900
Figure 4.6: Amplitude variations of solitary waves for € = 0.1, 0.2 0.3 from top to bottom

4.3 Head on collision of two solitary waves

The counter-propagation of two symmetric solitary waves in a flat frictionless channel
is tested here. Their collision presents additional challenges to the models by the
sudden change of nonlinear and dispersion characteristics. This head-on collision is
characterized by the change of shape, along with a small phase-shift of the waves as a
consequence of the nonlinearity and dispersion. In a 300m long channel with 4 = 1m two
solitary waves with an equal initial height of A/h = 0.3 are placed in positions x = 35m
and x = 265m and start to propagate in the opposite directions. This higher values
of A/h corresponds to stronger nonlinearity in the incident waves, when compared to
the previous test case, since both models which are based on equations derived under
the assumption that terms of O(e?, eu?, u*) can be neglected. The initial wave surface
elevation and velocity can be found in [179] and [163], similar to the previous test case.

The computational parameters used were Ax = 0.1m and C, = 0.4.

Fig. 4.9 shows the surface profiles at times f+/g/d = 0,101.2 and 200. Similar

to the previous test case and due to the incompatibility between the analytical and
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Figure 4.8: Conservation of mass

numerical solutions, the numerical waves initially undergo an evolution and two slightly
higher solitary waves are formed which then propagate with a constant amplitude
(A/h = 0.3135 for Nwogu’s equations and A/h = 0.295 for the MS ones) until collision,
along with small dispersive tails which are left behind. At t\/m = 101.2 the wave
gets its highest pick, A/h = 0.66 for Nwogu’s formulation and A/h = 0.61 for the MS
formulation. At r+/g/h = 200 the numerical wave profiles are very close to the initial
solitary waveform. After the collision we observe that the numerical solution has a
small phase shift compared to the analytic one. The dispersive tails are more intense
for the MS model due to the discrepancy between the analytical solution given as input
to the model and the solitary wave solution of the numerical model. We remark here

that, nonlinear effects for both Nwogu’s and the MS model can be reasonably accounted

forup to A/h = 0.3.

4.4 Solitary wave run-up on a plane beach

Solitary wave run-up on a plane beach is one of the most intensively studied problems
in long-wave modeling. Synolakis [157] carried out laboratory experiments for incident
solitary waves of multiple relative amplitudes, in order to study propagation, breaking
and run-up over a planar beach with a slope 1 : 19.85. Many researchers have used this
data set to validate numerical models [189, 108, 23, 164, 91, 142, 47, 187, 161]. With

this test case we asses the ability of our model to describe shoreline motions and wave
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Figure 4.9: Surface profiles of solitary waves at times 74/g/d = 0,101.2,200 (from top
to bottom) with A/d = 0.3 propagating in opposite directions in a channel of constant
depth.

breaking, when it occurs. Experimental data are available form [157] for the surface
elevation at different times. Two different cases were considered here. For the first case
the incident wave height is A/h = 0.04 and for the second one A/h = 0.28. According
to Synolakis [157] wave breaking occurred during run-down when A/h > 0.044 and
hence breaking did not occur for the first case (although it very nearly broke on the
run-down). The A/h = 0.28 wave broke strongly both in the run-up and the run-down

phases of the motion. The topography of the problem has the form

—xtanf, x <cotf
b(x) = 4.1)
-1, x> cotf
and Fig. 4.10 shows a schematic view of the experiments with A indicating the incident

wave height, S the beach angle and / the depth of the stagnant water. An initial solitary
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wave is placed at point x; that is located at half wavelength from the toe of the beach,
located at xy. The initial surface profile  and velocity u can be found in [179] for the
equations of Nwogu and [157] for the MS equations (see Appendix). Also, a Manning
coefficient of n,, = 0.01 was used in order to define the glass surface roughness used in

the experiments. For both cases the computational domain is x € [-2, 100m] and the

Figure 4.10: Set up for the numerical test of the solitary wave run-up on a plane beach.

numerical parameters used were Ax = 0.05, CFL=0.4, €,; = 5- 1075, The still water level

is h = 1m.

Remark 4 Solitary waves that propagate in a long friction less channel will reach a
permanent form. At that point the dispersive tail lags behind the initial wave. The
obtained initial wave is the permanent _form solitary wave solution of the desired height

which is the correct initial solutions to be used within the BT models.

4.4.1 Casel

Fig. 4.11 shows a comparison of the surface profiles from the BT models and the
NLSWE, along with experimental data, when A/h = 0.04 for different non dimensional
times. Until time 7+/g/h = 32 the wave approaches the shoreline and we observe that
the NSWE slightly over-predict the solution while the numerical results of Nwogu’s
and MS give identical results for this non-breaking case. Observe that, due to the
well-balanced wet/dry treatment applied in the shoreline no unphysical overtopping or
water movement appears in the solution at the wet/dry front. By time t\/g/_h = 32 the
wave begins to runup the beach and after that the solutions of the three models are

almost identical converging to the same solution. The experimental observation that
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the wave nearly broke during rundown can be seen at r+/g/h = 62 where all numerical
solutions look similar to that of a hydraulic jump. The measured maximum run up
in [157] for this problem was R = 0.156 while for all computational models here was

almost identical with a value R =~ 0.161.

4.4.2 Casell

The next case involves the run-up and run-down of a solitary wave with A/h = 0.28 on
the same beach. This is a demanding test case since breaking occurs both in the run-
up and the run-down process. We have resided to implement the breaking mechanisms

only in BT equations of Nwogu for two reasons.

e Better performance of the BT equations of Nwogu versus the MS equations up
have been observed to the non-breaking cases, involving solitary waves, since
there is no analytic solution to be used as initial condition, in contrast to the

asymptotic solution of [179] for the equations of Nwogu.

e Both the Hybrid(e) and eddy viscosity model have been tested for the equations of
MS, see for example [163, 164, 138]

e Kazolea and Delis [91] have also tested the 1D FV/FD model for both the equa-
tions of MS and Nwogu including the wave breaking mechanism of [163]. The
two BT numerical models provided considerable more accurate results for highly
dispaersive waves over increasing water depths, with Nwogu’s model having a

precedence over the MS one.

The computational parameters used are the same as in case (a). The four different
wave breaking mechanisms presented in Section 3.7 are implemented and tested. For
the eddy viscosity model of Kennedy the values that determines the onset and the
cessation of breaking are 775]) = 0.45 and nEF) = 0.15. The transition time used here
isT* =5 M Numerical results using the eddy viscosity model of Roeber, using
By = 0.5 and B, = 0.25 are simultaneously presented. Additionally, the two Hybrid
models are presented in the same Figures, using for the surface variation breaking
criterion 1, > y \/g—h and y was set to 0.6.

Fig 4.12 and Fig 4.13 show at the left column the two hybrid models compered with

experimental data and the same for the two eddy viscosity formulations at the right
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column. Until time 7+/g/h = 10 the solitary propagates to the shore and the computed
results are all the same, as expected, since wave breaking has not initiate yet. The
breaking procedure starts around t\/gﬁ = 15 where small differences between the
models are observed. The two eddy viscosity models have the same behavior up to this
time. The solitary wave using the Hybrid(e) is slightly faster and sharper in the bore
front compered to the one obtained by the New Hybrid model. As the wave shoals, it
is clear that at the initial stages the NSW equations under-predict the wave height and
phase. The wave breaking is represented as a bore storing the water spilled from the

breaking wave behind the bore.

Wave breaking has fully developed by the time tm = 20 where all the models
under-predict the wave height. The eddy viscosity model of Roeber suffers from oscil-
lations at the back of the wave and it is also more diffusive at the front of the solitary.
Similar observations have been made in [164]. Other researchers in [142, 189, 108]
used the same eddy viscosity model up to now have used sparser grids introducing
numerical diffusion which act a stabilized mechanism. The Hybrid(€) model is slightly
faster that the New Hybrid one and also gives the worst prediction for the wave height.
The BT model, when used the Hybrid formulations, reduce to the NSWE during the
breaking event so the computed front becomes steeper. This is not the case in the
actual wave which is not discontinuous but contains air bubbles and turbulence. Be-
cause of the volume conservation in all models, the computed solution fully recovers

until the water reaches the maximun run-up point around 7+/g/h = 45.

As the water recedes a breaking wave is created at t\/ﬂ = 55 near the still wa-
ter level. All formulations simulates the process as a hydraulic jump. According to
Kennedy et al. [93] the largest disadvantage of the eddy viscosity model is that, in
some cases, such as stationary hydraulic jumps, breaking initiation is not recognized.
For that reason oscillations at the numerical solution of both the eddy viscosity models
where observed after t\/ﬂ = 55 and the solution became unstable since no artificial
numerical filtering is imposed in any eddy viscosity model. Thus, no results for these
models are include in Fig. 4.14 for times t\/ﬂ = 60, t+/g/h = 70 and t+/g/h = 80.
Zelt [189] has also mentioned that it might also be necessary to treat that backwash
bore by a completely different breaking algorithm in place of the artificial viscosity
model. On the other hand the hybrid breaking models have better agreement with the

experimental data.
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4.5 Regular wave propagation over a submerged bar

Beji and Battjes [19] conducted a laboratory experiment to examine sinusoidal wave
propagation over a submerged bar. This test was first used by [53] to verify Delft
Hydraulics numerical model HISWA, and has been used extensively in the literature
for model validation see [187, 148, 142, 164], among others. The experiments were
conducted in a 37.7m long, 0.8m wide, and 0.75m high wave flume. A hydraulically
driven, piston-type random wave generator was located at the left side of the flume and
a 1 : 25 plane beach with coarse material was placed at the right side to serve as a wave
absorber. The submerged trapezoidal bar was 0.3m high with front slope of 1 : 20 and
lee slope of 1 : 10 separated by a level plateau 2m in length. We consider here three test

cases described in Table 4.1.

Table 4.1: Experimental wave characteristics for Beji and Battjes [19] Tests.

Test T(sec) H(m) h/L Breaking type
(@ 2.020 0.020 0.11 non-breaking
(b) 1.010 0.041 0.27 non-breaking
() 2.525 0.054 0.0835 plunging breaker
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Figure 4.15: Regular wave propagation over a submerged bar: definition of bed topog-
raphy and wave gauges.

The test configuration consists of a 23m channel with a constant depth of # = 0.4m.
The bathymetry consists of 1 : 20 front slope and 1 : 10 back slope separated by
a plateau of 2m in length. The dimension of the computational domain was set to
x € [-10, 29] with the grid size Ax = 0.04m. The CFL number used is 0.3 and the
sponge layer width L; = 4.9,2.0,5.2 for cases (a)-(c) respectively. Sinusoidal waves
were generated at x = 0. The waves propagated onshore and shoal along the front
slope of the bar, forcing development of higher harmonics which are then released

from the carrier frequency on the lee side of the bar as the water depth parameter kh
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increases rapidly. Depth gauges which measure the free surface elevation are placed
along x = 10.5, 12.5, 13.5, 14.5, 15.5, 17.3, 19 and 21m. The numerical data from both
formulations are presented and compared with experimental data, for non-breaking

cases (a) and (b).
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Figure 4.16: Time series of surface elevation at wave gauges for periodic wave propa-
gation over a submerged bar for case (a).

Fig. 4.16 presents the results for case (a). Both formulations present a good agree-
ment with the experimental data. The MS results slightly lag behind the Nwogu’s ones.
As the waves travel on the front slope lose their symmetry and bound harmonics are
generated while on the plateau of the bar energy is transferred to higher harmonics
mainly the second one. The schemes perform very well up to WG 8, showing only a

phase shift for the MS formulation, despite the fact that the waves propagate down-
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slope, and the physical process of wave propagation in to deeper water results in reduc-
tion in the potential energy consistent with increase in group velocity. After WG 9 some
discrepancies with the data appear. This is due to the release of higher harmonics and
the inability of the BT models presented here to fully resolve these harmonics released

at the lee side of the bar.

The modeling of wave configuration for case (b) , is shown in Fig. 4.17. Since the
incoming wave is characterized as short wave [19], it does not develop any tail waves as
it grows in amplitude, keeps the vertical symmetry and appears as higher order Stokes
wave. Excellent agreement is observed between numerical and experimental data, at
WGs 4-6. The wave decomposition as it enters deeper region is not as drastic as in
case (a) but second order harmonics are released with k4 > 6 (see WG 9) which the
models are unable to resolve. We should keep in mind that, for Nwogu’s equation, and
by using the z, value proposed by Roeber [142] the model produces lager wavelengths
and smaller amplitudes for short period waves in deeper waters. At the next gauges
the models recover since the main energy is contained in waves with kh <= 3 [142].
It should be noted that part of the discrepancies between the laboratory data and the
models result might be due to the experimental setup [138, 142].

The next case presented is case (c), where wave breaking occurs on the top of the
bar. In this test case the wave’s period is T = 2.525s and the wave’s height is 0.054m.
The sponge layer width used was L; = 7.18m. Every other computational parameter
remains the same. The wave breaking that occurs is of the plunging type. Since
the eddy viscosity models presented have been proved inadequate in some cases (see
Section 4.5) we have decided to compare and discuss only Hybrid breaking models.
Since we are interested only on the breaking behavior of the model and due to the
inability of the BT equations to fully resolve higher harmonics released at the lee side
of the bar [92], as it was demonstrated for the cases (a) and (b), only four wave gauges

where placed at x = 6, 12, 13, 14m respectively.

The numerical time series of surface elevation, for the two hybrid breaking models,
at the four wave gauges are plotted against the test data in Fig. 4.18, where the different
behavior between the two models is depicted. At x = 6m the two models coincide as
expected, since the wave breaking starts around x = 12m. At that gauge, and in all
gauges that follow, the wave shape is well-reproduced by the new hybrid model but is

over-predicted by the hybrid(e) model, resulting in a different wave shape in the last
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Figure 4.17: Time series of surface elevation at wave gauges for periodic wave propa-

gation over a submerged bar for case (b).
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gauge. These results are due to inability of this model to dissipate correctly the wave
energy of the broken waves on the top of the bar, since wave breaking ceases before all
the wave energy is dissipated, as discussed in Section 3.7.2. This is clearly shown in
Fig. 4.19 where the wave-by-wave treatment and the lysy area for the two BT models
is illustrated. For the new hybrid model the onset of breaking is correctly predicted
and the wave breaking mechanism follows the wave front leading to a wave height
decay. For the hybrid(e) model the criterion used seems to be poor, since the initiation
of breaking delays and remains active for less time than necessary. Fig. 4.19 covers

approximately one period.

0.06+ Q©  Experimental data i
= = = Hybrid (e)
. 0.04r — New Hybrid i
E o0
& 0

-0.02
-0.04¢ I I I I I I I I I I -

Figure 4.18: Time series of surface elevation at wave gauges for periodic wave breaking
over a submerged bar for case (c)
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Figure 4.19: Spatial snapshot of breaking wave propagation over a bar for the New
Hybrid model (left) and the Hybrid(e) model (right). Between two consecutive vertical
lines, the flow is governed by NSW equations

4.6 Solitary wave propagation over fringing reefs

Two relatively new challenging test cases that examine the ability of the model in han-
dling simultaneously nonlinear dispersive waves together with wave breaking and bore
propagation are presented in this section. The experiments were carried out at the
O.H. Hinsdale Wave Research Laboratory at Oregon State University from 2007-2009.
Two flumes were used. The first one is 48.8m long, 2.16m wide and 2.1m high and the
second has length of 104m, a width of 3.66m and a height of 4.57m with a reef crest.
Multiple wave gauges that measure the free surface elevation and the velocity profile
have placed appropriate, for each case, along the flume’s center line. Fig. 4.20 shows
a schematic view of the flumes along with the position of the wave gauges, for the two

test cases.

4.6.1 Dry reef

The first test case involves a bathymetry which consists of a 1/5 sloping fore reef

and a 1m high reef flat. A steep solitary wave is generated at the left boundary and
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Figure 4.20: Schematics of flume experiments over fringing reefs. (a) 48.8-m flume. (b)
104-m flume. Figure is obtained from [142]

propagated downstream. The computational domain used in this test is [0, 45m] with
a grid step Ax = 0.05. CFL=0.3 and ¢€,; = 1-107%. Wall boundary conditions were placed
at both ends of the computational domain. As suggested in [142], n, = 0.012 was
used to define the roughness of the concrete surface. 14 wave gauges were placed at
x=10,17,18,19,20,21,22,23,24,25,26,29, 32 and 36m to record the free surface waves.
This is a very demanding test case since the strong nonlinearity of the solitary wave is
over the weak nonlinear properties of the governing equations.

Fig. 4.22 shows the evolution of the water surface profile for various times. The
solitary waves propagates undisturbed downstream until it reaches the toe of the slope
where shoaling begins due to the topography. The wave steepens at the front but
it does not form a plunging breaker over the steep 1/5 slope. As the wave surges
over the reef, it undergoes a gradual transition from sub to supercritical flow, in the
laboratory experiment. The numerical model simulates the process at time t = 17.97s
as a collapsing bore. The water inundates the reef flat, propagates over the dry reef and
then is reflected by the wall. the wave propagation is well simulated as the celerity of
the wave front is accurately predicted. Around time ¢ = 20.52s a momentarily stationary

hydraulic jump is deformed at the apex of the reef, which is recognized and treated by
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the wave breaking mechanism used.

Fig. 4.23 compares the computed and recorded surface elevation time series at the
specific wave gauges. Like [166] only the uprush phase is considered here because
the actual reflection at the end wall could not reproduced numerically due to the pres-
ence of lateral openings in the flume. WGs 1-6 show the propagation and shoaling of
the solitary wave over the incline bottom topography. The numerical solution agrees
reasonably well with the experimental data. The wave’s arrival along with the solitary
wave’s amplitude are very well captured. An under prediction is observed at WG 6 at
the run-down process, which result in a slightly over prediction of the wave’s amplitude,

at the WGs 7-10, which are located on the reef.

4.6.2 Submerged reef

In a computational domain for x € [0, 83.7m] the topography includes a fore reef slope
of 1/12, a 0.2m reef crest and a water depth & = 2.5m. The reef crest is then exposed by
6cm and submerges the flat with & = 14cm. This test case involves a 0.75m high solitary
wave i.e. A/h = 0.3. The computational parameters used were the same as the dry reef
case. Experimental results for the free surface waves were recorded at 14 resistance
wave gauges. We refer to [142] for the experimental set up and gauge locations.

Fig. 4.24 compares the measured and computed wave profiles,for BT model and
the NSW equations, as the numerical solitary wave propagates. Until time ¢t = 32.5
the solitary wave propagates onshore and shoals due to the inclined bathymetry. As a
result of shoaling the wave breaks around ¢ = 34.5s forming a plunging breaker. Both
models are mimicking the breaker as a collapsing bore that slightly underestimates the
wave height but conserved the total mass. Then the broken wave propagates on the
back slope of the reef generating a super-critical flow that displays the stagnant water
on the reef flat. While the bore propagates downstream a hydraulic jump develops at the
back of the reef which becomes stationary momentarily around ¢ = 40s. The use of the
new hybrid model is crucial, since it handles simultaneously with the hydraulic jump
and the propagating bore, recognizing correctly different bore fronts. The propagating
bore is reflected by the wall around time ¢t = 41s and by time # = 54s has overtoped the
reef crest generating a hydraulic jump on the fore reef and a reflected bore at the back
of the reef that travels downstream. At this point and as the water rushes down the

fore reef, the flow transitions from flux to dispersion-dominated through the hydraulic



108 CHAPTER 4. NUMERICAL TEST AND RESULTS IN ONE DIMENSION

‘ :
— Bed
0.4 t=16.75 === New Hybrid |
O Experimental
=02 -
0
[+
\ \ \ L/ \ \ \ \
0 5 10 15 20 25 30 35 40 45
\ \ \ \ \ \ \ \
t=17.6s
041 -
=021 _
0 o
\ \ \ L/ \ \ \ \
0 5 10 15 20 25 30 35 40 45
\ \ \ \ \ \ \ \
t=17.95s
041 -
<
=02 =
0 - o
\ \ \ L/ \ \ \ \
0 5 10 15 20 25 30 35 40 45
\ \ \ \ \ \ \ \
t =18.29s
04k 9 -
=02 _
[e)
0 =
! ! ! L/ ! ! ! !
0 5 10 15 20 25 30 35 40 45
\ \ \ \ \ \ \ \
t=18.61s
041 -
< (]
=02( =
0 o
\ \ \ L/ \ \ \ \
0 5 10 15 20 25 30 35 40 45
\ \ \ \ \ \ \ \
t=18.9s
041 -
< 0
=02 _
()
0
! ! ! L/ ! ! ! !
0 5 10 15 20 25 30 35 40 45
\ \ \ \ \ \ \ \
t =19.25s
041 -
=
=02 o —
o
0 e O o0 O
\ \ \ L/ \ \ \ \
0 5 10 15 20 25 30 35 40 45
I I I I I I I I
t =19.76s
0.4+ E
=02 E
— om
0
! ! ! L/ ! ! ! !
0 5 10 15 20 x(m) 25 30 35 40 45

Figure 4.21: Evolution of the water surface profile for the test case of solitary wave
propagation over a dry reef (cont. in Fig. 4.19)
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Figure 4.22: Evolution of the water surface profile for the test case of solitary wave
propagation over a dry reef.
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Figure 4.23: Time series of free surface elevation at wave gauges for the submerged reef
case.
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jump. NSW treat this jump as a propagating shock while the BT equations reproduces
correctly the decaying undular bore produced by the hydraulic jump.

Fig. 4.26 compares the computed and recorded surface elevation time series at
specific wave gauges. The recorded data from the wave gauges at x < 50.4m shows the
effect of the Airy type waves on the free surface. The hydraulic jump developed at the
fore reef produced a train of waves over the increasing water depth and the resulting
undulations were intensified as higher harmonics were released. As a matter of fact,
wave gauges near the toe of the slope recorded highly dispersive waves of kd > 30
[142]. The BT model used managed to reproduce these highly dispersive waves with
the correct phase and height strengths for this difficult problem and seems to compare
in favor with the results presented in [142] and [166]. The results in [166] appear to
be slower and smoother, compared to the experimental data and this is due to the
nonphysical usage of the NSW equations in the region were the undular bore is formed
and propagate. The time series at x = 58.1m present the initial and subsequently
overtoppings at the reef crest and confirm the efficiency of the proposed wet/dry front
treatment. The numerical model reproduced these overtoppings at the correct phase
but slightly overestimated the height of the arrival waves. At the gauges located at
x = 65.2m and 72.6m the arrival of the initial wave, the first reflected bore from the end
wall, its subsequent reflection from the back reef as well as any subsequent reflections
are almost correctly reproduced by the numerical model, verifying also the correct

numerical boundary treatment.
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Figure 4.24: Evolution of normalized surface profile and wave transformation over an
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Figure 4.26: Time series of free surface elevation at wave gauges for the submerged reef
case.



Chapter 5

Finite Volume methods on

unstructured meshes

The general 2D FV approach requires partitioning a computational domain Q C R? into
a set of non overlapping control volumes and numerical implementation of an integral
conservation law over each control volume. In this Chapter two types of finite volume
schemes are considered for the NSWE. A Node Centered Finite Volume (NCFV) and a
Cell Centered Finite Volume (CCFV) approach. In the NCFV scheme solution values
are defined at the mesh nodes while for the CCFV schemes solutions are defined at
the centroid of the control volumes. A brief review of the grid terminology used here
is presented in Section 5.1. The two FV approaches for the 2D NSWE are described
in Section 5.2 along with the topography source term discretization in Section 5.3.
Sections 5.4-5.6 present the wet/dry treatment used in this work along with the friction
descritization and the time integration. Finally, a comparison of the two FV schemes is

presented using numerical tests with known analytical solutions.

5.1 Grid terminology

In this work, an initial conforming triangulation of ) composes the so-called primal
mesh. The median-dual partition is used to generate non-overlapping control volumes
for the node-centered discretization. These control volumes cover the entire computa-
tional domain and compose a mesh that is dual to the primal mesh. For CCFV schemes
the primary triangular cells serve as control volumes. The locations of discrete solu-

tions are called data points while the cell boundaries are called faces and the term edge
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refers to a line connecting the neighboring data points.Each face is characterized by
two vectors, the edge vector, which connects the data points of the cells sharing the
face and the direct-area vector, which is normal to the face and has amplitude equal to

the face length.

The grids used in this work can be classified as regular or irregular ones. Regular
grids are derived by a smooth mapping from grids with a periodic node connectivity and
periodic cell distribution and include, but not limited to, grids derived from Cartesian
ones. Four types of grids are considered in the present work: (I) Equilateral triangu-
lar grids; (II) Regular triangular grids derived from regular quadrilateral grids where
squared cell are divided by the diagonals in four cells; (III) Regular triangular grids
derived from quadrilateral grids by the same diagonal splitting of each quadrangle; and
(IV) Randomly perturbed (distorted) grids. For the randomly perturbed grids generated
in the present work, grid irregularities are introduced by perturbing the grid nodes of
a type-I equilateral triangular grid, from their original positions by random shifts. For
the production of such perturbed grids, we define the random perturbation in each
dimension defined as 0.4rAx, where r € [—-1/2,1/2] is a random number and Ax is the
local mesh size along the given dimension. These representative grid types, constructed
and used in this work, are shown in Fig. 5.1 and can be considered as typical of those
usually applied for the numerical solution of the NSWE. Our main interest is the accu-
racy and stability properties of FV schemes on general irregular (mostly unstructured)
grids with a minimum set of constraints. In particular, we do not require any grid
smoothness, neither on individual grids nor in the limit of grid refinement. The major
requirement, in order to perform convergence studies and fair comparison between the
two types of schemes, for a sequence of refined grids is to satisfy the consistency refine-
ment property [159, 54, 55]. This property requires the maximum distance across the
grid cells to decrease consistently with increase of the total number of grid data points,
N. In particular the maximum distance should tend to zero as N~'/2. As such this
property enables meaningful assessment of the asymptotic order of convergence. For a
given computational domain, and with out loss of generality, with dimensions L, X L, in
the x— and y—direction respectively, we define a subdivision of L, by N, line segments,
namely Ax = L,/N, and depending on the grid type the corresponding subdivision Ay

of L, can be easily determined. As such, we define the characteristic length (effective

LyxLy
N

mesh size) for each grid as hy = For a consistently refined grid we half Ax



5.1. GRID TERMINOLOGY 117

0.9

T

08 /\/

0.7

0.6

> 05

0.4

0.3

0.2

T T T T TR T

1

///,/,/ T
09"

A7 A7

\
NN

08F

07

X
N
5
N
\.
NED
N\
N

0.6

> 05p

0.4

NN
NN
N

03F]

7 / A A
A,
02fF+ A AA

y v

Rt

SRR NN NI
\|
\|

i

N

[ RN 2 I A v

/ A/ /] f /]
oK P ol P o o P o P P e
0 0.5 1

(c) Orthogonal (Type-III) (d) Distorted (Type-IV)

Figure 5.1: Representative grid types

hence defining Ax" = Ax/2 and it follows that, for the new refined grid ), ~ hy/2 and
N’ ~ 4N. If a continued inconsistent refinement is applied instead, the discretization

error convergence eventually degrates.

For a fair comparison between NCFV and CCFV schemes we need to derive equivalent
meshes based on the degrees of freedom i.e. grid data points N. As such, and following
from the above, equivalent grids can be easily defined as those having the same hy and
by keeping in mind that for a CCFV scheme N corresponds to the number of triangular
cells in a computational mesh while for a NCFV scheme to the mesh nodes (denoted
as N*). In Table 1 typical grid values are presented for a computational domain with
L.=L,=1.

In order to measure the irregularity introduced on a grid, i.e the deviation from a
type-I grid, we use the ratio between the circum-radius (R) and in-radius (r) of each
triangle that is A = 5;. For a type-(I) grid A = 2 for the internal triangles, for type-II and
type-III grids A = 1 + V2 while for a type-IV distorted grid A > 2. In Fig. 2 a metrics
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Table 5.1: Typical grid values for characteristic length and degrees of freedom

Grid Type
Type-I & -IV Type-1II Type-III
Ny N N* hy hy N N* hy ny N N* hn h}\*,
15 527 297 0.0436  0.0580 900 481 0.033 0.0455 450 256 0.0471 0.0625
30 2074 1102 0.0220 0.0301 3600 1861 0.0166  0.0231 1800 961 0.0235 0.0322

60 8349 4305 0.0109 0.0152 14400 7321 0.0083 0.0116 7200 3721 0.0117 0.0163
120 33258 16888 0.0055 0.0077 57600 29041 0.0041  0.0058 28800 14641 0.0058 0.0082
240 | 133237 67137 0.0027 0.0039 | 230400 115681 0.0020 0.0029 | 115200 58081 0.0029 0.0041

comparison for a consistently refined type-(IV) distorted grid with its equilateral and or-
thogonal counterparts is presented, in order to demonstrate the consistent production
of all distorted grids. The metrics of the equilateral type-I grid are not equal to 2 for the
100% of the triangles due to the existence of orthogonal triangles at the left and right
boundaries of the domain (see Fig. 5.1). From Fig. 5.2 it is evident that the distorted
(type-IV) grid is closer to the equilateral (type-I) grid than the orthogonal ones. However,
as it will become clearer later on, this metric is not adequate for the orthogonal types of
grids since other geometrical characteristics are also involved, which eventually affect

the performance of a numerical scheme on these types of grids.
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Figure 5.2: Distribution of Grids Metrics

5.2 Finite Volume (FV) approaches to conservation laws

A FV scheme can be categorized, in the main, as of the cell-centered (CCFV) or the node-
centered (NCFV) (also referred as vertex-centered) type [9, 84, 75, 22, 119, 121]. A third
approach also exists, the so called FV of the edge type introduced in [17]. First we have

to define the general formalism of the finite volume methods. Following the notation of
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[121, 125, 51] we consider a conforming triangulation T of the computational domain
Q to be a set of finitely many triangular subsets 7, C Q, i = 1,2,..., N, such that the

following conditions are satisfied:
e Q= Upe{1,2 ..... N} Tp’
e every T, is closed,
e for two T,, T, € 7" with p # g their interiors satisfy fp N fq =0,

e every one-dimensional face of any T, € 7"V is either a subset of dQ or a face of

another T,,q # p.

This triangulation 7" constitutes our primal grid. For the CCFV approach, the finite
control volumes used to satisfy the integral form of the equation are the mesh elements
themselves (the primal grid). For the NCFV approach,the control volumes are elements
of the mesh dual to the primal one. In a NCFV layout three possible definitions of the
control volumes exists: the centroid dual, created by connecting the centroids of the
triangular elements which are joined to the concerned node, the Dirichlet tessellation
which is formed by connecting the centers of the circume-circles of the same element
and finally the median dual obtained by linking the centroids of the elements and
midpoints of the edges around the node [9]. In the edge type control volumes the nodes
are placed on the edges of an original triangulation see [17, 41, 42] for details. In this
work, from the NCFV approaches the median dual approach will be implemented and
tested.

Integrating a system of conservation laws
U +V-HU) =L on Qx]0,7]cR*xR", (5.1)

over a computational domain {2 we obtain the integral form of (5.1):

gtfoUdQJrfo(v-(H)dQ:foLdQ. (5.2)

Application of the Gauss divergence theorem to the flux integral leads to

ﬁff UdQ+56(7-(-H)dF:ff£dQ, (5.3)
ot JJq T Q

where I is the boundary of the volume Q and n = [ﬁx,ﬁy]T is the unit outward normal

vector. By denoting:

1
U:_ffm
P90 JJo
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the average value of the conserved quantities over a volume Qp C ) at a given time,
equation (5.3) can be written for every cell as,

ou, 1

- - 1
—L - Fn, + Gn,)dl' + — LdQ. (5.4)
ot 1Q2p| Tor, ( y)

12| JJa,

5.2.1 Node-centered FV scheme on triangles

We first present NCFV approximations, following [125], where the control volumes are
elements of the mesh dual to the primal grid 7"7. The boundary dCp of the control
volume Cp around each internal node P is defined by connecting the barycenters of
the surrounding triangles (having P as a common vertex) with the mid-points of the

corresponding edges that meet at node P (see Fig. 5.3).

Figure 5.3: Control cell definitions, for an internal mesh node (left) and a boundary
node (right), for the NCFV scheme

We define 0Cpy = 0CpNICy and M as the midpoint of edge PQ. The outward normal

— - _ 1T
vector to 0Cpq is Npg = [npoy, any]T, while npyp = [anx,any] is the corresponding unit
vector. If npp; is normal to G; M (with a norm equal to the length of G; M), and npg is

normal to MG,, then:

Npg = f ndl = Npgp 1 +Npgo,
anQ
where dl is measured along dCpg. The subcell Tp( is the union of triangles G;MP and
MG,P.

For a boundary mesh node P the definition of the control cell is described also in

_ 1T
Fig. 5.3. The outward normal vector to M| PM, is np = [np,, npy]T, while np = [npx, npy]

is the corresponding unit vector. If np; is normal to M;P (with a norm equal to the

length of M, P), while np, is normal to PM, then:

np = f ndl = Np; + Npy,

M\ PM,
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where d! is measured along M, PM,. Further in the case of a boundary node P, dCpg =
MG, and if npg, is normal to MG, then:

Npp = f ndl = Npoo,
aCpo

where dl is measured along dCpy.
If T is the domain’s boundary and Kp := {Q € N | dCp N dCy # 0}, the set of

neighboring nodes to P then, dCp for a boundary node is described as:

an = U 8CPQ+((9CPHF).

Q<Kp
Following from equation (5.4), and splitting the integral of the source term in a sum
of integrals over the subcells Tpp, Q € Kp, the integral form of the equation on the

constructed volume gives

Up 1 1 B
o icH QZK:{LCQ (F”"+G”>)dl} Gl gy (P G

1
— Ldxdy;. (5.5)
Crl QZ,;{f ro }

We then introduce the flux vectors

®pp = fa . (Fii, + Gty )dl

and

q)P,out = f (Fﬁx + Gﬁ))dl
aCpNI'

Hence, equation (5.5) becomes
oUp
— = - —®p,, + — {f dedy}. (5.6)
ot ICpl QEZK: |CP| |Cpl QEZK: Tro.

For all edges of the unstructured mesh the flux vector ®p, should be computed
and added (with the proper sign) to the flux sum of the two adjacent cells Cp and Cy
respectively. This flux vector is approximated assuming a uniform distribution of H

over 0Cpyp, equal to its value at the midpoint M of edge PQ, thus
®pg = ﬂ . (Fitc + Gy )dl ~ (Fiv, + Giiy) [[mpol| = (Freo: + Grvgy) .

A fundamental aspect of FV methods is the idea of substituting the true flux at the

control volume faces by a numerical flux function, a Lipschitz continuous function of
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two face values, UILJQ and U’;,Q. The key ingredient is the choice of this numerical flux
function. In general this function is calculated as an exact or even better approximate
local solution of the Riemann problem posed at the face. As such, and in order to
evaluate the scalar product Z = H - i = Fnpg, + Gnpg, at M and the corresponding
flux vector, a one dimensional Riemann problem is assumed between the left (L) and
right (R) states existing at the two sides of point M, defined by the vectors Uf,Q and
Uf;Q respectively. In the present work, this Riemann problem is solved using the well
known approximate Riemann solver of Roe [139]. Considering a simplified Riemann
problem solved in an exact way, Roe’s solver is widely used. The solver is based on the
assumption that the Jacobian matrix (7) is constant and calculated using consistency

and conservation conditions. Thus,

(I)PQ = %{Z (UéQ’ l'po) +7Z (UI;Q, nPQ)} - % JPQ‘ (UI;Q - UILJQ), (57)

where ij is the Jacobian matrix, computed using the Roe-averaged values of the

primitive variables, W = [H, u,v]’, and |J PQ‘ is defined as

- (P,
PQ
with |A| being the diagonal matrix containing the absolute values of the eigenvalues of

J. The ~ denotes that the matrices are computed using the Roe-averaged values of the

primitive variables as,

— L R L,,L R,,R L+,L R
H:m,,&,: gH +H,’17: VHYu" + VHXu = VHLMy +VHVR

2 VHL + VHE VHE + VHR
Equation (5.7) can be alternatively written in the following form, which was used during

our implementation

(I)PQ =7 (UéQ’ an) + j;Q(UI;Q - U%)Q), (58)

where j;Q = (PA‘P‘I)

por A7 = diag{;}, with 27 = min(2,,0),i=1,2,3 and

H(u npox + vany)
1 2
V4 (UéQ,I’lPQ) = FLl’pox + GLl’poy = Hu(u npox + Vl’lPQy) + —gH npox

2
HV(M Npgx + Vfpoy) + EgH npgy
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For a first order in space scheme the left and right states are approximated with their
corresponding values at data points P and Q respectively i.e. UI;,Q = Up and U’;Q = Up.
The initial Roe scheme may allow nonphysical numerical solutions (expansion shocks),
[102]. As such, and in order to ensure that the entropy condition is respected in the
numerical solution, an entropy correction may be added [81, 140, 52, 102, 171].

We remark here that, modified versions of Roe’s solver as well as other approximate
Riemann solvers, e.g. of the HLL-type, can be applied for the construction of the
numerical flux, with some of them being very successful in dealing with the solution of
the NSWE, we refer for example to [171, 44, 170, 39, 78, 71, 169, 167, 73] among others.
The choice of Roe’s solver in this work is justified by its wide popularity and applicability
and more importantly by the well established numerical treatment of the topography
source terms in order to satisfy the C-property, which can be easily incorporated in this

solver.

Second-order scheme for the node-centered numerical flux

In order to improve the spatial accuracy of the scheme more mesh cells should be
considered when computing the numerical flux on the cell faces. Most FV implementa-
tions on unstructured triangular grids calculate the left and right states at a cell face
assuming that the solution varies linearly in each cell, starting from the given initial
constant or average solution values of adjacent cells. As such, the second order scheme
implemented in the numerical solver is based on a MUSCL [173] reconstruction of the
primitive variables, W = [H,u,v]T, which is exact for linear initial data, using a slope
limiter to control the total variation of the reconstructed field.

For the NCFV approach the MUSCL scheme is applied for each edge; the left and
right states of the primitive variables, W, at the midpoint M of edge PQ are then

approximated as

1
WépQ = Wwip+ ErPQ - (Vwip, (5.9)

1
WfPQ = Wip— ErPQ “(Vwig, (5.10)
with w; the component of W and rp, the vector connecting nodes P and Q. In order
to prevent oscillations from developing in the numerical solution strict monotonicity

in the reconstruction is enforced by using van Albada-van Leer edge-based nonlinear
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slope limiter [172, 75, 176, 5] resulting in reconstructed values

1 upw

1
WfPQ =Wio— ELIM ((VWi)lleW *Ipg, (VWi)Cent : rPQ) )

where
(VWi)Cent Tpp = Wipo—Wip,
(Vw)oPY = 2(Vwy)p — (T o,
(Vwgt" = 2(Vw)g — (Vwy) e,
and
(a2 +e)b+ (b2 +e)a
LIM (a, b) = a2+ b2+ 2e if ab >0, (5.11)
0 if ab <0,

where 0 < e << 1, used to prevent division by zero (¢ = 107!'® in our implementation) and
prevents the activation of the limiter in smooth flow regions [176]. Slope limiters sup-
press the numerical oscillations in a non-linear manner by prohibiting the generation
of any new local extrema at the cell interface. As it was pointed out in [2, 3], edge-
based limiters may not preserve mean values in the cell, however, can greatly reduce
the number of times the limiter is invoked. Edge-based limiters chatter far less than
the volume-cell limiters and thus achieve better iterative convergence to steady-state.
In addition, the above limiter is differentiable for linearly varying flow variables. Other
limiters can be also applied [75, 155, 85, 22], however, and for consistency, all the
results presented later in this work were produced with the above described limiter.
The gradient (VW); has to be computed in each mesh node P by applying the Green-
Gauss theorem in the region Qp, see Fig. 4, described by the union of all triangles
which share the vertex P, following [9, 8, 10]. (VW), is computed as integral averaged
by taking into account that the discrete solution of W varies linearly, which means that

the gradient is constant on p (Green-Gauss linear reconstruction). As such,

ff Vw;dA :é wndl,
Qp 8Qp

which can be proven to result in

1 1
(Vw)p = — —\Wip +W;oMpg. (5.12)
= 15 2 2l +michnro
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Figure 5.4: Definition of the region where the gradient for the NCFV scheme is computed

The choice of the Green-Gauss (G-G) linear reconstruction in this work is motivated
mainly by the fact that the G-G reconstruction represents a linear function exactly for
NCVF discretizations on triangles [8]. Even though the gradient calculation is exact
whenever the numerical solution varies linearly over the support of the reconstruction,
the mesh nodes on the NCFV approach usually are not located at the gravity centers of

median dual control volumes and as such the cell averaging property for w’, , in (5.9) ,

,PQ
FRIRG
— W podxdy = w;p,
ToRINA g

and the local maximum principle are only approximately satisfied using the G-G tech-

i.e.

nique [10]. Nevertheless, the above condition is not strictly necessary for the numerical
scheme to be conservative and the application of the limiter function yields a FV scheme
possessing a global extremum diminishing property [13]. Other reconstruction tech-
niques such as of least squares (both un-weighted and weighted) can be used but their
accuracy (especially for CCFV discretizations) may fail to provide suitable gradient es-
timates, and not only, for stretched curved meshes, [? ? | and as such provide a
reduced order of accuracy.

In case that node P is a boundary one (see Fig. 5.3) the previous formula is modified

as follows:

(VW,‘)p = K%j {Z %(W[’p + W,',Q)HPQ + W,-,p(llgl + nP,Z)} .

QcKp

We note here that, the same reconstruction procedure is used to compute the gradi-
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ent for the bed elevation B(x,y), which is needed for the discretization of the bed slope

source term, as it will become clear in later sections.

Treatment of the Boundary Conditions for the NCFV scheme

In the NCFV approach the degrees of freedom (i.e. data points) are located directly
on the boundary; consequently this approach is well suited for Dirichlet boundary
conditions. However, a fundamental problem arises in the node-based discretization
when two adjacent faces (with a boundary node at their intersection) have different
type of boundary conditions [119]. Boundary conditions based on mesh faces rather
than mesh vertices should be better adopted and a weak formulation is used, where
the boundary condition is introduced into the residual through a modified boundary
flux, as shown in Fig. 5.3. In this way the boundary conditions are formulated here
in a similar way for both the node-centered and cell-centered discretizations (with the
advantage of not using ghost cells in the node-centered approach).

In order to obtain a correct numerical model for shallow flow problems an adequate
discretization procedure for the different types of boundary conditions is in need. The
idea of using the weak formulation to calculate the flux at the boundary face can be
used in the description of inflow, outflow, and wall boundary conditions. The sufficient
conditions imposed at the boundaries combined with equations obtained from char-
acteristic theory give the information needed for the calculation of the boundary flux.
According to the theory of characteristics [84, 171], the Riemann invariants of the 1D
NSWE are,

RF=u+2c

which are conserved along dx/dt = u + ¢, respectively, when the contribution of the
source terms are neglected. R* and R~ represent the state to the left and right of a
boundary face, respectively. Assuming that the right side of the boundary is outside
the computational domain the inward R~ condition can be replaced by the boundary
condition itself. For the 2D equations the conservation of the outward Riemann invari-
ant for the NCVF approach, and refereing for example at the face PM; in Fig. 5.3, is

given as

up ’ﬁP,l + 2\/gl’l =u* 'Hp,] + 2\/gh*, (5.13)
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where P and * denote the variables at the boundary node P and interface (boundary)
variables respectively. Equation (5.13) is combined with the boundary conditions for
a given flow regime to compute the normal flux at the boundary in a weak form. In

general, the normal flux using the interface variables is given as

H*(l/t* npiy + v nP,ly)
1
@ = Z(U* npy) = | H (0 npp +v* npyy) + S g(H* P npy, (5.14)

* k[ * * *\2
H*v (u npix +Vv ,nmy)+§g(H ) npy

and according to equation (5.6) this flux is added to the control volume of node P.
According to the theory of characteristics, [84, 29, 36], and according to the flow

regime the following situations have to be considered:

(1) Subcritical inflow. In this case two characteristics "enter" the computational do-
main, so two conditions must be imposed. When the u* - n is imposed the water

depth H* is calculated from equation (5.13) as

H* = ((up - Tipy -0 - Tp)/2VB) + Vi) -

When the discharge q* = H*u* is imposed, H* can be obtained by solving itera-

tively for ¢* = +gH*
2(c*)’ = (up - Mpy + 2¢p)(c*) + gq* - Tp; = 0.

(2) Subcritical outflow. In this case only one characteristic "enters" the domain, so
only one condition is required at the boundary. In the case the water depth h*
is imposed, and keeping in mind that the normal and tangential velocities to the

boundary face are respectively
Up -Npy = Uphpix + Vplip,
and
up 'TP,I = _MP;{P,Iy + Vphp iy,
equation (5.13) gives for the boundary normal velocity

u* T =up -0+ 2+g(VHp — VH*).
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Then the transverse velocity is passively advected [171], so u* ~TR 1 = up -TR 1.

Transforming back to the Cartesian system using
u* = (0* - Npy ey, — (W -t )Tipyy

and
V¥ = (WX e ey + (0 - ) )ip

the normal flux (5.14) can be calculated.

(3) Supercritical inflow. All characteristics "enter" the domain, so all the variables

H*,u*,v* must be imposed and no numerical boundary conditions are needed.

(4) Supercritical outflow. All characteristics "exit" the domain, so none of the variables

must be imposed and
H* = Hp, ll* = Up.

(5) Wall boundary. For solid boundary walls u* - np; = 0 in (5.14) is imposed for slip

wall and u* -np; = u* ~Atip7 1 = 0 for no-slip wall, with #* computed by using (5.13).

Remark 5 We point out that we always have to verify that the flow regime is subcritical

or not by checking if

(llp 'Hp,l - Cp)(llp . HPJ + Cp) <0
is satisfied or not by the numerical values obtained and modify the boundary treatment

accordingly.

Remark 6 For periodic boundary conditions we assure that there is a one-to-one cor-
respondence between the nodes and edges of the two periodic boundaries. Then, the
values of the conserved variables at the "inlet” periodic boundary are set equal to the

corresponding ones at the "outlet” periodic boundary.

The above boundary treatment preserves the second order accuracy of the scheme
for smooth flows as the boundary node values, used for the computation of the bound-
ary fluxes, have been calculated with second order accuracy. The location of the degrees
of freedom directly on the boundary in the node-centered discretization scheme sim-
plifies the implementation of the various types of boundary conditions. Additionally,
boundary conditions based on mesh faces are compatible with the edge-based formu-

lation of the computational procedure.
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5.2.2 Cell-centered schemes on triangles

We now construct CCFV approximations on the primal 7”¥ grid. In this approach, the
control volumes are identical with the grid cells 7,,, p = 1, ..., N, and the flow variables
are located at the centroids of the triangular cells, see Fig. 5.5. The set of indices of

the neighboring triangles of T, is denoted by
K(p) ={qeN|T,NT,is aface of T,}.

Following from (6) the integration of the equations over the control volume formed by

the triangle T, is given by

oU 1
—L=- > {f (Fm,, + Gm,, dl}+ — f LdQ, (5.15)
ot |Tp| qeK(p) oT,NIT, | pl

with |T,| being the area of the triangle and ﬁq = [‘ﬁqx,'ﬁqy]T the outer (with respect to T,)

unit normal vector at the face 0T, N d7T,.

Figure 5.5: Control cell definition, for an internal mesh node, for the CCFV scheme

We then again introduce the flux vectors at each cell face

@, = (F7,, + Gy, )dl.
dT,NoT, ‘
Hence, equation (5.15) becomes
> o, — f L£dQ. (5.16)
1Tl PI 9K (p) |T |

With the usual choice of a one-point quadrature rule and assuming a uniform

distribution of H over each face, equal to its value at the midpoint M we have

@, ~ (Fii,, + G’ﬁ%,)Mqu N oT,| = (Fii,, + G'ﬁqy)M In,|| = (Fny, + Gnqy)M.
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Again following from the NCFV approach the approximate Riemann solver of Roe is

utilized and as such
@, = Z (UL n,) + J,(UF - UL). (5.17)

A first order in space scheme again results if the left and right states are approximated

with their corresponding values at points p and g respectively i.e. Uﬁ = U, and Uf; =U,.

Second-order scheme for the cell-centered numerical flux

For the CCFV approach the MUSCL reconstruction scheme is also applied. It is impor-
tant to note here that we wish to use the same edge-type slope limiter as for the NCFV
scheme in order to calculate the left and right states at a cell face. In order to do so two

different approaches were compared for calculating the extrapolated values, w* and w¥.

Naive calculation of reconstructed values. Since we wish to apply the edge-based
modified van Albada limiter (in order to have the advantages stated earlier) we are
forced to compute reconstructed values at the intersection point D of face T, N dT,

and pq, see Fig. 5.6, as we have to compare with the reference value w;, — w; ,. Thus,

Figure 5.6: Linear representation for the CCFV schemes

we start by computing

(Wi,p)é = WptIyp- VW'i,p’ (5.18)

Wig)hy = Wig—Tpg- Ywig, (5.19)
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where D in general does not coincide with M, r is the position vectors relative to the
centroid of the cells and Vw the gradient operator, yet to be defined. It is easy to show

that such reconstruction is now conservative in the sense that

1 L
m ‘pr(wl-,p)Ddxdy = Wi . (5.20)

As it was pointed out in [85], when (5.20) holds the resulting numerical scheme will
satisfy a local maximum principle for an appropriate restriction on the time-step as
long as the reconstructed values within each cell do not lead to any new extrema at the
midpoints of the faces of that cell.

Then for the limited version, using (5.11), and since point D does not in general
coincide with the midpoint of pg the ratio of the corresponding lengths has to be used

resulting in,

Wip)s = wip L ”D”LIM((V
e Tl

lIrpgll
Wi = Wig = = LIM ((Vwy),
[l gl

upw

“Tpgs (Vwi)cent ’ rpq) 5 (5.21)

SR g (Vwpcent. Tp). (5.22)

where now the limiter arguments are given as

cent
(Vwy) ‘Tpg = Wig = Wip,

pw

(Yw)p, 2(Ywy), — (Tw;)Cent,

(Vg D = 2(Vwy), = (Tw)®ent,

In an ideal unstructured grid, the variables are extrapolated to the center M of the cell
face and as such a one-point interpolation of the surface integral will be second order
accurate. If the variables are extrapolated to a different location, then the one-point
interpolation is expected to be only first-order accurate, especially for types of grids
where the distance between M and D is large [85].

To see this and refereing to Fig. 5.6, let us consider the case where the centroidal
values at p and g are equal. Then, the gradient is normal to pg. As a result the value
at M is different from the value at p and ¢, as well as to that at D, being an extremum
when compared to cell averages. If a limiting procedure is applied in the computation of
the reconstructed values at M (by comparing with the difference between the values at
p and g as in (29) and (30)) the limiter will clip the gradients at both p and ¢, regardless

of the limiter used [15]. This will result in a first order flux computation since now the
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values at M are equal to the cell average ones. With the correction proposed next the

problem described above is avoided.

Corrected calculation of reconstructed values. The above inconsistency, i.e. the
non-coincidence between M, where the numerical fluxes are enforced, and D, where
the reconstructed values are computed, should be corrected. The first order error term
introduced with the above reconstruction is a function of the distance between the
optimal location M and the extrapolated location D. Hence, a novel way of applying an
edge-based limiter to a CCFV scheme is presented in this work. First we compute the
limited reconstructed values (5.21) and (5.22) at point D and then a simple directional
correction is applied in order to calculate the reconstructed values at M (which will

then be used on the Riemann solver). As such, and refereing to Fig. 5.6, this correction

reads as
ijp = (Wi,p)lb +Tpy (VWl')p, (523)
Wfq = (W[’q)lg +Tpy (VW,‘)q. (524)

As the gradient used in this correction term is unlimited we expect that accurate gra-
dient computations would result in an accurate correction, in the sense of retaining
second order accuracy. In addition, and as it would be clear from the numerical tests,
the effect of this correction would be more pronounced in cases where the distance
between D and M is large.

Keeping in mind that we want to keep a common framework for both the NCFV and
the CCFV approach it remains to define appropriate gradient operators with which to

create a linear reconstruction of the solution within each cell.

Three element (compact stencil) gradient. Our first choice for calculating the gra-
dient operator is the one that makes use of the three neighboring triangles of T, i.e.
those in K(p), which is often called the von Neumann neighboring of 7, [9]. For this
choice, the gradient is computed in the region, C¢, defined by the centroids of the three
triangles, by taking into account that the gradient is constant (G-G linear reconstruc-

tion), see Fig. 5.7. As such,

ff Vw;dA :é wndl,
c acs
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which results in

VW,"p = é Z %(W,‘H + wi,r)nq,.

q.r€K(p)
r£q

Figure 5.7: CCFV compact (top) and wide (bottom) stencils used for gradient recon-
struction

Extended element (wide stencil) gradient. In this case, and in order to increase the
support of the computational stencil, the gradient is computed in the region, C", which
is defined for every T, by connecting the barycenters of the triangles 7,/ = 1,...,m,

having a common vertex with 7', [9]. This set of indices is denoted by
K'(p):={leN|T,NT,is avertex of T,}.

The G-G linear reconstruction in this case results in

1 1
Vwi, = @ Z E(Wi,l + Wi,r)nzr,
LreK’(p)
r#l

where ny, is the outward unit normal vector to the edge connecting the barycenters of
triangles 7; and T,.

It can be instructive to compare the number of points involved in gradient computa-
tions with the two different stencils for a grid consisting of equilateral triangles (type-I).
In this case the two methods use 3 and 12 points in their stencils respectively. Hav-

ing identified the support stencil and the number of points involved in computing the

gradient, it would be interesting to determine whether these gradients are centered at
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the centroid of the cell with 0((Ax)2, (Ay)z). It should be stated that a gradient estimate
of O(Ax, Ay) is sufficient for second-order accuracy of the overall scheme. However, a
gradient which is properly centered at the centroid for a regular triangular grid turns
out to be advantageous in mimicking a Fromm-type [173] of construction with favorable
dispersion characteristics, at least for one-dimensional flows. It can be inferred that,
even for this limiting case of equilateral triangles, the x— and y— gradients computed
using three-point stencils are not properly centered. On the contrary, the 12—point
stencil yields a perfectly centered gradient. Although perfect centering of the x— and
y— components of the gradient, in the limiting case of equilateral triangles, is an at-
tribute for any multidimensional reconstruction procedure it is equally important to
ensure that the implementation of limiters can be readily carried out in the prescribed

framework.

Treatment of the Boundary Conditions for the CCFV scheme

To treat boundary conditions in CCFV approach we adopt the very popular approach of
ghost cells. The ghost cells are additional layers of grid cells outside the physical domain
(see Fig. 8). The cells are only virtual, although geometrical quantities are associated
with them. The geometrical quantities are usually taken from the corresponding cell
at the boundary. Here, in most cases, the barycenter of the ghost cell is the mirror of
the barycenter of the boundary cell relative to the boundary, see Fig. 5.8. Every other
quantity is computed as mentioned in the above sections. The purpose of the ghost
cells is to simplify the computation of the fluxes, gradients etc. along the boundaries.
The primitive variables in the ghost cells (H*,u*,v*) are obtained from the boundary

conditions.

Following from Section 4.1.2 the conservation of the outward Riemann invariant is

now given as

ul T+ 2+/gHL = u* -0+ 2+gH*, (5.25)

where L and % denote the (reconstructed) variables at the left (inside) and interface
(boundary) variables respectively. Equation (5.25) is again combined with the boundary

conditions for a given flow regime to compute the normal flux at the boundary in a weak
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-
~

Figure 5.8: Ghost cells for CCFV schemes, general formulation (top) and for periodic
boundary conditions (bottom)

form. Following from that the normal flux using the interface variables is now given as

H*(u* n, +v* ny)
Q* = Z(U*, n) = H*u*(u* ny +v* ny) + lg(H"‘)zn)C . (5.26)

H*v*(u* ne +v*, ny) + Eg(H*)zny

Remark 7 For periodic boundary conditions we assure that there is a one-to-one corre-
spondence between the nodes and faces of the two periodic boundaries; ghost cells are
produced for periodic boundary conditions by duplicating and shifting the internal bound-
ary cells of the corresponding periodic boundary (Fig. 5.8). The conserved variables and
the gradients (since we cannot compute the gradients at the ghost cells) at each ghost
cell are set equal to the ones of the duplicated internal cell of the corresponding periodic

boundary.

At this point it is important to demonstrate the different characteristics of the grids
used, with respect to the distance between points D (intersection point of face T,NdT),
and pq ) and M (the middle of a cell’s face, where the numerical fluxes are enforced)
for internal faces, as well as boundary ones, for the CCFV formulation. Typical be-
haviors for the four types of grids used in this work are exhibited in Fig. 5.9. For
the Equilateral (type-I) grids and at the face between two equilateral cells, points D
and M coincide. On the contrary, when the face belongs to cells incorporating at least

one non-equilateral cell, then D and M do not coincide, with the maximum deviation
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observed on the corresponding boundaries. For the Orthogonal (type-II) grids on a face
being the hypotenuse of the orthogonal triangle D and Mcoincide, while in any other
case a large distance between the two points exists. On the boundary faces, D and
M coincide. For the Orthogonal (type-III) grids, and for all the internal faces. D and
M coincide, while a large difference is present on the boundary faces (when periodic
boundary conditions are not used). For the Distorted (type-IV) grids there is always a

difference between the locations of points D and M.
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Figure 5.9: Schematic representation for the location of D and M on the different grid
types

Moreover, in orthogonal (type-II) grids, the midpoint M of the common face between
two adjacent triangles may lie outside the control volume used to compute the gradient
with the compact stencil, see Fig. 5.10. This is not the case when the wide stencil
gradient is used. In addition, as can be seen in Fig. 5.10, there is a relatively large
distance between the barycenter of the control volume and that of the gradient volume.
These can constitute reasons for a reduced effectiveness of the proposed correction in

the reconstruction (equations (31) and (32)), when the compact gradient stencil is used,
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with the type-II orthogonal grids as it will be clear from the numerical tests later on.
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Figure 5.10: Relative positions between M and the gradient volume for the compact
stencil

All the above geometric characteristics should be taken into account when a CCFV
scheme is applied in a particular grid type, as well as in the interpretation of the
results. The above geometric characteristics also justify the proposed correction to the

reconstruction of the extrapolated values, following from (31) and (32).

5.3 Topography source term discretizations

In order to satisfy the numerical balance between the topography source and the nu-
merical fluxes and as such to achieve the well-balanced property in our 2D unstruc-
tured schemes, we introduce the (topography source) flux vectors ¥ such that, for the

CCVF and NCVF scheme respectively as

fprR(U)dxdy: Z ¥, and ffCPR(U)dxdy: Z ¥po.

q€K(p) 0cKp

This discrete flux vector of the source term depends on the values of the variables on
the boundary of the computational cell for each approach, and on the corresponding
normal vector. As it has been shown in [18] and [17], an upwind discretization scheme
should be also used for the bed topography elevation source term to avoid non-physical
oscillations in the solution by satisfying the C—property in hydrostatic flow conditions

(flow at rest). In order to achieve this the source term integral is projected onto the
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eigenvectors of the flux Jacobian J and in its linearized form can be written in the
following way:
¥ = PP 'R.

In order to obtain the exact hydrostatic solution (and as such satisfy the exact C-
property) the topography source term should balance the corresponding non-zero flux
terms, so it must be linearized in the same way and evaluated in the same state (Roe-
averaged state) as the flux terms. The upwind discretization of the face source term

provides the following two terms (in-going and out-going contributions) that are added

to the corresponding computational cells respectively:

¥ =PIP'R, V¥'=PI'P'R,
where I* = A*A~! and R is a proper discrete representation of the topography source.
With some algebraic manipulation we obtain:

y = %ﬁ(l - [a]&)P R (5.27)
and similarly:

v = %ﬁ(l +[A] K-l'ﬁ—lﬁ). (5.28)
The face normal source term R in the above equations is approximated in the following

manner, in order to balance the corresponding flux terms in hydrostatic conditions, for

the CCFV and NCVF scheme respectively

0 0
ﬁlq — _gﬂ (BR _ BL) Nax and ﬁlPQ _ _gﬂ (BR _ BL) Npox
L R L R
_g¥ (B - B)n,, q _g¥ (B - BY) npg, o

For both FV approaches the numerical flux terms should now equal the source term

for hydrostatic conditions (flow at rest), i.e.,
Z (U n) + (PAP) (U - UY) = %ﬁ (I - A K-l)’ﬁ-lﬁ, (5.29)

which should give at a cell face: u = v =0, Bf - Bl = - (HR - HL). While equation
(5.29) holds for first order scheme, i.e. if the (L) and (R) values are not reconstructed,
this is not the case for the second order MUSCL discretization. As such, and following

[87] for the CCVF approach and [125] (where an analytical proof can also be found)
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for the NCFV approach, a term, ¥, should be added to the source term discretization
(righthand side of (5.29)) for maintaining the correct balance. For the CCVF and NCFV

schemes the terms to be added respectively read

0 0
L
{17 |q_ _gw (BL - Bp) Ngx and {i;po = —g# (BL — Bp) npox
H'+H, H'+Hp
8T (B - Bp) Mgy 85 (B - BP) npQy

The above terms vanish for the first order schemes as B. = B, (and B = Bp) and for
hydrostatic conditions we have: Bl — B, =- (HL - Hp) (and BL — Bp = - (HL - Hp)).
The above added high-order corrections of the topography source terms gives an
exact balance between the numerical flux and slope source terms for the flow at rest
problem resulting in a fully second-order scheme. We note here that, the above treat-
ment correctly enforces the well-balance property for the steady solution in (13) when

B(x,y) < Hy Y(x,y) € Q, i.e. totally wetted computational domain.

5.4 Wet-dry front treatment and mass conservation

As it was described in one dimension (see section 3.2.3) , further modifications are
needed in the boundary defined by a wet dry front in order to accurately model the
transitions between wet and dry areas while at the same time maintain higher order

spatial accuracy. As in one dimension we have to deal with the following issues:

Dry cell identification As described before, in order to identify dry cells we have
to define a tolerance parameter g,,. If the water depth in a computational cell is
below that value the cell is cosidered dry and we set W = [0, 0,0]". The value of &, is
computed according to the dual grid geometrical characteristics. This value must be
small compered to the mesh size and has the desirable property of approaching zero as
hy approaches zero in order to converge to an exact solution. Following [136] a robust

definition of g, is

h 2
_ N
Ewa = ( W) (5.30)
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where hy is the characteristic mesh length and L™/ is a reference geometrical dimension

of the spatial domain calculated as:
ref _
L = max IIXp = Xoll;p

where P and Q are the mesh nodes with coordinates xp and X, respectively.

Consistent depth reconstruction in dry regions In the presence of wet/dry fronts
over topography there should be a consistent computation between VH and Vb for
achieving proper second order accuracy. It is obvious that, for a wet/wet steady case in
each computational cell VH = —Vb. Following from that, in the MUSCL reconstruction
for hydrostatic conditions we must have inside (at faces) of each computational P—cell

that
bt —bp = —(H" - Hp) = (Vb)p = —=(VH)p (5.31)

and similar for an adjacent Q—cell (Vb)y = —(VH)y. In cells with wet/dry interfaces
it is obvious that this is not the case anymore when dry cells are involved in the VH
calculation since more cells (the dry ones) actually contribute to the reconstruction
of Vb but not in that of VH. As such, a simple improvement was proposed in [51]
to maintain formally full second order accuracy in the case of wet/dry bed. If in the
gradient calculation of a wet cell a dry cell is involved we correct the HY and/or HR

reconstructed face values by forcing
H" = Hp — (b* - bp) and/or HX = H,— (b" - by)

By doing so, compatible reconstructed vales for H are computed and the balance in

equation (5.31) is achieved.

Conservation of the flow at rest with dry regions The redefinition of bed elevation
(in the calculation of S:, po) in order to obtain an exact balance at the front between the

bed slope and the hydrostatic terms for steady conditions is (see section 3.2.3) :

b —(H® — HY, if H' > ¢,4 and HR < g,,; and HF < (b¥ — bb),

(b* = bb), otherwise.
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Flow in motion over adverse slopes In two dimensions, at the faces having a wet/dry
front we impose, additional to the above bed redefinition, the following temporary con-
dition for the computation of the corresponding numerical fluxes and source terms,

following [38, 50, 125],
if [H*>e,y and H®<eg,, and H" < (b® -b")]then ut = u® =1F =18 = 0.

The numerical treatment is similar if R is the wet side and L is identified as dry.

Depth positivity and mass conservation See section 3.2.3.

5.5 Friction term discretization

According to [33, 123, 122, 145] a pointwise explicit treatment of the friction term pro-
duces numerical oscillations when the roughness coefficient is high. To handle properly
the friction term we follow the proposed technique by [33, 145, 122]. Starting from a
separate implicit formulation for the friction terms one can have for the momentum

variables at the ith cell
(Hu™' = (Hu); - (gH, ST Ar" (5.32)
(Hv{*' = (Hv); = (gHSDIT' A (5.33)
where the values signalled with * are computed, without taking into account the friction
forces, using any FV scheme that has been described to the previous sections. Setting

_
Ry = 2=
H3

we can write for the first equation (5.32) (and similar for equation (5.33)):

(Hu)!*' = (Hu); — (gHuw:R;)!"' Ar"
= (Hu); — (gHu)!™ [(1 = )R + 6R )| A

By separating implicit and explicit parts we get

(Hu)™ [1+ (1 - 3Ry A
= (Hu); — g(Hu)}0(R); A" (5.34)
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and considering (R f)"+1 ~ (Ry)" we can write equation (5.34) as

(HL[)’-H—I _ (I_Il/l):< — Qg(Hu)?(Rf)fAtn
’ 1+ (1 - 6)gR) A

In a similar way we can obtain

(Hv); — 0g(Hv)!(Ry)! At"

H }.’l+1
(Hv); 1+ (1 - 0)gR,) A"

The parameter 6 is the implicitness parameter. When 6 = 0 the friction source term
is computed totally implicit and when 6 = 1 is computed in totally explicit manner.
The above treatment can be incorporated in the Runge-Kutta time-stepping procedure
in a straight forward manner. According to [123] and [122] the explicit discretization
of the friction terms interferes with the CFL stability condition and an additional limit
on the time step size for both first- and second- order approaches is required using
a grid of a given mesh size otherwise stability can only be ensured by refining the
grid. Both possibilities offer stability at a high computational cost especially near
wet/dry fronts which are characterized by small values of water depth and friction term
domination over the bed slope terms. On the other hand, the implicit discretization of
the friction terms is not time dependent and as such it does not require further time
step restrictions other than the CFL condition. However an implicit treatment has an

effect on the order of convergence [51].

5.6 Time integration

In the previous sections we considered the spatial discretization procedures within the
FV framework. In order to obtain a fully discrete scheme, we must discretize the time
evolution operator. In the present work an explicit modified four stage Runge-Kutta (RK)
scheme, due to its enhanced stability region, [98, 99], was implemented for integration
over time for both the NCFV and CCVF approach. By denoting £(U) the discrete spatial

operator the discretized form of equations (14) and (23) can be written as:

ou;
= = L(U). (5.35)
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The RK scheme is described as follows:

v = Uy
UY = U +a A L(UN), fork=1,...4;
Ul o= U

where A" = t"*! — 1" is the time step. The optimal values (in the sense of the CFL

condition) for a; are the following, [98, 99]:
a; =0.11, a, =0.26, a3=05 and a4, =1.0.

As it is stated in [98, 99], when we use the parameter a; = 0.5, it can be shown
that the corresponding RK method is second-order accurate in time in both linear and
non-linear cases. Also in the same references it was noted that, although the standard
four stage RK scheme (which is fourth order accurate in time in the linear case) is
well adapted to centered approximations, the best four stage RK scheme for upwind
approximations, which allows large time steps, is only second order accurate in time.
The above scheme reduces to Euler integration for k = 1 and a; = 1.

If Rp is the minimum distance from vertex P to dCp, then the global time step Af" is

estimated for the NCFV scheme by the CFL stability condition as

R
A" = CFL - min Le—— (5.36)
P ( u> +v? + c)
P
Similar for the CCVF approach, if R, is the minimum distance from the barycenter
to the faces of the triangle T, then Ar" is estimated by the CFL stability condition as
R

A" = CFL - min E —|. (5.37)
P ( u> + v + c)p

5.7 Comparison of CCFV and NCFV discretization for
the NSW equations

In the work of Delis et al.[51] an extended comparison of a cell centered and a node
centered unstructured finite volume discretization for the NSW equations is presented
and discussed. In this section we will talk about it briefly in order to provide justification

for our choice of approach, namely the NCFV one for the construction of the numerical
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scheme for the extended 2D BT equations. Table ?? presents a summary of the schemes
presented previously for the NSCFV and the different CCFV formulations for the NSWE.

Three numerical tests are presented here in order to explore the performance of the

Table 5.2: Summary and description of the Finite Volume schemes

’ Scheme ‘ Description ‘
NCFV Node-Centered FV Scheme
CCFVcl Cell-Centered FV compact (naive) reconstruction stencil
CCFVc2 | Cell-Centered FV compact reconstruction stencil (corrected)
CCFVwl1 Cell-Centered FV wide (naive) reconstruction stencil
CCFVw2 Cell-Centered FV wide reconstruction stencil (corrected)

schemes. Additional numerical results can be found in [51].Convergence studies for the
numerical convergence rates, computed for problems with known analytical solution,for
both formulations, are presented. For unstructured meshes, and in order to measure
solution error, the volume weighted norm Lk of the error has to be used [? ], defined

as

YN IQU; - UfX)K)f?
popmieX ’

where U;" is the exact solution and U; the numerical one, defined at node i for the

”Uz - Uiex“LK(Q) = (

NCFV scheme and at cell center of T; for the CCFV scheme, of the conserved variables
(H, Hu and Hv), while €; is the corresponding volume and N is the number of the
corresponding data points.

For steady state solutions (as well as for time dependent solutions converging to
steady states) we consider the solution as being convergent when the norm of the water

height (as well as for the u and v) drops to machine accuracy (~ 1071), i.e.
e, < 1077, (5.38)

The CFL value used in all the test cases that follow was set to 0.9 unless otherwise

stated.

5.7.1 The traveling vortex solution

To verify the numerical order of accuracy (in terms of the flux discretization and limiting
procedures) for both FV formulations and suppress the influence of other modifications

introduced here for the topography, wet/dry front and boundary treatment, we present
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a test case of a traveling vortex. Following from [137, 136] on a computational domain
Q = [0,1] x [0, 1] we simulate a vortex with center starting at (x.,y.) = (0.5,0.5) and
moving from left to right with velocity u = [6,0]". Periodic boundary conditions are
applied to the left and right and weak far field conditions at the top and bottom. The
initial solution is given by

H(r.,0) =10 + é(éw)2(¢(wrc) —¢(n)) fwr.<m

0 else
with

1
#(2) = 2c0s(2) + 225in(2) + 5 cos(22) + 2 sin(22) + %Zz

and velocity

15(1 + cos(wr))(ye — y, x — )cc)T ifor, <m
U =u+ R

0 else
where r. denotes the distance from the vortex core, w = 4 the angular wave frequency
and g = 1 the gravitational constant for this case.

In Fig. 5.11 the results of the NCFV scheme using the type-IV distorted grid (with
H}, = 0.0039m) are presented, in terms of contour plots of the solution for depth H
up to time ¢ = 1/6, when the vortex is back to its initial position. Next we report grid
convergence studies on all different grids, having been consistently refined, and for the
five schemes considered in this work (see Table 3). In Fig. 5.12 convergence results
in the L, norm for the NCFV scheme are presented. As it can be seen also in Table 4
in the Appendix, convergence results for H exhibit a higher than two asymptotic rate.
The results show that we achieve the expected second order of accuracy in both the L,
and L, norm, and more importantly an almost identical behavior for all grid types is
exhibited for all conserved variables.

In Fig. 5.13 the corresponding convergence results for the CCFVcl scheme are
presented. A completely different behavior (compared to that of the NCFV scheme) is
exhibited since second order accuracy was only achieved for equilateral (type-I) and
orthogonal (type-III) grids. For the other two types of grids the asymptotic rate of
convergence was reduced to one for the orthogonal (type-II) grid and slightly higher than
one for the distorted (type-IV) grid. This behavior was expected as in type-I and type-III

grids point D coincides with point M (see Fig. 5.9), and as such there is a consistency
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Figure 5.11: Traveling vortex: Contour plots for / (left) and at y = 0 (right), r = 1/6
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Figure 5.12: Traveling vortex: Convergence results for the NCFV scheme at 7 = 1/6
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between the evaluation of the reconstructed values and the flux computation in each
face of the triangular volumes. Contrary to this, for type-II and type-IV grids, there
is a difference between points D and M, larger and constant for most faces in type-II
girds, smaller and variable between different cells in type-IV, resulting in the different

convergence behaviors obtained.
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Figure 5.13: Traveling vortex: Convergence results for the CCFVcl scheme att = 1/6
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Figure 5.14: Traveling vortex: Convergence results for the CCFVc2 scheme at t = 1/6

Next and in Fig. 5.14, the corresponding convergence results for the CCFVc2 scheme
are presented. The application of the proposed correction term for the compact gradient
computation scheme managed to considerably improve the convergence results for the
distorted (type-IV) grids, while only slightly improvements are evident for orthogonal
(type-1II) grids. The reason for that lies in the larger distance between D and M for the
type-II grids (see Fig. 5.9) and is also attributed to the fact that point M lies outside
the gradient volume (Fig. 5.10).

In Fig. 5.15 the corresponding convergence results for the CCFVw1 scheme are pre-

sented which are shown to exhibit an almost identical behavior with the results of the
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CCFVcl scheme (Fig. 5.13). The application of the proposed correction for this scheme
(with the wide stencil gradient computation) resulted in a dramatic improvement of the
results, as it can be observed in Fig. 5.16 for the CCFVw2 scheme results. Now we
achieve the expected second order of accuracy in both norms, and more importantly al-
most identical behavior for all grid types, similar to the results obtained from the NCFV
scheme. In addition the accuracy of the numerical solution has been greatly improved
in all types of grids compared to that for the CCFVw1 scheme. This shows that the
proposed correction for the calculation of the reconstructed values is more effectively
combined with the wide stencil of gradient calculation, since this term (in Eq. (5.23)

and (5.24)) is unlimited.

Finally, comparative convergence results for % (in the L; norm) are presented in
Fig. 5.17, for all schemes, and for each grid used. For type-I and type-III grids, the
convergence rates are almost identical, as expected, regardless of the scheme used,
since for the CCFV schemes locations D and M now coincide. It is worth noting that
the CCFV schemes provide better numerical accuracy than the NCFV one on equiva-
lent grids for this test case. For the other two grid types the results summarize the
observations made above, concerning the effects of the proposed correction for the face

reconstructed values for the CCFV formulation.

5.7.2 Thacker’s planar solution

Few analytical solutions are available for the 2D NSWE with free moving boundary,
involving run-up and run-down phenomena (wetting-drying-wetting). The 2D analytical
solution of the NSWE compared here is due to Thacker [158]. Thacker’s solutions have
been used by a number of researchers in order to evaluate their numerical models, we
refer for example in [86, 108, 70, 40, 118, 35, 136, 6, 31, 117, 137, 125]. The test
cases chosen here are considered in some of the above mentioned references as being
perhaps the most difficult for a numerical model. One major difficulty is the correct
determination of the wet region with acceptable accuracy. The motion is oscillatory
with a small enough amplitude limit, imposed by the long wave assumption, and since
bottom frictions are not included in the model there is no energy dissipation. The flow

takes place inside a parabola of revolution, defining as such the bottom topography, on
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Figure 5.17: Traveling vortex: Convergence comparisons for / in all grids for all schemes
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a computational Q = [-2,2] X [-2,2] domain as
2

B(x.) = B(r) = 1 = ho(1 - =),

where r = \/x? + 2, hg is the water depth at the center point for a zero elevation and a

is the distance from the center point to the zero elevation of the shoreline.

In this case elevation profile leads to an exact solution of the form

h
hoey.n) = 1+ 22 (2xcos(h) + 2ysin(h) - 7).
a

u [-nw sin(wr), nw cos(wt)]"

where w = M /a. The free parameters chosen here area = 1, n = 0.5m and hy = 0.1m,
while the exact solution evaluated at r = 0 is used as initial condition for the free surface
elevation and velocity field. The solution is periodic with a period T = 27/w. The exact
solution, though relatively simple, represents a severe test case for most 2D methods

[86, 40, 117] and it is not driven by external boundary conditions.

First and in Fig. 5.18, a 3D view of the numerical solution along with a contour
comparison with the exact solution for /4 at t = 4T is presented. These results have
been obtained using the CCFVw2 scheme on a distorted type-IV grid with 4y = 0.0219m.
Qualitative very similar results were obtained for the other two schemes and grids used.
No visible distortions can be observed in the numerical solution which remains almost
perfectly circular during the complete 4 periods and almost indistinguishable from the

exact solution.

Next, in Fig. 5.19 we compare the numerical results and the analytical solutions at
t = 4T for the shoreline, the velocity field and the velocities along y = 0, for the three
schemes on the same distorted grid. The moving shoreline is accurately computed with
no signs of spurious oscillations and the planar form of the free surface maintained
throughout the computation. As it is mentioned in several works, see for example
[86, 70, 40, 117], to obtain accurate approximations of the velocity field is a much
more difficult issue. As it can be observed, for the u velocity, only small discrepancies
are present, close to the wet/dry front interface and where the water depth is vanishing.
Despite this difficulty, the position of the wet/dry fronts have been accurately captured
and more importantly this perturbation is not amplified for long time simulations and

doesn’t seem to disturb the accuracy of the moving shoreline predictions. The results
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Figure 5.18: Thacker’s Planar: Numerical results for the CCFVw2 scheme using the
distorted type-IV grid for time ¢t = 4T, 3D view (left) and contour plots for & between the
analytical (dashed line) and numerical solution

presented appear more accurate than those in [86, 117] and compare in favor with
those presented in [70? ] where a similar grid resolution was applied.

To study the effect of the grid resolution on the scheme’s performance we present
the same results obtained with the finer distorted grid in Fig. 5.20. The improvement in
accuracy for the shoreline and velocities is evident. More importantly, this improvement
is more pronounced for the NCFV scheme compared to the CCFV ones, where the
discrepancies are of the same magnitude to the coarse mesh. We note here that, the
results for the NCFV scheme were obtained with half the degrees of freedom compared
to the CCFV ones, for both grid resolutions.

In Fig. 5.21 comparative convergence results for / (in the L; norm) for all schemes
and for grid type-IV, are presented. All three schemes exhibit very similar asymptotic
behavior for this test problem with the two CCFV schemes show almost identical be-
havior and achieve a slightly better accuracy compared to the NCFV one. For a more
extensive comparison, including convergence results, between all schemes and for each

grid used, please refer to [51].

5.7.3 A 2D potential solution with topography

To test convergence in the presence of the topography source term and as such the well-

balanced discretization as well as the proposed boundary treatment, we consider here a
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Figure 5.19: Thacker’s Planar: Shoreline and velocities at ¢t = 47 on the type-IV grid
(hy, = 0.0308) for the NCVF scheme (top), the CCFVc2 (middle) and the CCFVw2 scheme
(bottom) with Ay = 0.0219
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Figure 5.20: Thacker’s Planar: Shoreline and velocities at ¢t = 47 on the type-IV grid
(hy = 0.0154) for the NCVF scheme (top), the CCFVc2 (middle) and the CCFVw2 scheme

(bottom) with Ay = 0.0110
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Figure 5.21: Thacker’s Planar: Convergence comparisons for 4 in grid type-IV.

particular member of the family of 2D exact solutions presented in [135] which satisfies
the frictionless steady state equations (10) and (11). On a domain Q = [-1,1] X [-1, 1]
we consider a solution for the water depth in which the velocity field is divergence-free,
and obtained from the harmonic function ¢ = xy as
_ | ey
dy’ ox1-
The water depth is taken as H = ¢ + a, while the bed height is computed as

IV
2

B(x,y):g_1(30— )—:,D—af

We take @ = 1.5 and the gravity acceleration g = 10 for this case. In addition, the
bottom and top boundaries are sub-critical inlets, while the left and right boundaries
are sub-critical outlets since the Froude number never exceeds one in the domain.
Starting the computations from the exact solution we march towards steady-state.
Fig. 5.22 presents the iterative convergence histories for the water height residual
obtained with the NCFV and the CCFVw2 schemes and on the Distorted grid. Sim-
ilar results were obtained for # and v. The solution converged to machine accuracy
for all different refinements. The NCFV shows a fastest convergence (less iterations)
in each refinement, compered to the CCFVw2 scheme. Additionally, looking on the
convergence behavior, the largest differences between the different type of grids in the
CCFVw2 scheme, is due to the geometrical properties of the boundary cells and the
application of the compact gradient stencil on them. For the NCVF formulation the re-
sults verify the second order accuracy of the scheme including the topography source

term discretization and boundary conditions implementation.
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Figure 5.22: 2D potential solution: / residual convergence for the NCFV and the
CCFVw2 schemes
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Figure 5.23: 2D potential solution: Convergence results for the NCFV and the CCFVw2
schemes
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5.7.4 Discussion

In Section 5.7 an extended comparison of the CCFV and NCFV discretizations for the
NSWE was presented. More precisely, a NCFV of the median dual type and two CCFV
formulations have been considered in order to compare them and study their rela-
tive performance, robustness and effectiveness, within a controlled environment for
a fair and extensive comparison. Both FV schemes used the same approaches for
the well-balancing and the accurate treatment of wet/dry fronts,customized in each

formulation. From the above comparison some major conclusions can be drawn.

1. In terms of the convergence behavior to second order, the NCFV scheme exhibited
consistently identical behavior on all grid types, for all conserved variables and in
different norms used, for all the test problems considered. This is probably due to
the way that the control volume (in the dual mesh) is constructed, which is more
uniform for the different types of grids than those in the CCFV approach (where
the control volumes are the primal mesh triangles themselves). To this end, the
NCFV scheme is not affected by the grid geometry and as such any grid type can

be adequate for implementing and studying such a scheme.

2. The edge based limiting procedure which was implemented in the MUSCL recon-
struction was proved inadequate for the CCFV schemes since the center of the
face were numerical fluxes are evaluated does not coincide in general with the lo-
cation to which reconstructed values are computed, leading to an order reduction.

On the other side it was proved very effective for the NCFV formulation.

3. The proposed correction when applied to CCFV schemes greatly improves the
convergence behavior and the order reduction. When applied to the wider stencil
(CCFVw2) an almost identical behavior with the NCFV scheme is achieved, but

we must always keep in mind the extra computational cost introduced.

4. NCFV has the advantage of not using ghost cells for the boundary treatment in
addition to CCFV formulations where the effect of the grid’s geometrical charac-

teristics at the boundaries can lead to an order reduction.

5. Wet/dry treatment is accurate for both FV approaches, accurately predicted mov-
ing shorelines and remained stable and non-oscillatory for long simulation times

on all grid types.
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For the above reasons the NCFV scheme for the NSW equations has been chosen in

order to be extended as to include dispresion characteristics for deeper water simula-

tions.



Chapter 6

An unstructured FV scheme for BT

equations

Until now and in 2D we have assumed that the dispersion terms of the equations
of Nwogu (2.48), (2.89) and MS (2.48), (2.49) were zero. In this case both equations
degenerate to the NSWE which described and discretized in the previous sections of
this chapter. After the discretization and the comparison of the two one dimensional
Boussinesq-type equations and the NSWE in Chapter 3, it was revealed that although
the NSWE can be sufficient in some cases to predict maximum runup values and the
general characteristics of propagating waves, the two BT numerical models provided
considerable more accurate results for highly dispersive waves over increasing water
depths, with Nwogu’s model having a precedence over the MS one. For that reason
Nwogu’s model has been chosen in order to be discretized in two dimensions under
an unstructured FV framework and a novel approach is presented in Sections 6.1-6.6.
A new methodology is presented in Section 6.7 to handle wave breaking over complex

bathymetries using the proposed model of Nwogu.

Following the same procedure as in Section 5.2, we integrate the BT equations of
Nwogu (2.89), written in a conservation like form, over the computational domain. After

integration of the equations over each computational cell, Cp, and application of Gauss

159
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divergence theorem to the flux integral the equations reads as:

oUp 1 _ 1
—_— = —— Fn, + Gn,)dI' + — LdQ =

ot ICpl Jor, ( )) ICpl JJc,
oUp 1 _ 1 1
—_— = —— Fn, + Gn, )dl' + — Spdxdy + — Sedxd

ot |Cpl arp( y) ICpl JJc, M ICpl JJc, e

il
+ — Sadxdy. (6.1)
Crl JJe, 24

In the above equation, the advection terms (the first integral at the right handside)
and the source terms due to the topography S; are discretized in the same way as
the one described in Chapter 5. The approximate Riemann solver of Roe [139] is
used for the advective fluxes (see Section 5.2.1) along with a well balanced topography
source term upwinding (see Section 5.3) and accurate numerical treatment of wet/dry
fronts. Higher-order spatial accuracy is achieved trough a MUSCL-type reconstruction

technique.

6.1 Higher-order reconstruction

In Section 5.2 a second-order scheme for the NCFV formulation was described. The
MUSCL methodology of van Leer [173] can be extended to node-centered unstructured
formulations in order to reach higher order spatial accuracy. As described in Section
5.2, this extension relies on the evaluation of the fluxes with extrapolated U;g and U;é
at the midpoint M of the edge PQ. So for each component w; of the primitive variables
W = [H, u, v] (5.10) and (5.9) hold where the extrapolation gradients (Vw)LR are
obtained using a combination of centered and upwind gradients in order to increase
the accuracy of the basic MUSCL reconstruction. Following [7, 51, 149] and using
(5.11) we define

(Vwi)p 2(Vwy)p — (Vw)“™, (6.2)

(Vwio 2(Vwp)g = (Vw) ™™, (6.3)

as the upwind gradients at nodes P and Q respectively, with (Vw;)p and (Vw;), the

average of the gradients on the computational cell Cp and Cy. Then the extrapolation
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gradients (Vw)ER can be obtained [7] as

(VWi)L

(1 = B)Y(Yw)“ - xpg + B(VW)}p - Tpg, (6.4)

(Vw;)k (1 = B)(Iw)“™ - rpg +B(Vw)g - Tpo, (6.5)

which for g = 1/3 leads to a third-order accurate reconstruction for linear problems.
Nevertheless, this reconstruction reduces the numerical dissipation introduced in the
nonlinear flux computations and, as it would become clear from the numerical results,
produces accurate solutions for smooth flow conditions. However, in cases where the
contribution of the dispersive terms is negligible e.g. when only NSW part of the model
has to be solved, the reconstruction presented above can create extrema particularly
in the presence of shocks in the solution since monotonicity is not preserved. In this
situations and to reduce the oscillations in the solution, a slope limiting procedure has
to be used. To prevent such oscillations from developing in the numerical solution
strict monotonicity in the reconstruction is enforced by using Van Albada-Van Leer

edge-based nonlinear slope limiter [7, 51, 172, 176, 75] resulting in reconstructed

values:
1 Cen
Wipg = Wwip+ ECD (Yw)p - Tpo, (VW) - pg) (Vwi)" - Xpg, (6.6)
1
Wpr = Wi+ Eq) ((VWi)MQ “Tpg, (Vw;)*" - I'PQ) (Vw)® - rpo, (6.7)

where the @ is the nonlinear limiter function defined as

ab + |ab| + e

®(a,b) = a?+b*+e

(6.8)

where 0 < e << 1, used to prevent divizion by zero (¢ = 107'® in our implementation)
and prevents the activation of the limiter in smooth flow regions [176]. Limiter (6.6)
has been constructed as to restore higher order accuracy in all norms. In addition,
the above limiter is differentiable for linearly varying flow variables. Continuous dif-
ferentiability helps in achieving smooth transitions between discontinuous jumps with
first-order representation and sharp but continuous gradients, which require higher-
order consistency.

Again, the same reconstruction procedures are used to compute the bed elevation
b(x), at either side of a cell’s face, which are needed for the discretization of the bed

slope source term, as it will become clear in later sections.
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Remark 8 Using physical variables, i.e. W = [H, u, v], for the presented reconstruction,
is cheapest since fewer transformations are necessary and the gradients that have to be
computed for the reconstruction can be re-used to compute dispersive terms later on. Fur-
thermore in [14] an extensive study was presented comparing conservative and physical
variable reconstructions, for 2D unstructured FV schemes solving the NSW equations.

concluding that physical variable reconstructions is advantageous in some cases.

6.2 Divergence edge-based formula

For the the discretization of the dipsersive terms Sq in 2.89, the gradient (Vw)p and the
divergence of the velocity vector (V - u)p, have to be computed in each mesh node. For
the gradient computation the edge formula, described in Section 5.2.1 is used. In this
section we present an edge formula for the integral average divergence of the velocity
vector, over the region Qp, (see Fig. 5.4) . Again, following from the divergence theorem,

approximating the line integrals by trapezoidal quadrature and rearranging we get,

3
V-uszgg u-ndl = —(up +up) - Npp.
L, PIEL R

Q€eKkp

Thus, the integral average of the divergence at a cell node is given by

3 1 1 1
V-u)p=— —(up +up)-Npp = — —(up +up) - npy, (6.9)
"1 QEZ,;Pz S ToN QGZ,;},z pr el e

since of |Cp| = %|Qp| in the median-dual formulation. In the case that P is a boundary
node, and referring again on Fig. 5.4, the integral average of the divergence is computed

as

1 1
(V'll)p = ﬁ{z E(uP+uQ)'nPQ+up '(np’] +nP’2)}. (610)
P\ geky

6.3 Discretization of the dispersion terms

The mass equation in (6.1) contains the integral average of the dispersive term ¢ in

the source term S4. To produce the discrete average, that approximates this term, we
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use the divergence theorem, which leads to

1 Z h
- Q= L T pyv. 2wy -
Wor = ff ved |cp|ff [( )h( u>+(za 2)h< hu)]
” h N
= lCP|9§ [(———)w(v u)+(za 5)hV(V-hu)]-ndl
- Z { f [(é—h—z)w(v w)| - fidi + f (za+ﬁ)hV(V-hu)]-ﬁdl}
|CP| QcKp 6CPQ 2 6 aCPQ 2

As for the nonlinear flux vector ®pp, and for all edges, the above integrals should

computed and added to the computational cells Cp. Like before, we assume a uniform
distribution of the integrated quantities over dCp¢ equal to their values at the midpoint

M of the edge PQ thus,

Zi h2) " [(ZZ hz) ]
=2 _ —_|hV(V. ndl=|[|=—-—|h| [V(V-u)-n , (6.11
LCPQ ( 2 6 ( u) 2 6 M [ ( U) PQ]M )

h
f (Za + —) hV(V - hu) - ndl =
HCPQ 2

The right hand side terms in (6.11) and (6.12) require the evaluation of the gradient

(za + ]3) h] [V(V - hu) - npg],, - (6.12)
2 M

of the divergence of the velocity vector and hu along the edge midpoints M. Hence,
the evaluation of the gradient of a quantity w at M requires the definition of a new
computational cell constructed by the union of the two triangles which share edge PQ

(see Fig. 6.1). By denoting with

"o T

Figure 6.1: Computational cells for the gradient of the divergence: internal cell (left)
and boundary cell (right)

Kpo :={ReN|R isavertex of Mpy and RQ € 0Mpy},
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the Green-Gauss reconstruction gives

1
VwdQ = év WﬁRle = - (WR + WQ) Ngo
M, 7a2= 9, 2.3

R.QeKpg

R#Q
that leads to
1 1
(VW = = > 5 (W& + wo) Mg, 6.13)
|Mpol r&
R+Q

with ngy the vector normal to the edge RQ. In case of a boundary node cell Mpg
is reduced to the triangle POR (see Fig. 6.1) and the computed value from (6.13) is
assigned to M. Next, it is obvious that, to calculate [V(V -u)]), and [V(V - hu)]y, in (6.11)
and (6.12), formula (6.13) can be applied with the integral averages of the divergence
(V-u)g and (V - hu)g at nodes R € Kpp computed using (6.9).

Next, for the the dispersive source terms in the momentum equations we have

1
— -y, + YpmdQ2 = —u f CdQ+— f dQ.
il ﬂc Vet ¥m P ) Rt e ),

The first term of the right hand side of the equation is discretized as before and the

second term takes the discrete form:

1 1 2
(Wn)p = deQ - H,Z—”V(V-u)+thaV(V-hu)dQ
|CP| |Cpl 2

2
Z
= H,2V(V - u)dQ+— H,z,V(V - hu)dQ
|Cp|f ) ICpl JJc,

&

[ ] ICp[ [V(V - w)]p + [Hizalp |Cpl [V(V - h)]p,
p

where the divergence (V - u)p and (V - hu)p are computed again using formula (6.9).

6.4 Time integration and velocity field recovery

Since a higher-order spatial scheme is used, the necessity of at least a third-order
scheme in time is crucial in order to be compatible with the third-order spatial scheme.
For that reason we use the third order explicit Strong Stability-Preserving Runge-Kutta
(SSP-RK) method was adopted [77, 153]. This SSP-RK method is commonly called
the third order TVD Runge-Kutta scheme. Having defined £L(U) the discrete spatial
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operator (see Section 5.4) the third-order SSP-RK method is described as follows:

1 n n n\.
Uy = UY+ArL(U”);
3 3 1
Uy = JUp+ U e Ao (U):;
1 2 2
(n+1) (n @) n .
Up = SUY U+ ArSL(U9):

where Af* = ! — " is the time step and it is estimated using the CFL stability condition
(5.36).
After each RK step a linear system MV = C, with M € RN 'V = [uy,uy, - - ,ux] and
C =[P}, P5,--- ,P{], has to be solved to obtain the velocities u, v from P* = [P} P} 1T, the
vector of variables from the momentum equation obtained from the FV solver. Matrix
M is constructed from the discretization of P* and is a grid depended sparse matrix
without a standard structure. Keeping in mind that u is our unknown vector, each two
lines of the matrix correspond to a node P on the grid and for each such node we have,
2 @)
HY %”V(V ) +z,V(V-h)+u| =P, i=1,2,n+1. (6.14)
P
Now, the gradients V(V -u)p and V(V - hu)p need to be computed again by applying the
formulas used in the previous sections for the gradient and divergence discretizations.
However, it is important here to keep the unknown information used in (6.14) at the
minimum possible level and exploit already computed geometrical information. To this
end, for the gradient computations in (6.14), and refereing also to formula (5.12), the
arithmetic average in (5.12) can be replaced by the values at the midpoints M of the
edges. Hence, and dropping the superscript index, (6.14) now reads as

2)p 1 (za)p
- (V-u)ympp +
2 |Gyl TN

(V . hu)anQ +up| = P;, (6.15)
QeKp

P
QeKp

and is now obvious that we have to compute V-u and V - hu at M. Refereeing again
to Fig. 6.1, the computational cell Mpy, used previously for the computation of the
gradients at M, can be utilized using the idea behind formula (6.9) for these divergence

computations. Hence, the discrete averages of the divergence can be computed as

follows for (V - u),

1 1 1 1
Vu)y = ff VaudQ) = undl = — (up + up)ngp.(6.16)
Y Meol Iy \Mpol Jors, |Mpgl R,Q;(wz( "+ Uo) e

R%Q
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A similar computation is used for the calculation of (V - hu). By performing the above
approximation we restrict the unknown information used in (6.15), i.e. values of u,
only to that coming from the nodes that are neighbors of node P, i.e. nodes Q € Kp.

Substituting the above relationship to the first addend of the left hand side of equa-
tion (6.15) gives

@>)p 1 1 1
a — (uR + UQ) . nRQ an =
2 |Cpl P |Mpol R’QZE;‘(PQ 2
R+Q
(zﬁ)p 1

Z ug - (npg + nRQ) Npg,

R,0€Kpg
R#Q

2ICrl £, | 21M el

which can be further rewritten as

(Zi)P 1
2Crl £t | 21Mipgl

ug - (nPR + nRQ) +up - (Ngp +Npg) |[Npg,
R,QEKPQKPQ
R%Q

Q€Kp

leading to the more compact presentation

2)p 1 (@2)p
s V-u)ynpy = —=
2 |Cpl 2, (V- Wuneo 2ICy|

QeKp

(AquQ + AQ),VQ + AquP + APva) (6.17)
QeKp

where Ao, Agy, Apy, Ap, € R? and depend only on the geometric characteristics quan-
tities npg, the vectors normal to the edges of dMpy and the area |[Mpp|. The same is
valid for the second add end on the left hand side of (6.15) with the difference that
the velocity coefficients are now also depended from the steel water level 4. Thus, the

sparse 2N X 2N linear system to be solved can be presented as

(z2) (2a)
2|CP| ([AQXAQy]uQ + [APxAPy]uP) + |C_T ([BQxBQy]uQ + [BPxBPy]uP)
Pl gk P 0k
1
+Iup = —P};, (6.18
up HP P ( )
with P = 1,..., N. Any two consecutive rows of the system’s matrix M, corresponding to

each node P, have nonzero entries that correspond to the coefficients of the unknown
velocities at node P and its neighbors Q € Kp. More specifically, the columns of the
2 X 2 matrices in (6.18) are given by

1 1

AQX = (nprx + NRox)NPQ, AQV =
2|Mpo| ROk s, " 2|Mpg

(npry + NRoy)MpQ,
R,QEKpﬁKPQ
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1 1
By, = Mol hr(npgx + Nrox)Mpg, BQ, = Mol Z hr(npry + NRoy)Npg,
PQ R,QEKPQKPQ PQ R,QEKPQKPQ
A 1 (nspx + Npry) A 1 (nspy + npry)
P, = A, \lspx T prx)Dpg, Ap = ——— (Nsgpy + Npgy)Mpg,
2AMpgl T " 2Mpgl TR
B I hp(ngpy + npry) B hp(nspy + npgry)
P. = Ay, WP\spy T Nprx)Npg, Dp = ————/Np(lgpy + Npry)Npg.
2|Mpg y * Y 2|Mpgl ’ ’

The number of geometrical entries in each summation is always two, while the number
of entries in the summation },,.x, is equal to the number of the neighbors of P. This
means that the maximum non-zero elements of the matrix M in each row P in (6.18)

are two times the number of the neighbors of P plus one.

Remark 9 In the case where the dispersion terms are zero in the model equations, i.e.
only the nonlinear part of the shallow water equations is to be solved, matrix M = 1, the

identity matrix, as expected.

Remark 10 The division by the total water depth Hp in the right hand side of system
(40) can cause numerical difficulties if Hp < €, or if Hp = 0, i.e. for dry cells. In these
cases the components of the right hand side that correspond to dry cell have to be set

equal to zero.

6.4.1 Solution of the linear system

The 2N X 2N matrix M of the linear system is sparse and structurally symmetric but
is also mesh dependent. The properties of the sparse matrix vary depending on the
physical situation of each problem solved, the type of the grid used and the number of
the nodes on the grid. The most popular format, for storing general sparse matrices
with N, non-zero entries, like the one that is produced here, is the compressed sparse
row (CSR) format [143]. The linear system was solved, at every time step, using Bi-
Conjugate Gradient Stabilized method (BiCGStab) [143] which is an iterative method
for the numerical solution of non-symmetric linear systems. This is a Krylov subspace
method and was used here with a residual error tolerance of 5 - 10~° with the numerical
solution for the velocities at the previous time step given as initial guess. The choice
of this method was justified after a check on the eigenspectrum of different matrices

was performed. To this end, we produced different matrices using different triangular
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meshes and different physical conditions e.g. spatial dimensions and values of con-
stant depth 4, in order to check the spectrum of eigenvalues for each such produced
matrix. For sparse and relatively sparse meshes all the eigenvalues were close to unity
but if grids were refined the resulting matrices had much larger spread of complex
eigenvalues.

An extended study for the behavior of the linear systems, produced by different kind
of grids and different initial conditions has been performed in [69]. We present here, for
completeness, the behavior of the solution of the linear systems using different iterative
methods and three preconditioners. The sparse matrix M, has been produced by the
distorted grid (type IV) (see Chapter 5). In table 6.1 the number of the non-zero elements
(N,) of the matrices produced from two different still water levels (2 = 1m and h = 100m)
using a consisted refinement (see Section 5.1). The dimension of the numerical domain

is (x,y) € [0, 1% [0, 1].

N, | h=1m h=100m
15 7715 7713
30 | 29746 29741
60 | 118293 7714

Table 6.1: Non-zero elements for two different still water levels (type IV).

N, is the node number along the x axis. In this study [69] the right hand side
of the system Mx = b is the sum of the columns of the matrix M. The number of
iterations required by four different iterative methods to converge, is presented in Table
6.2. More precisely, Generalized Minimum RESidual method (GMRES), BIConjugate
Gradient Stabilized method (BICGSTAB),Conjugate Gradiennt method (CG),Transpose-
Free Quasi-Minimal Residual method(TFQMR)

N, | GMRES BICGTAB CG TFQMR
15 1999 581 - 649
30 - - - -

60 - 3365 - -

Table 6.2: Number of iterations for the linear systems produced using & = 1m.

Since the iterations for solving the linear system were increased as the mesh was
refined the use of an effective preconditioner was necessary. Three well known precon-

ditioners, based on Incomplete LU factorization (ILUO, ILUT and ILUK), are implemented
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and tested using the SPARSKIT package [143]. A general ILU factorization process com-
putes a sparse lower triangular matrix L and a sparse upper triangular matrix U so
that the residual matrix LU — M satisfies certain constrains such as having zero en-
tries in some locations and it can be derived by performing Gaussian elimination and
dropping some elements in predetermined non-diagonal positions. Two threshold val-
ues were used, for the element dropping, the fill-in value (/fil) and the drop tolerance
value (dpt). Tables 6.3-6.5 present the number of iterations for each iterative method,
using the ILUT preconditioner with /fil = 300 and dpt = 107>, the ILUO and the ILUk
preconditioner with /fi/ = 300 respectively.

N, || GMRES BICGTAB CG TFQMR
15 4 5 5 5
30 6 7 7 7
60 8 9 - 9

Table 6.3: Number of iterations for the linear systems produced using & = 1m, the ILUT
preconditioner with [fil = 300 and dpt = 1075

N, || GMRES BICGTAB CG TFQMR
15 206 181 - 187
30 499 363 - 361
60 1326 729 - 777

Table 6.4: Number of iterations for the linear systems produced using 4 = 1m, the ILUO
preconditioner

The ILUO factorization technique is appropriate for small sparse matrices but is
inefficient as matrices become larger. ILUK results as the best preconditioner for these
matrices, since ILUk preconditioner is closer to the inverse of the matrix M due to the
maintenance of all elements. One should keep in mind that the computational time

cost using ILUKk is greater than using ILUT.

N, || GMRES BICGTAB CG TFQMR
15 2 3 2 3
30 2 3 2 3
60 3 3 3 3

Table 6.5: Number of iterations for the linear systems produced using & = 1m, the ILUk
preconditioner with /fil = 300.

Further the reverse CuthilliMcKee (RCM) algorithm [72]was incorporated in our

solver in order to reorder the matrix elements as to minimize its bandwidth. Table 6.7
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displays iterations and computational time needed for the top two performing iterative
methods up to now (GMRES and BICGSTAB) using ILUT and ILUk preconditioners. T is
the total computational time, T, is the time needed for the preconditioner computation

and 7, is the time needed for the reordering process.

GMRES BICGSTAB
N, it T T, T, it T T, T,
Ifil=300 |15 9 0.019 0.015 5.11E-4| 11 0.017 0.012  3.1E-4
dptr=10" |30 24 021 0.015 1.92E-3| 23 021 0015  1.93E-3
ILUT+RCM | 60 781 153 222 7.5E-3 | 225 6.14 2.48  7.36E-3
GMRES BICGSTAB
N, it T T, T, |it T T, T,
Ifil=300 |15 4 001 0.015 532E4 |5 00l 0013  5.25E-4
dpt=10"" 30 5 0.17 0.15 1.89E-3|5 0.174  0.15 1.83E-3
ILUT+RCM || 60 6 2.33 222 4.55E-3 |7 2.38 2.25  7.326E-3

Table 6.6: Number of iterations for the linear systems produced using & = 1m (up)
h = 100m (down) and the ILUT preconditioner.

GMRES BICGSTAB
N, it T T, T, |it T T, T,
Ifil=300 |15 3 0.019 0.017 54E-4 |3 0021 0019  5.099E-4
30 4 022 021 188E-3|5 022 0.21 1.86E-3
ILUK+RCM || 60 4 3.45 3.38 535E-3 |5 3.16 3.06 7.56E-3

Table 6.7: Number of iterations for the linear systems produced using 4 = 100m and
the ILUk preconditioner.

Conclusively the best combination (examining iterations and the convergence time)

for the numerical solution of the sparse linear system under study is:

e For the systems result using shallow and intermediate still water level, GMRES

or BICGSATB solvers using ILUT and RCM is the best combination.

e For deeper water the results using iterative methods combined with ILUT (dpt =

10719 are similar to those obtained using ILUKk.

Finally, in the present work, we implemented the ILUT preconditioner from SPARSKIT
package [143]. A drop-tolerance of 1-10~> was used, combined with a maximum fill-in of
50-200 elements per row, depending on the problem testing. One should keep in mind

that mesh independence is rarely achieved with ILUT preconditioner [67]. Convergence
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to the solution was obtained in one or two steps for the test problems presented in

Chapter 7.

Remark 11 The way this linear system is constructed and solved is important for the
proposed wave breaking treatment presented later on. The system’s matrix is constructed
at the beginning of each simulation and as such its structure is stored in CSR format at
a preprocessing stage and subsequently utilized to solve the linear system at each time
step. So its data structure can not be changed during the time marching process in a

numerical simulation.

6.5 Boundary conditions and the internal source func-
tion

Two types of boundary conditions have been considered here. Wall and outflow bound-
ary conditions. Since we follow the node-centered type FV approach, the degrees of
freedom are located directly on the boundary and boundary conditions based on mesh
faces have been adopted. to this end the weak formulation is used which is extensively
described in Section 5.3.1. The idea of using the weak formulation to calculate the
flux (and dispersion terms) at the boundary has been used in the description of wall
(solid) and outflow boundary conditions. In the present work, no analytical investiga-
tion of the numerical treatment of boundary conditions is performed because of the
complexity of the model. Instead, this important property is studied using a somehow
heuristic approach based on several benchmark tests. Our objective is to ensure that
the discretized counterparts of boundary conditions do not introduce any numerical
instability in the system and at the same time preserves the spatial accuracy of the
numerical scheme used in the inner region.

In a computational domain Q and for a solid, impermeable and fully reflective wall

the kinematic boundary condition can be stated as
u-n=0 for x € 0Q, (6.19)

where n the unit outward normal vector. In the continuous case, a free surface bound-

ary condition can be derived form the mass equation in (6.1) over () written as

ﬁffﬂdmf
ot JJo 0

ZZ 2

Hu + (E —~ E)hV(v ‘u) + (za + g)hV(V : hu)] ‘ndl=0. (6.20)
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By conservation of mass, we require that the rate of change of the excess volume to be
zero since there is no loss or gain of mass through the wall. Hence, (6.19) implies that
along the wall

G _P) v we e+ v | F=0 (6.21)
27 % W™ 3 g R '

that will completely satisfy (6.20). Thus, and refereing for example in Fig. 1 for faces
M,P and PM,, it follows form (6.19) and (6.21) that, for system (2.46) integrated at a
boundary cell, the line integrals in (6.11) and (6.12) along faces M;P and PM; should
be zero. Then the normal advective flux, ®pr, at the boundary, in a weak form, is the
one given by (5.14).

Absorbing boundaries should dissipate the energy of incoming waves perfectly, in
order to eliminate unphysical reflections. In front of this kind of boundaries a sponge
layer is defined. On this layer, the surface elevation was damped by multiplying its

value by a coefficient m(x) defined as [185]

2
m(x) = \/ |- (X_L—d(x)) 6.22)

where L; is the sponge layer width (where L < L; < 1.5L) and d(X) is the normal distance

between the cell center with coordinates X and the absorbing boundary. This coefficient
was applied in the cells of the sponge layer inside the Runge-Kutta time stepping. Since
longer wave lengths require longer sponge layers, we have to increase the numerical
domain when using a sponge layer and dealing with long waves, such as solitary waves,
in order to fully damp the wave motion resulting in an increased computational coast.
A combination of an open (outflow) boundary condition and sponge layer can handle
both short and long waves and thus reduce the computational cost.

For the wave generation in the 2D model presented in this section we use the in-
ternal wave generation of Wei et al. [181]. This source function was obtained using
Fourier transform and Green’s functions to solve the linearized and non-homogeneous
equations of Peregrine and Nwogu models. In the present model, this source function
wave-making method is adopted in order to let the reflected waves outgo through the
wave generator freely. The internal wave generation along with the sponge layer we con-
sider to be more attractive than a wave absorbing-generating boundary condition since
the source function inside the numerical domain does not interact with the reflected

waves, and the sponge layer is able to absorb both long and short waves. Like 1D
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described in section 3.6 a source function S (x,t) is added in to the mass conservation

equation at each time step. The form of the source function in 2D is now:
S (x,t) = D" exp (—y(x — x,)*) sin(ly — wt) (6.23)

in which A = ksin# is the wave number in the y-direction and 6 is the wave’s incident

angle. All the other parameters can be found in Section 3.6.

6.6 Wave breaking treatment

As presented in Chapter 3 four main categories of wave breaking treatment have been
developed for Boussinesq-type equations the past few years. The surface roller model,
the vorticity model, the eddy viscosity model and hybrid models. In this work, and for
the 2D formulation, two wave breaking models are implemented and tested within the
FV frame. The first one is the eddy viscosity wave breaking treatment of Kennedy [93]
and the second one is the hybrid model introduced by [163]. The first three categories
involve addition of a dissipative term to the momentum (or/and the mass) equation with
prescribed criteria for onset and termination of wave breaking and energy dissipation

rates.

6.6.1 Eddy viscosity wave breaking treatment of Kennedy et al.[93]

As described for the 1D FV model for the equations of Nwogu [127] (see Chapter 3), the
mass conservation equation remains unchanged while an eddy viscosity term is added
to the momentum conservation equation. So the conservative-like form of the equations

of Nwogu is (2.48) with (2.89) where now the source terms vector is S = Sy, +Sq + S¢ with

0
Sf = -1+ be . (6.24)

—To + Rb,.
The eddy viscosity terms have the form

V-R,,
V- R,

Ry,
Ry,

Ry, = (6.25)
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with

v(Hu),
5 ((Hu), + (Hv),)

5 ((Hu, + (Hv),)
v(Hv),

R, = and ﬁb)_ =

The above terms can be sown that they conserve the overall momentum [93]. The eddy

viscosity is given by
v = BS,Hn, (6.26)

with ¢, is a mixing length coefficient. According to [93] values between 0.5 and 1.5
give very similar results with the one of 1.2 giving the best ones. The quantity B as
in one dimension varies smoothly from O to 1 so as to account for the initiation and

termination of wave breaking and to avoid an impulsive start of breaking.

1, N > 277t
B h n* UEF)’ t=T*
=4 _ 1 * < < 2n* wit n, =
* s My =7 = 21 t
" "+ 22 -nP), 0<t—1
0, m<nt

which accounts for the initiation and termination of the breaking procedure. The
magnitude of ) decreases in time from some initial value ngl) to a final value ngF). T* is
the transition time and #, the time that breaking begins. The values of nﬁl) and an) are
case depended. For the test cases used here good agreement with the laboratory data
is obtained with 0.3+/gh < 5/ < 0.7+/gh and 0.154/gh < i’ < 0.4/gh. The transition
time used here is T* = 7+/h/g.

In order to discretize the breaking terms we follow the FV framework introduced up

to now. Integrating the eddy viscosity terms over a computational cell and applying the

divergence theorem we obtain:

1 1 1
(R):—ffRdQ:—ff dQ = — f
TSN A SR O ICel QZ,; oCro

The above vector is approximated assuming a uniform distribution of Ry, - m over dCpg

R, -n

dl.

V. ﬁb,
V . ﬁbx Rby ‘n

and equal to its value at the midpoint M of edge PQ, thus

1 iib ‘Npg
Ry)p ~ — " 6.27
(Rp)p Col Z ( )

Q€<Kp Rby ‘Npg

M
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The right hand side terms in equation (6.27) require the evaluation of ﬁbx and ﬁby
along the edge midpoints M. Hence we use the computational cell Mp, (see Fig. )
constructed by the union of the two triangles that share edge PQ. The Green-Gauss
reconstruction that concludes to the equation (6.13) is used for the computation of
the vectors V(Hu), V(Hv) and consequently for the terms ﬁbx and ﬁby. The value of the
eddy viscosity term at M, v, is computed as the arithmetic average of the eddy viscosity
values at nodes P and Q (vp and v, respectively). Furthermore 1, which is necessary

for the computation of vp and B is explicitly obtained from the mass equation.

6.6.2 Hybrid wave breaking treatment

The hybrid BT-NSW approach has been widely used for 2D BT models, the last few
years, due to its simplicity and efficiency [163, 141, 147]. Like 1D formulation, con-
siderations still exist in the criteria chosen to characterize wave breaking, the proper
switching between the BT equations and to the NSW ones, range of applicability and grid
sensitivity. In addition, this approach has never been applied to unstructured meshes
before the present work, to the best of our knowledge. Tonelli and Petti in [163, 164]
for the MS BT model ans Shi et. al. [147] for the equations of Chen [43] developed a 2D
wave breaking treatment but only for structured meshes. In this approach, and like
1D formulation described in Section 3.7.2, we first estimate the location of breaking
waves using explicit criteria and then the NSW equations are applied on the breaking
regions and BT equations elsewhere. The criterion used is the ratio of surface eleva-
tion to water depth, € = Z and is set to 0.8. So, the proposed numerical approach of
[163] solves NSWE in the region where € > 0.8 and BT elsewhere. Also, in order to
make the scheme more stable, once NSW equations have been applied, the value has to
drop below 0.35-0.55 for BT equations to be applied again [165]. The limitation of this
treatment remains the static application of this breaking approach (see Section 3.7.2).
This approach is also applied in this work and we name the model that utilizes this
approach Hybrid(e).

It should be stress here that, application of any hybrid approach to the unstructured
FV scheme presented here is not straightforward and a special treatment is in need
to perform a stable switch between the BT and NSW model which minimizes mesh

dependence and stability issues on finer meshes.
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Wave breaking criteria and the New Hybrid model

Following the idea introduced in Section .3.7.2 for the 1D model we extend the the com-
bination of two phase-resolving criteria for triggering wave breaking modeling within

our FV scheme for the 2D approach. Namely, the two criteria used are:
e the surface variation criterion: 7, > v +/gh with y € [0.35, 0.65] and

e the local slope angle criterion: ||V7|, > tan(¢.) where ¢, is the critical front face

angle at the initiation of breaking.

As in 1D, the first criterion flags for breaking when 7, is positive, as breaking starts
on the front face of the wave and has the advantage that can be easily calculated during
the running of the model. The second criterion acts complementary to the first one and
is based on the critical front slope approach in [55, 60]. The value used in this work is
¢. = 30° and even thought it is relatively large for this criterion to trigger by its own the
breaking process, it is sufficient to detect breaking hydraulic jumps thus, correcting
the limitation of the first criterion.

In the numerical scheme and for each mesh node in the computational domain
at every time step, we check if at least one of the above criteria is satisfied, and flag
the relative node as a breaking or a non-breaking one. Then, each breaking wave,
with its corresponding breaking mesh nodes, has to be identified. Thus, for each
breaking wave we have to create a distinct dynamic list that contains all of its nodes
characterized as breaking ones. To achieve this, and as such distinguish between
different breaking waves, the following procedure is performed: a flagged breaking
node is randomly chosen and its neighbors in the mesh data structure are identified.
From these neighboring nodes we check which ones have been flagged as breaking ones
and we add them to the list. We continue by following the same procedure for the next
element in the list until we reach the last element on the list (for which its breaking
neighboring nodes are already in the list).

The next step to the proposed New Hybrid model, is to characterize the non-breaking
bores and switch back to the BT equations, allowing for the breaking process to stop.
We are keeping in mind that bores stop breaking when their Froude (Fr) number drops
below a critical value. Since we have distinguished the different breaking waves (with
its own dynamic list) we can treat each wave individually. It is easy to find the water

depth at the wave’s trough and the water depth at the wave’s crest and then use eq.
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(3.68) in order to find the wave’s Fr number. If Fr < Fr. all the breaking points of
that wave are un-flagged and the wave is considered non-breaking. Following [160] the
critical value for Fr. was set equal to 1.3 in our computations.

Finally an extension of each wave breaking region is performed, according to the
corresponding wave’s height. Knowing all the breaking nodes in each dynamic list,
we find the nodes that posses the maximum and minimum values of x-coordinate
(%maxs Xmin), and those that posses the maximum and minimum value of y-coordinate.
Further and for the x-direction, if Axp, = X0 — Xmin < Insw (s€€ Section 3.7) we extend the

wave breaking region, including to the dynamical list the nodes that lay in the interval

[xmin -0.5 % (Axb - lNSW)s Xpax + 0.5 % (Axb - lNSW)] X [ymina ymax]-

Suppression of the dispersive terms methodology

After the characterization of the breaking regions the NSW model has to be applied
computationally in each one of them. This means that all dispersive terms, ¥, and
Ym in (1) have to be suppressed at mesh nodes triggered as breaking ones. Sev-
eral researchers have followed similar approach in their hybrid models, we refer to
[163, 164, 165, 141, 147] for 2D applications. In the aforementioned works, a FV/FD
approach has been adopted on structured meshes. The corresponding two linear sys-
tems produced (along the x— and y—direction respectively) for the velocity field recovery
(see Section 5.9) are tridiagonal ones which can be more easily adapted in time since
the equations corresponding to breaking nodes theoretically must be as those in the
identity matrix, since the dispersive terms are suppressed. However, in [163] and [141]
it was state that the matrices where precalculated and used throughout the computa-
tions.

As we stated in Remark 11, also for our unstructured solver the matrix of the lin-
ear system can not be changed due to its storage in the compressed sparse row (CSR)
format. Any change in the matrix structure through time marching would result in a
large increase in the computational cost. Furthermore, is not clear how the switch-
ing between the two models is implemented, with an additional concern for issues of
sensitivity to grid spacing. According to [147] there is a discontinuity at the switching
point between the BT equations and NSW ones.This have been observed in our tests as
well. This discontinuity is introduced to the dispersive terms of the BT equations caus-

ing spurious oscillations at the switching points. The frequency of these oscillations
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increases with grid refinement, producing instabilities.

For the above reasons there is the need of a robust and efficient implementation of
the switching procedure. A methodology to stably handle the switching between the
two models is developed within the unstructured FV framework of the present work

and is detailed below:
0. Starting with the solution vector U, P = 1,..., N, at time ¢",

1. For all computational cells an [H*', H3*', ..., H3"'" solution is computed from

the mass equation using the BT model (named from now on H’I’;Tl solution).

1.1 If breaking has been activated (according to our criteria) for a number of
computational cells say N, < N, an additional solution vector is computed
by subtracting the dispersive terms . from Hg}l at these breaking cells, i.e.
obtaining a NSW solution for H**! at these cells only. This solution is named

H’l‘;}‘/SW from now on.

2. Then, for all computational cells the P%' = [P}, P+, ... P27 solution from
Hn+1 —H”
BT

the momentum equation is computed, using the approximation OH"! ~ N

for the Yy computation in (4).

2.1 If breaking has been activated for a number of computational cells, an ad-
ditional solution (named P%*TI/S w) is computed by subtracting the dispersive
terms ¢, and ¥y from P’g;] at these cells i.e. obtaining a NSW momentum so-

T
lution [(H w)™', (H v)”“] for the breaking cells, since for the NSW equations

P =[P, P,]" = [Hu, Hv]'. For theses cells only it is easy now to compute

uga} = [u’l”1 e u"NJ[:rl]EW which will be a subset of the actual velocity solution
sought.

3. Then, the linear system MV = C from (18) is solved with C = [P"*!, P3*!, ... [ Pi]L,

to obtain an approximation of the velocity vector, named ;! = [u!*!, ... ui']},.

4. The final solution at ¢ = **! will be that of H}7)¢, for the total water depth and

P'g}l/sw for the momentum equations. For the velocity field vector the solution,

ntl s is derived from the uf! vector with its values at the breaking

denoted as u BT/SW

nodes replaced by those of ug;‘}



Chapter 7

Numerical test and results in two

dimensions

In this Chapter numerical tests and results in two horizontal dimensions are pre-
sented in order to validate the numerical model described in Chapters 5-6. Section 7.1
presents one of the most common test cases for BT models while Section 7.2 examines
the spatial accuracy and efficiency of the proposed numerical approach. Sections 7.3-
7.6 examine non-breaking test cases while Sections 7.7-7.11 examine wave breaking
test cases comparing the wave breaking mechanisms presented in Section 6.6. All the

numerical results are compared with experimental data.

7.1 2D Solitary wave propagation in a channel

This test case is the 2D extension of the test case in Section 4.2. As described in
Section 4.2 a solitary wave should maintain its shape and speed as it travels down a flat
fritionless channel. The purpose of this test case is to show that our numerical model
keep the balance between the nonlinear terms that steepen the wave and the dispersive
terms that flatten the wave. In this numerical experiment, we consider a 2500m long
and & = 10m deep channel. The overall dimension of the numerical channel are for
(x,y) € [-100m,2400m] x [-5,5m]. The initial condition used corresponds to a A = 2m
high solitary wave, i.e. A/h = 0.2, initially positioned at x = 200m. The initial wave
surface elevation 77 and velocity u can be found in [179]. As shown also in the test case
described in Section 4.2 the initial waves undergo an evolution at the beginning of the

computation to adjust the free surface to a steady profile [179, 163, 187] since the given

179
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initial conditions (and analytical solution) are only asymptotically equivalent to the
solution of the model being solved numerically. For that reason, the wave being input
in the numerical model does not correspond exactly to solitary waveforms predicted by
the model. For the computation a triangular grid consisting of equilateral triangles,
with side length of 0.75m, was used, leading to a mesh of N = 53,304 nodes. The CFL

number used was set equal to 0.65.
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Figure 7.1: Solitary wave profiles along a channel of constant depth

Fig. 7.1 shows the initial solitary wave and the computed waveforms along the
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channel for y = 0 at 5,60, 120, and 180s using the third order FV scheme. The wave
height increases slightly (A = 12.01m) at the very beginning producing also a very small
dispersive tail, due to the the specific initial condition used. Then the computed wave-
form stabilizes with A = 1.99m and the wave height remains steady for the remainder
of the simulation. The computed permanent waveform maintains its symmetry and

phase speed which are very close to the (asymptotic) analytical solution.

7.2 Spatial accuracy and efficiency

As an indication of the accuracy and efficiency of the proposed numerical approach,
we consider the propagation of a solitary wave of amplitude A = 0.1m over an undis-
turbed depth 4 = Im. The wave is initially centered at x = 50m and the spatial domain
(x,y) € [0,300m] x [0, 5m]. Again, the approximate solution from [179] is used as initial
condition. As there does not exist any closed form solitary wave solution for the Nwogu
equations, the error E(7) is computed by comparing with a numerical reference solu-
tion at r = 30s, given by a fine (uniform) unstructured mesh (Type-II) of N = 232,849
nodes and the CFL number used was set equal to 0.4 (as to decrease the temporal
errors). This type of mesh is chosen as to be able to obtain such a comparison with the
reference solution. The major requirement, in order to perform convergence studies,
for a sequence of refined grids, is to satisfy a consistency refinement property [51] (see
also Section 5.1).

In Table 7.1 and Fig. 7.2 the L, and L. errors and asymptotic orders of conver-
gence are presented. The asymptotic order obtained is close to the optimal one for the

presented third order scheme.

N hy IE@I. R IEMIls R
1504 | 1.0940 | 3.90E-03 - 2.74E-02 -
3907 | 0.6788 | 9.05E-04 2.10 7.01E-03 1.97
15013 | 0.3463 | 1.40E-004 2.70 1.20E-03 2.55
58825 | 0.1749 | 1.85E-005 2.92 1.72E-04 2.80

Table 7.1: Propagation of a solitary wave: L, and L, error norms and convergence rates
(R) for n

Next, computational times measured in seconds (CPU times) versus accuracy are

presented in Fig. 7.3 for the same grids used above. In addition, the total and per time-
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Figure 7.2: Convergence rates for the propagation of a solitary wave

step CPU times for the solutions of the 2NX2N sparse linear system, using the BiCGStab
method, are also given. The CPU time to advance the model one time-step grows like
O(IE@m)|I™") (linearly) while the time needed by the BiCGStab like O(||E(1)||"%), for the
finer grids. However, and due to the increase of the number of time steps needed on
finer grids, the total CPU time grows approximately like O(||E()||"!*°) while the total
time needed by the BiCGStab like O(||E(1)||"') and starts to dominate the overall time,
as grids get refined.
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Figure 7.3: CPU times as a function of accuracy in the L, norm

To asses the effect the increase of the number of grid points N has to the storage

requirements of the non-zero elements (N,) of the 2N X 2N sparse linear system and to
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the computational efficiency, we present relevant comparison in Fig. 7.4. As expected,
the N, entries grow linearly with respect to N. The BiCGStab CPU time per time step
scales like O(N*/?) however, the total CPU time per time step is growing like O(N°/%),
close to linear. We would like to point here that, reasonable work has been done to

optimize the implementation of the numerical model.
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Figure 7.4: Non-zero elements as a function of N (left) and CPU times as a function of
N (right)

7.3 Solitary interaction with a vertical circular cylinder

In this test case, the propagation and scattering of a solitary wave by a vertical circular
cylinder is numerically investigated. In [4], laboratory experiments to investigate the
interaction of a solitary wave with a vertical cylinder were conducted and the relevant
data has been used to validate numerical models, e.g. in [4, 59, 185]. In a wave
flume with dimensions (x,y) € [—4, 10m] X [0,0.55m] and an undisturbed water depth
h = 0.15m, a 0.16m-diameter circular cylinder was placed (x,y) = (4.5,0.275). The
solitary wave with wave amplitude A = 0.0375m was initially centered at x = Om, with
its shape given again by the sech— profile solution from [179], leading to a wave with
nonlinearity € = A/h = 0.25.

Six wave gauges were used to measure the water surface elevation at the following
locations: WG1= (4.4,0.275), WG2= (4.5,0.170), WG3= (4.5,0.045), WG4= (4.6,0.275),
WGbH= (4.975,0.275), and WG6= (5.375,0.275). Absorbing boundary conditions with a
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sponge layer width L; = 3m where placed from the upstream and downstream bound-
aries, while wall boundary conditions were imposed at side walls. The cylinder is repre-
sented as a discrete topography function in the numerical model. A triangular grid was
used, which was refined around the cylinder edge using the A—enrichment technique
from [125] leading to a mesh of N = 10, 609 nodes with maximum edge length equal to
0.03m and minimum 0.01m. A detail of the mesh and the gauge locations are shown in

Fig. 7.5. The CFL number used was set equal to 0.45.
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Figure 7.5: Mesh and wave gauge locations for the solitary wave-cylinder interaction

Fig. 7.6 presents a sequence of snapshots of the evolution of the solitary wave and
the wave-cylinder interaction. We emphasize here the absence of motion around the
cylinder before its interaction with the wave, verifying the well-balanced property of the
scheme in the presence of wet/dry fronts. After the solitary wave has impinged on the
cylinder short scattered waves are generated. These short waves propagate upsrteam,
and the main wave recovers to solitary shape.

Numerical and measured surface water elevation time histories at the six wave
gauges are compared in Fig. 7.7. In addition, we compare the numerical solution of
the Boussinesq model and that of the NSWE. The numerical solution of the Boussinesq
model provided very accurate results in terms of the wave elevation and phase speed,
for almost all gauges, that are comparable to those obtained in [185] by a Navier-Stokes
solver. It should be noted that, even though the circular form of the cylinder can not be
perfectly represented by the grid, the obtained results were stable and very satisfactory.
On the other hand, the predicted solution using the NSWE is highly inaccurate since,
as expected, the solitary wave can not maintained its shape and phase speed using

this model. This leads to wave steepening and subsequent transformations creating a
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Figure 7.6: Solitary wave-cylinder interaction: 3D view of the free surface at different
time instances

faster wave with the wrong shape and phase speed.

7.4 2D run-up of a solitary wave on a conical island

To investigate solitary wave runup on a conical island, large-scale laboratory exper-
iments were performed and presented in [28] motivated largely by the fact that dur-
ing several events in the 1990s, involving large tsunami waves, unexpectedly large
run-up heights were observed on the lee side of small islands. The produced data
sets have been frequently used to validate runup models, we refer for example to
[104, 161, 162, 108, 26, 86, 67, 125, 187, 45, 164] among others. The laboratory
experiments were performed in a large-scale basin at the US Army Engineer Water-

ways Experimental Station, for the study of three dimensional tsunami run-up on an
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Figure 7.7: Solitary wave-cylinder interaction: numerical and experimental results for
n at WG1-WG6 (from top to bottom)

idealized conical island, see [28, 188] for a detailed description and data. These exper-

iments were also studied by analytical means in [88].

In a 25X 30m basin with a conical island situated near the center, a directional wave-
maker was used to produce planar solitary waves of specified crest lengths and heights.
The island had a base diameter of 7.2m, a top diameter of 2.2m, and it was 0.625m high
with a side slope 1 : 4. A series of gauges were distributed around the island within the
experimental setup in order to measure the free surface elevation. Here we compare the
present model with measured data, for both free surface elevation at five wave gauges
specified and maximum run-up around the island. It should be mentioned that, the

waves generated in the laboratory are dispersive hence this constitutes an almost ideal
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test for the accuracy of the present model.

In our numerical model the computational domain was for (x,y) € [-5,28m] X
[0,30m]. At the beginning of each simulation the propagating solitary wave was ini-
tially centered at x = Om, with its shape given again by the fourth-order sech—profile
solution from [179]. Sponge layers with width L; = 3m were imposed at the upstream
and downstream boundaries of the computational domain while wall boundary condi-
tions were imposed at side walls. Two cases were reproduced by generating two different
incoming waves in a constant depth 4 = 0.32m. The first (case B) is with A/h = 0.09m
and the second (case C) with A = 0.18m. These values are slightly lower than the target
experimental ones because they have been chosen to better represent the recorded data
at WG2 downstream of the wavemaker and thus the incident wave conditions to the
conical island [108, 67, 187, 164]. Bed friction is neglected following [26, 86], based on
the findings in [104], where it was noted that, the computed results are not sensitive

to the surface roughness coefficient due to the steep 1:4 slope of the conical island.

When the length of an incoming wave in the long-shore direction is much larger than
the base diameter of the island, as in our simulations, a serious run-up is expected at
the lee side of the island due to wave refraction around the island that generates two
trapped waves. For the experiments with A/h = 0.09 it was reported in [161] that wave
breaking occurred locally on the lee side of the island where the waves collide, whereas
with A/h = 0.18 it was reported that wave breaking occurred every where around the
island. However, the wave breaking was not too energetic and was characterized as a
gentle spilling in [28] and as it will be demonstrated next it does not seems to have a

large effect on the numerical results.

For both cases, and after an initial refinement (enrichment), to represent the conical
island, the mesh produced N = 40, 855 nodes with maximum edge length equal to 0.2
and minimum 0.07. The grid used is an Orthogonal (Type II) one. Part of the final
mesh can be seen in Figure 7.8 and wave gauge locations. Wave Gauges (WG) 6 and
9 are located near the front face of the island, with WG 9 situated very near the initial
shoreline. WG 16 and 22 are also located at the initial shoreline, where WG 16 is on
the side of the island and WG 22 on the lee side. The actual gauges position in the
physical domain where (6.82, 13.05), (9.36, 13.80), (10.36, 13.80), (12.96, 11.22) and
(15.56, 13.80) respectively. The CFL value used in this case was set equal to 0.6. The

calculated &,,; ~ 5 - 107° for this case.
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Figure 7.8: Runup of solitary waves on a conical island: mesh and wave gauge locations

Figs 7.9 and 7.10 present a sequence of screenshots, for case B and C respectively,
depicting the evolution of the solitary waves as they hit the circular island and show the
refraction and trapping of the solitary waves over the island slope. It can be observed
that the incident solitary waves generate an initial high run-up in the front side of the
island and we emphasize here the absence of motion around the island up to this time.
Without utilizing the well-balance wet/dry front treatment presented in Section 5.3 the
model would have artificially initiated unphysical motion over the wet/dry interface
corrupting the numerical solution. After the maximum magnitude has been reached,
the wave runs down the inundated area back to the initial waterline while a portion of
the refracted waves propagates around the island towards the lee side, generating two
trapped waves at each side of the island. After a short time, these two waves collide at
the lee side generating the second high runup. Then, these waves pass through each
other and go further propagating around the island. The free surface is rather smooth
with indistinguishable frequency dispersion before the wave wraps around the island.
As the solitary wave travels down the basin, high-frequency dispersive waves become
evident around the island especially on the lee side. Test case C with A/h = 0.18 provides
a vivid depiction of the generation and propagation of the dispersive waves. Fig. 7.10

shows the generation of the first group of dispersive waves as the trapped waves wrap
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around the island and collide on the lee side. After the collision, the second group of
dispersive waves is generated due to energy leakage from the two trapped waves that
continue to wrap around to the front. The interaction of the first and second groups
of dispersive waves generates a mesh-like wave pattern behind the island. Similar
observations and results where presented in [187]. It should be noted here that these
high-frequency dispersive waves can not be reproduced with a NSWE model see for

example [125].

The wave gauges were used to record the transformations of the solitary wave around
the island in terms of the free surface elevation and phase speed. With reference to
Fig. 7.11 the computed and measured time series at WGs 6, 9, 16 and 22 are pre-
sented. These gauges provide sufficient coverage of the representative wave conditions
in the experiment. The measured data at WG 2 provided a reference for adjustment
of the timing of the computed waveforms [187]. For both cases, the numerical results
show a very good agreement with the measured time series including the depression
(at the rundown) following the leading wave. Deviations between the numerical and
experimental results are becoming more apparent at later times and qualitatively these
deviations are similar to those found in the literature. As it was noted in [67], the likely
reason for the observed discrepancies after the initial runup is that the front waveforms
of the experimental solitary wave were generated more accurately than the rear, which
also included a spurious tail, as has been discussed previously in [28, 88]. The model
accurately describes the phase of the peak, but slightly overestimates the leading wave
amplitude at WG 9 for both cases and WG 22 for case B. These small discrepancies are
very likely due to dissipative breaking effects (especially for case C), which are not ac-
counted for in the present model. However, it does not seem that the effects of breaking
affected the stability of our model and the inundation around the island, as it can be

observed in Fig. 7.11(b) from the results obtained for WG 22.

The maximum run-up is compared with the measured values in Fig. 7.12. For
both test cases the match between the computed and measured run-up around the
island is very accurate, and is similar or even better to that achieved in previous cited
references. The runup on the lee side of the island, caused by the collision of the edge
waves circling the island, is well captured for both cases. For case B, as emphasized in
[104], the maximum run-up measured at the lee side is actually of the same order of

magnitude to that at the front side, but focused on a small area. Our numerical results
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Figure 7.9: Evolution of the solitary wave around the conical island for A/h = 0.09 (case
B)
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Figure 7.10: Evolution of the solitary wave around the conical island for A/h = 0.18
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Figure 7.11: Time series of surface elevation at wave gauges around the conical island:
(@) A/h =0.09; (b) A/h =0.18
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agree with this observation. The inundated area during the run-up is much wider at
the front of the island, where almost the entire front is effected, than the lee side but

the maximum amplitudes are almost similar.

16}

10 12 14 16 10 12 14 16

Figure 7.12: Experimental measurments and numerical runup around the conical
island with (@) A/h = 0.09 and (b) A/h = 0.181

7.5 Wave propagation over a semicircular shoal

In this test case we compare the numerical model against the experimental measure-
ments of Whalin [182] for regular waves propagating over a semi-circular shoal. This
has become a standard test case for 2D dispersive numerical models to test nonlinear
refraction and diffraction, we refer for example [114, 103, 178, 152, 63, 64, 60, 163].
Whalin carried out a set of experiments on wave trains propagating over a semicircular
shoal to study the focusing effect induced by the bottom topography. The wave tank
was of size 25.6m X 6.096 and its middle portion consisted in a semi-circular shoal lead-
ing the water depth to decrease from 0.4572 m (at the wavemaker) to 0.1524m (at the
end of the tank). The water depth is described by

0.4572 x <£10.67 = A(y),
h(x,y) = 10.4572 + 0.04(10.67 — A(y) — x) 10.67 — A(y) < x < 18.29 — A(y),
0.1524 x> 18.29 — A(y),
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where A(y) = /6.096y — y2. A detail of the resulting bottom topography is shown in Fig.
7.13.

15 20

10
x(m)

Figure 7.13: Shoaling of regular waves: semicircular bottom topography

In the present work, three sets of experiments were carried out:
(@ T =1.0s, A=0.0195m, h/L = 0.306, € = 0.0426, kh = 1.922 and S = 0.456;
(b) T =2.0s, A =0.0075m, h/L = 0.117, € = 0.0165, kh = 0.735 and S = 1.198;
(c) T =3.0s, A =0.0068m, h/L = 0.074, € = 0.015, kh = 0.468 and S = 2.676.

To be able to apply appropriate length sponge layers, upstream and downstream, as
well as of using the wave-making internal source function from section 5.2 at x = Om,
the dimensions of the computational domain were set to (x,y) € [—10, 36m] X [0, 6.096m].
For cases of T = Ilsand T = 2s, 6 = 0.5 in (47) and L, = 6m in (46) while for T = 3s,
0 = 0.8 and L; = 9m was used. For the computations a relatively sparse triangular grid
was used, consisting of equilateral triangles with side length of 0.1m, leading to a mesh
of N = 32,766 nodes. The CFL number used was set equal to 0.5 for all cases.

Test case (a) is a quite demanding one due to the high dispersion degree, i.e. § =
0.456. For example, the standard Boussinesq equations cannot provide a reasonable
result due to the rapidly increasing error of the dispersion relation [114]. Fig. 7.14 gives
an illustration of the fully developed 3D free surface elevation for the case of T = lIs.
In addition to the obvious shoaling, the semicircular shoal and refraction effects focus
the waves at x = 21.5m along the centerline. The incoming waves are linear in the
deeper portion of the tank, but as they propagate onto the topography they become

steeper due to shoaling. After the focusing, wave energy gradually spreads out due to
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diffraction. Fig. 7.15 compares the spatial evolution of the first and second harmonics
with the experimental data, based on a Fourier analysis of the time series of the surface
elevation. The water surface elevation was measured along the centreline of the tank,
with distance 0.5m apart, and harmonic analysis was performed to obtain the amplitude
of frequency components. It can be observed that both the first and second harmonics
increase in magnitude in the focal zone and the numerical harmonics are consistent

with the laboratory data but slightly underestimate it.
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Figure 7.14: Shoaling of regular waves: perspective view of the free surface (top) and
surface elevation along the centerline at t = 40s for 7 = 1s
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Figure 7.15: Shoaling of regular waves: comparison of the computed and experimental
results for the wave amplitudes for the first and second harmonics along the centerline
for T = 1s

The other two cases have weaker dispersive degree but a higher relative nonlinearity.
Fig. 7.16 gives an illustration of the 3D wave patterns after t+ = 48.5s and the surface
elevation along the centerline for the case of 7 = 2s. For this relative longer wave, in
addition to the obvious shoaling, the semicircular shoal focus the waves at x ~ 19.2m
along the centerline, earlier than in the previous case. The incoming waves are linear,
but after the focusing on the shoal, higher harmonics become significant due to non-
linear effects. The energy transfer to higher harmonics is presented in Fig. 7.17 where
the spatial evolution of the first, second and third harmonics is compared with the
experimental data. As the waves propagate over the shoal, nonlinear effects from wave-
wave and wave-bed interactions become more evident, leading to the rapid growth of
the second and third harmonics. The results are consistent and in very good agreement
with the experimental data, where the modulation of the harmonic amplitude can be
seen in all cases. The results are similar or compare in favor to previous studies using
weakly nonlinear and dispersive BT models.

Fig. 7.18 gives an illustration of the fully developed wave patterns after r = 48s
and the surface elevation along the centerline for the case of T = 3s. For this test
case with nearly shallow water conditions, the combined refraction-diffraction over the

semicircular shoal becomes more complicated due to significant relative nonlinearity.
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Figure 7.16: Shoaling of regular waves: perspective view of the free surface (top) and
surface elevation along the centerline at t = 48.5s for T = 2s

The wave focusing phenomenon is again evident. The harmonic analysis presented in
Fig. 7.19 shows that the numerical results overestimate the first harmonic amplitude
and underestimate the second and third harmonics. This same trend has been pre-
sented also in most previous studies, we refer for example in [114, 103, 60, 163? ?
]. These discrepancies between numerical results and laboratory data were attributed
to the shorter evolution distance for this test case or to the presence of free reflected

waves.
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Figure 7.17: Shoaling of regular waves: comparison of the computed and experimental
results for the wave amplitudes for the first, second and third harmonics along the
centerline for T = 2s

7.6 Wave propagation over an elliptic shoal

In this test we study monochromatic wave propagation over a shoal. Berkhoff et al. [16]
carried out an experiment to study the refraction and diffraction of 2D monochromatic
waves over a complex bathymetry. Many researchers have used this test to validate
their Boussinesq models, although this is a standard test to verify models based on
the mild-slope equations. We refer for example to [179, 163, 138, 178, 132, 109]. The
model set up and bottom geometry is shown in Fig. 7.20. The wave tank was 20m
wide and 22m long, and the bottom topography consists of an elliptic shoal, over an
inclined slope of 1/50, forming a 20° angle with the x axis. The maximum water depth is
h = 0.45m at the wave maker, which is placed at y = —10m. The bathymetry is described
by the formula b = by + b, where

(5.82 +y,)/50, if y, <-5.82,
be(x,y) = (7.1)

0, otherwise
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Figure 7.18: Shoaling of regular waves: perspective view of the free surface (top) and
surface elevation along the centerline at # = 48s for 7' = 3s

and
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0, otherwise,

by(x,y) =

where x, = xco0s(20°) — ysin(20°),y, = xsin(20°) + ycos(20°). The incoming wave has
period 7T = 1s and amplitude A = 0.0232m while nonlinearity is € = 0.3 and Stokes

number is § = 1.13. Surface elevation was measured at sections x, = 0 and y,, =
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Figure 7.19: Shoaling of regular waves: comparison of the computed and experimental
results for the wave amplitudes for the first, second and third harmonics along the
centerline for 7 = 3s

[1.0, 3.0, 5.0, 7.0, 9.0] as shown in Fig. 7.20 and the mean wave height is computed.

x(m)

Figure 7.20: Bottom topography and position of experimental sections for the wave
propagation over an elliptic shoal test case

The computational domain is [-10, 10] X [-13, 15]. The grid consists of triangles
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with edge size of 0.1m and has been refined in the region of the shoal with sy = 0.05.
The sponge layers of 2.5m width, are placed at the top and the bottom of the domain
and a CFL value of 0.3 is used. The simulation period is 50s and the ten last waves are
employed to estimate wave height, using the zero-up crossing technique.

The results normalized by the incoming wave amplitude are reported to Fig. 7.21.
The agreement between the numerical results and the experimental data are quite
satisfactory and comparable to the results found in the literature [179, 163, 138, 178,
132, 109]. Wave’s focusing occurs behind the shoal, due to refraction and wave height
is well reproduced. In section 5 (see Fig. 7.20) the maximum amplification factor is well
predicted instead to other results in the literature [163, 179] which is underestimated.
These results demonstrate that wave refraction and diffraction can be well simulated

by the numerical model.

7.7 Solitary wave run-up on a plane beach

The below test cases are an extension of one dimensional test cases described in Section
4.4. The incident wave height for the case considered here is A/h = 0.28. As described
before, the wave broke strongly both in the run-up and the run-down phases of the

motion. The 2D topography of the problem in two dimension has the form

—xtanf, x < cotf
b(x,y) = (7.3)

-1, x> cotf

A solitary wave is placed at point that is located at half wavelength from the toe of the
beach. The initial surface profile for n and velocity u (with v = 0) was computed again
with the semi-analytical solution from [179]. Also, a Manning coefficient of n,, = 0.01
is used in order to define the glass surface roughness used in the experiments. We
consider a computational domain of (x,y) € [-20, 60m] X [0, 0.8m]. The numerical model
use a triangular grid consisting of equilateral triangles with side length of 4y = 0.05m
leading to a mesh of N = 30,428 nodes, the CFL number is C, = 0.35 and a sponge layer
is applied offshore with length of 5m. The threshold value is €,;, = 1.d — 5

Fig 7.22 and 7.23 compares the measured surface profiles and the models results
for different non-dimensional times. Numerical results using the hybrid wave breaking

model 6.6.2 (with §,7” = 0.55 \/@ and 9,7 = 0.15+/gh) and the eddy viscosity model
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Figure 7.21: Wave diffraction over an elliptic shoal. Comparison of the computed
average wave height with the experimental data [16] in sections 1-5 and 7

6.6.1 are simultaneously presented. Until time 7+/g/h = 10 the solitary propagates

through the shore and the two models are identical, as expected, since wave breaking

starts around ?+/g/h = 15. The experimental wave breaks around t+/g/h = 20. The

numerical solution for the new hybrid model, is represented like a bore storing the water
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spilled from the breaking wave behind the front. We can see the different approaches
of the two wave breaking models. In the eddy viscosity model the wave breaking is
simulated as a triangular bore. The numerical results agree well with the experimental
data. Similar behavior has been observed by other researchers too [189, 47, 108]. At
time tm = 25 the bore collapses at the shore and the results shows good qualitative
agreement except the front face of the bore which is due to the different bore head
at breaking time. After that the wave starts to run-up. The time of maximun runup
occurs at t\/g/_h = 45. up to that time the computed solution fully recovers due to the
volume conservation in both models. As the water recedes a breaking wave is created
at t\/(m = 55 near the still water level. The numerical solution is approximated as a
hydraulic jump. According to Kennedy et al. [93] the largest disadvantage of the eddy
viscosity model is that, in some cases, such as stationary hydraulic jumps, breaking
initiation is not recognized. For that reason oscillations at the numerical solution of
the eddy viscosity model where observed after t\/m = 55 and the solution became
unstable. Thus, no results for this model are include in Fig. 7.23 for times 7+/g/h = 70
and r+/g/h = 80. Zelt [189] has also mentioned that it might also be necessary to
treat that backwash bore by a completely different breaking algorithm in place of the
artificial viscosity model. On the other hand, the new hybrid breaking model has better
agreement with the experimental data. Although the numerical scheme used is of
third-order spatial accuracy, the numerical results are very similar to those obtained

by the 1D FV/FD scheme (see Section 4.4) which is fourth order formally in space.

Figure 7.24 shows distinct runup regimes for breaking and non-breaking waves
where maximum vertical runup is scaled by the water depth. Both measure and com-
puted runup results along with the theoretical runup law of Synolakis [157] are de-
picted. The current predictions are in close agreement with the experimental data
for breaking and non-breaking events. There is a distinct transition between the two
events, with the data to the right of the transition represent spilling and plunging break-
ers. Our model simulates the runup of plunging breakers extremely well indicating that
the proposed wave breaking treatment dissipates correctly the energy, associated to the
wave breaking, providing stable results without implementing artificial smoothing or

filtering.
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Figure 7.22: Free surface elevation of solitary wave run-up on a plane beach for A/d =

0.28 (cont)

7.8 Breaking waves on a sloping beach

Hansen and Svendsen [79] performed a number of regular wave test on plane slopes
in order to study wave shoaling and breaking on a beach. Waves were generated over
a 0.36m horizontal bottom, propagated shoaled and broke over a slope of 1 : 32.26.
Multiple tests were performed including plunging breakers, plunging-spilling breakers
and spilling breakers and many authors have used the experimental data for model

validation. We refer for example to [93, 164, 147, 90, 48, 175].

Two of these experiments, producing breaker types ranging from gentle spilling
to strong plunging, are recreated numerically, described in Table 7.2. We consider
T(s) regular wave’s period, H(m) the incident wave height and S the corresponding

Stokes number. The computational domain is 52m long and 1m wide were (x,y) €
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Figure 7.23: Free surface elevation of solitary wave runup on a plane beach for A/d =
0.28
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Figure 7.24: The normalized maximum runup of solitary waves up a 1:19.85 beach ver-
sus the normalized wave height. Solid line and circles denote computed and measured
data. Dashed line denote the runup law.
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[-26,26m] X [0, 1m]. For the computation a triangular grid was used, consisting of
equilateral triangles with side length sy = 0.025, leading to a mesh of N = 49,956
nodes. The CFL value used was 0.35 and y = 0.6. A sponge layer of L, = 10m is applied
at the offshore boundary of the domain and the wave-making internal source function
is used at a distance 14.78m of the toe of the beach. Bottom friction is not considered
in this test case. The free surface elevation is reordered at gauges which are placed
every 0.1m along the center-line. The time series are analyzed evaluating the mean
wave height and the position of the mean water level (MWL). The numerical results are
compared to the experimental data. Figure ?? shows computed and measured wave

heights and mean water level as the wave propagates up the slope.

Table 7.2: Experimental wave characteristics for Hansen and Svendsen Tests.

Test T(sec) H(m) S Breaking type
031041 3.333 0.043 17.5588 Spilling-plunging
051041 2.0 0.036 4.8077 Spilling

The computational domain is 52m long and 2m wide. The sloping beach starts at a
distance of 26m from the offshore boundary and the internal wave generator has been
placed at a distance of 14.78m from the toe of the beach (see Fig. 7.25). A sponge
layer is placed in front of the offshore boundary and for the cases considered here
L, = 10,10.4m for Test 041041,051041 respectively. For the computation a triangular
grid was used, consisting of equilateral triangles with side length of 0.5m, leading to a
mesh of N = 24,996 nodes. The CFL number used was set to 0.3 and 6 = 3.0 in all

cases.

Figure 7.25: Definition sketch of the numerical domain for the test cases of Hansen
and Svendsen [79]

Fig. 7.26 illustrates the wave-by-wave treatment and the /ysy area along the cen-

terline for our hybrid model and for test case 031041, at two time instances. As they
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propagate shore-word, the waves gradually steepen, due to shoaling, and the surface
variation criterion flags for breaking first. After a while the waves are fully broken and
energy is dissipated while propagating shore-word leading to a progressive decrease of
the wave breaker heights and front slopes. The surface variation criterion is active on
each bore front until the fronts reach the shoreline. Individual breaking fronts can be

seen as they are tracked by the model.
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Figure 7.26: Spatial snapshots, along the centerline, of regular waves over a slop-
ing beach with the flow between two consecutive vertical lines governed by the NSW
equations

The numerical results of the hybrid model and the eddy viscosity one, using 97" =
0.5 \/g_h and 97" = 0.15 \/g_h are compared to the experimental data in Fig. 7.27 for
case 031041. The results show the computed and measured wave heights and MWL as
the wave propagates shoal and breaks up the slope. Both sets of wave breaking formu-
lations predict reasonably well the location of the breaking event, that happens slightly
earlier compared to the experimental data. This is due to the overshoaling produced in
the numerical wave, which is closely connected to the nature of the weakly nonlinear
weakly dispersive BT model used here, [93]. The differences in the wave height predic-
tion at the swash zone, between the two models is attributed to the different nature of
the wave breaking mechanisms. The hybrid mechanism represents the breaking wave
as a shock storing the water spilled from the breaking wave behind the front while

the eddy viscosity formulation initiates a diffusion coefficient added to the momentum
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equation which models the turbulent mixing and dissipation caused by breaking. Wave
heights in the inner surf zone tend to be over predicted by the eddy viscosity model and
this has also been observed in [93, 147]. In the wave set-up results, a small discrep-
ancy between the measured data and the numerical results can be observed and its is
due to the transformation of the regular wave, as expected, since the Stokes number

in this case is 17.558 and is far away of the limits of the BT equations of Nwogu.
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Figure 7.27: Computed and measured wave heights(top) and set-up (bottom) for the
Hansen and Svendsen plunging breaker 031041

In Fig. 7.28, results of the hybrid model and the eddy viscosity one are compared to
the experimental data in for case 051041. Wave shoaling is again predicted moderately
well for both the hybrid and the eddy viscosity model, along with a somewhat premature
breaking. Again, the numerical prediction of the wave height in the inner surf zone is
better for the hybrid model compared to the eddy viscosity one. The same behavior can

be observed on the set-up computations.
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Figure 7.28: Computed and measured wave heights(top) and set-up (bottom) for the
Hansen and Svendsen spilling breaker 051041

7.9 Regular wave propagation over a submerged bar

Next, and for 2D, the regular wave propagation over a submerged bar test is imple-
mented. This test is extensively described (for 1D) in section 4.5 where test’s configura-
tion can be found. The experimental set-up was conceived to investigate the frequency
dispersion characteristics and nonlinear interaction of complex wave propagation phe-
nomena. As the wave propagates over a submerged bar multiple transformations occur,
such as non-linear shoaling, amplification of bound harmonics and wave breaking.Two
case are implemented using the 2D unstructured FV model. Case (a) and (c) (see section
4.5).

For the test case (a), and to be able to apply appropriate length sponge layers, up-
stream and downstream, as well as of using the wave-making internal source function
from Section 6.5 at x = Om, the dimensions of the computational domain were set to
(x,y) € [-10,30mm] x [0,0.8m]. ¢ in the wave generation function is 0.8 and L; = 6.5m.
For the computation a triangular grid was used, consisting of equilateral triangles with
side length of 0.05m, leading to a mesh of N = 72,679 nodes. The CFL number used

was set equal to 0.4. The free-surface elevations are recorded at eight gauges over and
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behind the bar as in the laboratory experiment. They have been placed along the flume
at x = 2.0, 5.7, 10.5, 13.5, 15.7, 19.0 m. The definition of the computational domain
along the centerline as well as the wave gauge locations are shown in Fig. 4.15. In
the wave evolution for the first non-breaking case (a) and, regular waves are generated
and propagated without changing their shape, until they reach the front slope. On the
slope the waves shoal since nonlinear effects cause the waves to steepen. The wave
amplitude grows and the surface profile becomes asymmetric. The back slope causes
the waves to breakup into independent waves traveling at their own speed. Hence,
bound higher harmonics are developed along the front slope, which are then released
from the the carrier frequency on the lee side of the bar as the water depth param-
eter kh increases rapidly. Fig. shows the results for case (a). The numerical results
provide good agreement with the experimental data for WG 4 and 5, reproducing the
wave transformations over the front slope and immediately behind the front slope. The
numerical results maintain relatively good agreement with the experimental data at WG
6-8 over the crest and the lee-slope, where the waveform undergoes significant trans-
formation with high frequency dispersion. Discrepancies arise behind the bar over the
flat bottom between numerical and experimental data for WG 9-11, where higher har-
monics are released. As it was commented in [142], a spectral analysis shows evidence
of fourth and fifth-order harmonics of 6 < kh < 10, which cannot be (fully) resolved
by the governing equations, but do not contain significant energy to affect the overall

performance of the model.

For the test case (c) the dimensions of the computational domain were set to (x,y) €
[-26,26m] x [0,0.8m] with sponge layer widths is set to Ly = 10.m at both ends of the
computational domain. For the computation a triangular grid was used, consisting of
equilateral triangles with side length of 7y = 0.014m, leading to a mesh of N = 25,078
nodes. The CFL number used was set equal to 0.35 with the value of v now set to 0.3.
All other computational parameters are like before. Since we are interested only on the
breaking behavior of the model and due to the inability of the BT model to fully resolve
the higher harmonics released at the lee side of the bar [92], only four wave gauges
were placed at x = 6,12,13 and 14m respectively as shown in Fig. ??, along with the

problem’s geometry along the centerline.

In the wave evolution, waves shoal along the front slope, since nonlinear effects

cause the waves propagating along this slope to steepen and broke at the beginning of
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Figure 7.29: Time series of surface elevation at wave gauges for periodic wave propa-
gation over a submerged bar

the bar crest. Breaking is classified as plunging. In the lee side, the back slope causes
the wave train to breakup into independent waves traveling at their own speed. Hence,
bound higher harmonics are developed along the front slope, which are then released
from the carrier frequency on the lee side of the bar as the water depth parameter kh

increases rapidly. Fig. 7.30 illustrates the wave-by-wave treatment and the /ygy area
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along the centerline for our hybrid model at different time instances (covering roughly
one wave period). The onset of breaking is correctly predicted close to the beginning
of the bar crest and continues along the flat of the bar leading to a wave height decay.
Individual breaking fronts can be seen again as they are tracked by the model.

Fig. 7.31 shows the computed and recorded wave forms at the four wave gauges
of interest. The numerical results of the new hybrid model are compared with those
produce by the Hybrid(¢) model and the experimental ones. The wave shape is well-
reproduced by the new hybrid model for all wave gauges. The wave height decay on the
top of the bar compare very well with the experimental data. The results obtained with
the Hybrid(€) model, although they are in phase with the experimental data, overesti-
mate the predicted wave height resulting in a different wave shape at the last gauge.
These results are due to the inability of this model to dissipate correctly the wave en-
ergy of the broken waves on the top of the bar, since wave breaking ceases before all
the wave energy is dissipated as discussed in section 6.6.2. One way to overcome this
problem would have been to pre-specify the region on the bar top to be governed by the
NSW model but this can not be consider as a universal approach in the application of

this model.

7.10 Solitary wave propagation over a two dimensional

reef

The next experimental test case initially presented in [142] is on solitary wave transfor-
mations over an idealized fringing reef and examines the model’s capability in handling
nonlinear dispersive waves along with wave breaking and bore propagation. It is an
extension of the 1d test case presented in Section 4.6.2. The 2D test presented here,
include a steep slope along with a reef crest in order to represent fringing reefs, found
in tropical environments. The computational domain is (x,y) € [0,83.7m] X [0, 1.1m]
and the topography includes a fore reef slope of 1/12 a 0.2m reef crest and a water
depth 7 = 2.5m. The reef crest is then exposed by 6¢cm and submerges the flat with
h = 0.14m. This test case involves a 0.75m high solitary wave which gives a dimen-
sionless wave high of A/h = 0.3. The computational mesh used has &y = 0.05 leading
to N = 43,563 mesh nodes. A CFL number of 0.35 was used, the wet/dry threshold

parameter €,; = 1.d — 6 and y = 0.6. Wall boundary conditions were placed at each
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Figure 7.30: Spatial snapshots along the centerline of regular waves breaking over a
bar with the flow between two consecutive vertical lines governed by the NSW equations
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Figure 7.31: Time series of surface elevation at wave gauges for periodic wave breaking
over a bar
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boundary of the computational domain and as suggested in [141] a Manning coefficient
n,, = 0.012s/m'? was used, to define the roughness of the concrete surface of the reef.
Experimental results for the free surface elevation were recorded at 14 wave gauges

[142] along the centerline of the computational domain.

Figs 7.32 and 7.33 compare the measured and computed wave profiles as the nu-
merical solitary wave propagates. The numerical solutions of the new hybrid BT model
is compared also with that of the NSW equations. As the initially symmetric solitary
wave shoals across the toe of the slope at x = 25.9m, it begins to skew to the front
with the NSW equations forming a vertically-faced propagating bore. Experimentally
the wave begins to break around ¢ = 33s developing a plunging breaker on the top of
the reef crest that collapsed around ¢ = 34.5s. Both models are mimicking the breaker
as a collapsing bore that slightly underestimates the wave height but conserved the
total mass. By time ¢ = 35.5s the broken wave begins to travel down the back slope of
the reef crest generating a supercritical flow that displaces the initially stagnant water,
generating a hydraulic jump off the back reef and a downstream propagating bore fu-
eled by the supercritical flow mass and momentum transfer. Laboratory observations
indicated this generation of the hydraulic jump and an overturning of the free surface
off the back reef along with a turbulent bore propagating down stream. Around 7 = 40s
the momentum flux balances at the flow discontinuity and the hydraulic jump becomes
stationary momentarily, while the bore continues to propagate downstream. The hy-
brid model predicts correctly the phase and amplitude of the discontinuities indicating

the correct energy dissipation during wave breaking.

At subsequent times, the end wall reflects a bore back that by time ¢ = 54s has
overtoped the reef crest generating a hydraulic jump on the fore reef and a reflected
bore at the back of the reef that travels again downstream. At this point, and as the
water rushes down the fore reef, the flow transitions from flux to dispersion-dominated
through the hydraulic jump. The hydraulic jump generates an offshore propagating
undular bore, which transforms into a train of dispersive waves over the increasing
water depth. The created bore at the fore reef propagates as a shock for the NSW
equations offshore due to the hyperbolic character of the equations, as can be seen in
Figure 7.33. The NSW model totaly smooths the results with an additional phase shift.
On the other hand, the BT model reproduces correctly the decaying undular bore as

well as the subsequent higher harmonics released at later times.
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Figure 7.32: Evolution of surface profiles and wave transformations over an exposed
reef for A/h = 0.3 and 1/12 slope
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Figure 7.33: Evolution of surface profiles and wave transformations over an exposed

reef for A/h = 0.3 and 1/12 slope
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The use of the proposed breaking criteria is critical, in this particularly challenging
test case, in order to capture the stationary and nearly stationary jumps and reflected
bores on the flow profile. The evolution of the breaking regions can be seen in Fig. 7.34.
Stationary hydraulic jumps are correctly recognized by the local slope angle criterion
in all instances. The development of an undular bore in the flow justifies the use of
the critical Froude termination criterion which correctly recognizes the non-breaking

undular bore which is resolved by the BT model as it travels in deeper waters.
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Figure 7.34: Spatial snapshots along the centerline of a solitary wave propagation over
a two-dimensional reef with the flow between two consecutive vertical lines governed
by the NSW equations

Figs 7.35 and 7.36 compare the computed and recorded surface elevation time
series at specific wave gauges. Fig. 7.35 compares the computed and recorded surface
elevation time series at the wave gauges before the reef and Fig. 7.36 after the reef.
The recorded data from the wave gauges at x < 50.4m shows the effect of the dispersive
waves on the free surface. The produced train of waves over the increasing water depth

and the resulting undulations were intensified as higher harmonics were released. As
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a matter of fact, wave gauges near the toe of the slope recorded highly dispersive waves
of kd > 30 [142]. The hybrid BT model managed to reproduce these highly dispersive
waves with the correct phase and height strengths. The computational results are
comparable to those obtained by the 1D FV/FD model (see Section 4.6.2). The 2D New
Hybrid breaking model, seems to be more efficient recognizing and handling undular
bores due to the 2D nature of the solver. More over the efficiency of the wet/dry front
treatment is confirmed from the time series of the WG which is placed on the reef (at

x = 58.05m).
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Figure 7.35: Time series of the normalized free surface at the wave gauges before the
reef
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Figure 7.36: Time series of the normalized free surface at the wave gauges on top and
after the reef

7.11 Solitary wave propagation over a three-dimensional

reef

Swing and Lynett [156] performed two laboratory experiments at the O.H Hinsdale Wave
Research Laboratory of Oregon State University, to study specific phenomena, that are
known to occur when solitary waves approach a shoreline, such as shoaling, refraction,

breaking and turbulence. The basin is 48.8m long 26, 5m wide and 2.1m deep.

7.11.1 Casel.

For the first benchmark case, a complex bathymetry from x = 10.2m to x = 2.5m
consisting of a 1 : 30 is connected with a triangular reef flat submerged between 7.5c¢m
and 9cm below the still water level. The offshore shelf edge has an elevation of 0.71m

with the apex located at x = 12.6m. The steepest slope of the shelf is at the apex and
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becomes milder moving along the shelf edge toward the basin side walls. The planar

beach continues to x = 31m and then becomes level until the back of the basin.

Seventeen wave gauges which measure the free surface elevation, three of them
are also Acoustic Doppler Velocimeters (ADVs), in alongshore and cross-shore ar-
rays which measure the velocity. Gauges 1 — 7 are located at y = Om and x =
7.5,11.5,13,15,17,21,25m, gauges 8—13 are located aty = Smand x = 7.5,11.5,13,15,17,21,25
and gauges 14—17 are located along x = 25mand y = 2,5,7,10m.. ADV 1-3 are placed at
(13.0,0.0)m, (21.0,0.0) and (21.0,5.0)m. An unstructured mesh refined along the shelf
with N = 87,961 nodes has been created for this problem with Ay = 0.1m at the refined
region. The CFL value used was 0.4 and y = 0.6. A solitary wave of 0.39m in height
is placed along x = 5m at time ¢ = Os. Fig 7.37 shows a series of snapshots of the free
surface which propagates over the shallow water shelf, creating a strongly plunging
breaker. At time t = 3s the solitary propagates unchanged since the topography is
flat until x = 10m. As the wave approaches the shelf apex, breaking begins along the
center-line. The bore front propagates onshore, while the wave along the sides shoals.
Up to time ¢ = 8s a plunging wave has been developed along the entire length of the
reef edge and a new bore has been developed at the apex of the shelf, which propagates
over and away from the sill. The flow transition into a surge moving up the initially
dry slope propagating over the reef and slope complex. At r = 16s a third bore-front
is visible further onshore and it is a portion of the first bore which has been reflected
off the top of the planar beach generating an offshore flow. Six seconds later the third
bore-front converges at the apex of the shelf as a refraction phenomenon, while the flow
at the top continues to move forward. At ¢t = 35s and along the self edge, the offshore
flow leads to the formation of a nearly stationary hydraulic jump. The last snapshot
shows the reflection from the downstream boundary which has propagate on the slope

and a second run-up is observed.

The solitary wave as it propagates on the 3D reef is presented in Fig 7.37. Fig. 7.38
shows the time series of the computed surface elevation recorded measurements at WG
1-7, located along the center-line. The first two wave gauges show the solitary wave
as it travels in the constant depth portion of the tank and the arrival of the wave is
almost correctly predicted. Moving onshore, at WG 3, the front face of the bore-front
is approaching in a vertical shape, just prior to breaking. By the time ¢t = 6s the bore-

front has reached WG 4 ans wave breaking has begun as revealed by the decay in wave
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45

Figure 7.37: Water surface for solitary wave propagation on a 3D reef at different times
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height. At the next two gauges the height of the bore-front has decreased significantly
as it travels further onshore. The second bore-front created at the apex of the reef is
depicted in WG 3 around ¢t = 10s and can be sown as it travels onshore and interacts
with the third one at WG 6 around ¢t = 20s. The third bore-front is a reflected bore
created on the reef slope and ten travels off-shore. The model agrees equally well with
the measurements at the remaining wave gauges.

Fig. 7.39 shows the time series of the surface elevation for the wave gauges located
along y = 5m, while Fig. 7.40 shows the same for the wave gauges located at the edge
of the reef flat. Finally Fig. 7.41 compares recorder and computed velocity components

in the x and y directions at three of the gauges.

7.11.2 Case II.

The second benchmark cases utilizes the same topography as the previous case but with
a concert cone of 6m diameter and 0.45m height fitted to the appex of the reef between
x = 14m and 20m. Nine wave gauges where placed to measure the free surface elevation
along with three ADVs alongshore and cross-shore to measure the velocity as shown in
Fig. 7.42. Gauges 1,2, 3,7 where located at y = Om and at x = 7.5, 13.0,21.0, 25m respec-
tively, while gauges 4, 5, 6, 8 where located at y = Sm and x = 7.5,13,21,25m. ADVs 1-3
are placed at (13.0,0.0)m, (21.0,0.0) and (21.0, —5.0)m respectively. The computational
domain is extended from x = Om to x = —5m with a constant water depth of 0.78m.
The same unstructured mesh,with the first benchmark case, was used. The CFL value
used was 0.4 and y = 0.6. A solitary wave of 0.39m in height is placed along x = 5m
at time 7 = Os. It should be mentioned that, A/h = (0.5 in this problem which consti-
tutes a particular demanding case for the BT model used due to its high nonlinearity.
Fig. 7.43 shows the computed water surfaces at various times. At the initial stages the
wave front becomes very steep as the solitary wave advances on the self. The solitary
wave begins to break along the centerline around ¢ = 5s, when it crosses the shelf’s
apex. By time ¢t = 6.5s the resulting surge completely overtops the cone while the wave
along the basin’s sides continuous to shoal. By time ¢ = 8.5s the refracted waves and
the diffracted waves collide on the shelf. The refracted waves collide at the lee side of
the cone as edge waves which propagate around the two sides of the cone. The waters
withdraws from the cone and the borefront from the diffracted wave propagates onshore

and reinforces the refracted waves from the reef edge. A new bore is created from the
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Figure 7.42: Three-dimensional reef problem geometry along with wave gauges’s and
ADVs'’s locations

drawdown of the water and collides with the refracted waves.

Fig. 7.44 presents the time series of the computed surface elevation recorded mea-
surements at WGs 1-9. At the first two gauges the arrival of the wave is almost correctly
predicted. WG 2 is located at the point where wave breaking is initiated. The collision
of the refracted and diffracted waves at the lee side of the cone is almost exactly com-
puted by the model without an over-prediction of the the wave height as can be seen
from the results in WG 3 around time ¢t = 8s. The data and model comparisons at
WGs 4, 5, 6, 8 and 9, located at the north side of the shelf, indicate that the numerical
model predicts wave shoaling, refraction and breaking on the shelf accurately. The
onshore propagation of the diffracted waves and the subsequent water recession is well
predicted as indicated by the results at WG 7. We note her that, after time ¢ = 40s
the numerical results start to deviate from the measurements due to late arrival of the
numerical reflected waves from the extended computational domain.

Finally, in Fig. 7.45 the velocity time series measurements are compared with the
numerical ones at the different ADVs locations. The hybrid BT model matches the u-
components of the velocity reasonably well by predicting correctly peak velocities as well
as the entire trend in time of the u— velocity profiles. The v- velocity results where not
compared with measurements from ADV 1 and ADV 2 since the measurement values
were too small, a similar observation has been made in [147]. The production of the
v-component of the velocity is well predicted by the numerical model at the location of
ADV 3. It is noted that, the measurements at ADV 3 record the initial wave’s shoaling,

breaking and refraction.
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Figure 7.43: Water surface for solitary wave propagation on a 3D reef at different times
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Figure 7.44: Time series of surface elevation for solitary wave propagation on a 3D reef
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Chapter 8

Conclusions

As a wide number of topics have been touched upon, the conclusions from this thesis
are many. This thesis has three main parts each of them providing different concluding
remarks. The most important of these are highlighted in Section 8.1. Some recommen-

dations for further research are also provided in Section 8.2

8.1 Summary and concluding remarks

The first part of this thesis describes the development of an 1D alternative hybrid FV/FD
conservative numerical model with shock-capturing capabilities for solving Nwogu’s
and MS equations, formulated as to have identical flux terms as to the NSWE. The
application of a fourth-order conservative Godunov-type FV method for the evaluation
of the advective fluxes makes the proposed scheme shock-capturing. An improved nu-
merical treatment for the topography source terms and the conservative computation
of wet/dry fronts results to a well-balanced scheme. Further multiple wave break-
ing models for the BT equations presented, introducing also a new more stable hybrid
BT/NSWE modeling for breaking waves. This new approach is of the hybrid-type mean-
ing that the strategy proposed is that of switching to NSWE, by locally suppressing the
dispersion terms in the vicinity of a breaking wave. A stable methodology is developed
for the smooth transition between the two models within our FV framework, when wave
breaking occurs in a numerical simulation. With this methodology, any non-physical
mix of the two models is avoided and there is no need for any numerical filtering to be
applied.

Special attention was paid to comparing both BT models to the NSWE confirming

231
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that for long wave’s that don’t break, differences between NSWE and BT models where
small. Although the NSWE can be suefficient in some cases to predict maximum
runup values and the general characteristics of propagating waves, the two BT models
provided considerable more accurate results for highly dispersive waves over increasing
water depth. The two models showed a good agreement with "challenging" experimental

data, with Nwogu’s equations to slightly perform better behavior than MS equations.

The second part of this work consists of comparing two types of FV schemes for the
2D NSWE. A CCFV and a NCFV one. Both FV approaches are widely used nowdays
individual advantages of each of the two approaches have been extensively presented
in the literature but except [51] and this work there exists no consensus about which
approach offers more advantages. We compare these two FV schemes and study their
relative performance, robustness and effectiveness, with a controlled environment for a
fair and extensive comparison. Both schemes compared to analytical solutions and con-
vergence studies have been performed along with grid refinement studies. Concluding
remarks from this comparison can be found in Section 5.7.4. The most advantageous
of them is that for the CCFV approach different convergence behavior is exhibited (with
an order reduction) for grids where the center of the face does not coincide with the
reconstruction location, while the NCFV scheme exhibited identical convergence be-
havior on all grids. Further, the effects of the grid’s geometry at the boundary can lead
to order reduction for the CCFV scheme (if the center of the face does not coincide with

the reconstruction location), even for good quality grids.

Thereafter and using the BT equations of Nwogu and the NCFV approach, a new
2D unstructured FV numerical model has been developed for the aforementioned BT
equations. To the best of our knowledge this is the first time that this FV approach is
applied in extended BT equations for unstructured triangular meshes. The edge-based
structure adopted can provide computational efficiency, since most of the geometric
quantities needed can be calculated in a pre-processing stage. The BT equations formu-
lated as to have identical flux terms as to the NSWE. The conservative formulation and
the higher order FV scheme enhance the applicability of the model without altering its
dispersion characteristic. The well-balanced topography and wet/dry front discretiza-
tions provided accurate, conservative and stable wave propagation and run-up. Using
the NCFV formulations we impose boundary conditions through weak formulation and

no ghost cells have to be used.
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The numerical model was validated against standard test cases of non-breaking/breaking
wave propagation over variable topographies with emphasis to comparisons with ex-
perimental results. We observed that the 2D numerical problems presented in Chapter
7 have similar or better results than the 1D problems presented in Chapter 4. We must
keep in mind that the numerical scheme in 1D is of fourth-order accurate while the one
in 2D is of third-order accurate. In all test cases, the presented results were in good
agreement with experimental data and previously published solutions within the limits
of applicability of the equations.

Different types of wave breaking mechanisms have implemented for the BT model
presented. The New Hybrid model has been extended to 2D and was proved more
stable and accurate than others applied in this work. A certain combination of criteria
is established to characterize the initiation of wave breaking based on the free surface
elevation and the local slope angle, with only few parameters needing to be calibrated
depending on the test case. More precisely, in the test cases considered in this work,
only the parameter that governs the surface variation criterion had to be adjusted and
only for the case of regular waves propagating over a submerged bar.The complementary
nature of these two criteria was proven efficient and robust in tracking broken wave
fronts as well as stationary breaking or partially breaking hydraulic jumps. In addition
the methodology for the smooth transition between the two models, when wave breaking
occurs is extended in 2D. Like before no numerical filtering is applied. In conclusion it
is relatively straight forward to extend existing SWE codes that use (unstructured) FV

schemes as to include dispersion characteristics for deeper water simulations.

8.2 Future Work/Recommendations

We conjecture that the present approach can be applied to other BT models (w.g.
Madsen and Sgrensen [112],standard Boussinesq). Furthermore, it would be relatively
straight forward to extend existing SWE codes that use (unstructured) FV schemes as
to include dispersion characteristics for deeper water simulations. The conservative
form of the equations along with a conservative FV scheme is ideal for shock capturing
when moving from deeper to shallow water.

For deeper water the weakly nonlinear, weakly dispersive equations (like Nwogu’s

and MS) can be prove inadequate. See for example the performance of the equations
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in the test cases 4.5 and 7.9 (wave propagation over a submerged bar), at the back of
the bar where kh grows and its out of the range of the equations. So extension of the
proposed methodology to highly nonlinear BT models can be performed.

Further the quest for extending to even higherorder spatial accuracy for FV schemes
that combine state of the art techniques for the leading order terms such as, Riemman
solvers, higher order reconstruction, well-balanced discretizations and wet/dry front
treatment is an ongoing process.

The algorithms presented here and all the test cases executed as a single process
(on a single core) on a 2.5Gz Intel Core i5 processor. Ideally, they could be implemented
on parallel platforms, allowing more rapid calculations, especially for real life problems,

in which the computational domains are large.



Appendix A

Initial conditions

Some solitary wave solutions for extended Boussinesq models are presented next.
These solutions have been used as initial conditions from the numerical models pre-
sented in this work, since no-analytical solutions for the equations of Nwogu [127] or

for those of MS [114] exist.

Wei et al. [179] have derived an approximate solitary wave solution for the BT
equations of Nwogu [127]. Using the 1D Nwogu’s equations in dimensionless form in
constant depth 4 we denote u = kh and € = A/h. Substituting the velocity potential
to the equations, retaining terms that are consistent with the BT equations and after

some calculations we obtain:

n = A;sech*(B(x — Ct)) + Aysech*(B(x — Ct)) (A.1)
u, = Asech(B(x - ct)) (A.2)
where
2 _
a4 = 1, (A.3)
eC
Cc?-1 12
b= {4u [(a + 1/3>—a02]} ’ a4
2 _
A = -1 (A.5)

32 [(@+1/3) — aC?]’

(C? = 17 |(@ + 1/3) + 20C?]

A= TR Tar i3 —al] (A-6)
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C can be found solving the equation:
20(C*? = Ba + 1/3 + 2ae) (CH)? +2e(@+ 1/3) (CH +a + 1/3 = 0. (A.7)

The corresponding dimensional expressions for A, B, A, A, are:

C2 - gh
A = cg : (A.8)
2 12
B = € —sh , (4.9)
4@ + 1/3) gh’ — ah?C?]
C - gh
A, = 3 h (A.10)

3[(@+1/3)gh—aC?]”’

2 _ 2 (a+1/3) h + 2aC?
A, = € gh’| § ]h (A.11)
2¢hC?  [(a+1/3)gh — aC?]

Synolakis [157] used the following surface profile to derive a result for the maximum
runup of a solitary wave climbing up a sloping beach. A solitary wave centered at x = X;

at t = 0 has the following surface profile:
A 2
n(x,0) = o sech™ (y(x = X1)). (A.12)
where

B
7= N

and using the lowest-order approximation, the horizontal depth-averaged velocity is

given as:

gh )
h Asech” (y(x — X)). (A.13)

This approximation has been used by [163] as an initial condition to validate their

model.
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