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Abstract

Over the years CMOS has prevailed as the dominant technology for analog and radio
frequency integrated circuit (RFIC) design, due to its high performance-to-cost ratio
and the fast pace of market introduction, compared to other technologies. With the
integration of digital and analog blocks on a single chip (SoC), the technology choice
is dictated by the digital domain since it highly benefits from the advantages of down-
scaling. Thus, CMOS technologies down to the deca-nanometer regime have been
proposed and implemented, with technologies of 45 nm and 30 nm currently being
state-of-the-art. However, a large amount of RFIC design is still performed using
technology nodes with channel length of 180 nm and 90 nm. The latter is widely
considered as sweet-spot for RF CMOS circuit design and hence has been widely
used for mm-wave circuit design, covering frequencies up to 100 GHz and even
above.

The demand for ultra low voltage/ultra low power circuits becomes more im-
perative with technology scaling and supply voltage reduction, requiring advanced
design techniques to exploit the scaling capabilities and alleviate its limitations. This
thesis provides guidelines for low-power (LP) RFIC design, focusing on low-noise
amplifier (LNA) design, by implementing, measuring, characterizing, and modeling
a 90 nm CMOS LP process, from DC to RE. De-embedding is applied to RF and
noise measurements in order to remove parasitics inserted from pads and intercon-
nect lines from the device-under-test (DUT).

The RF noise behavior of the examined technology node, has been covered by
modeling the measured noise parameters, namely NFpiq, Ry, Topt, over a wide range
of measured frequencies, bias points, and channel lengths. Power spectral densi-
ties of drain current noise, gate current noise, as well their correlation are presented.
Model parameters essential for circuit design, e.g., excess noise factor, y, and ther-
mal noise parameter, d are verified with measurements for the first time, for various
channel lengths over the channel inversion level. The influence of short-channel
effects on the noise characteristics is presented and RF noise scaling trends are intro-
duced. The optimum bias point for noise matching of the investigated 90 nm CMOS
process is obtained close to moderate inversion (M.I.) and is shown to be shifted to
inversion levels within the M.I. region, as channel length decreases.

Small signal characterization and modeling of active devices is performed and
conventional as well as more complex figures of Merit (FoMs), recently proposed,
such as transconductance frequency product, are examined. Measurements, for the
90 nm case, and technology computer-aided design (TCAD) simulations for tech-
nology nodes of nominal channel lengths ranging from 180 nm to 22 nm are used,
revealing the great potential of downscaling on the overall performance of RF cir-
cuits, despite their certain drawbacks. The upper bound of dynamic range, set by
the device non-linearities, and exported by DC as well as RF measurements is also



examined in terms of 1 dB compression point, P|4p, and third-order intercept points,
Prp3 and Vip3, and their scaling trends with respect to inversion level are indicated.

Results are validated with the charge-based EKV3 compact model which takes
into account short channel effects such as channel length modulation, velocity satu-
ration and carrier heating and its accuracy and scalability are demonstrated.

Eventually, circuit implications of the above-mentioned individual and combined
MOSFETS’ characteristics are presented. Optimum design of a low power cascode
LNA at 5 GHz is achieved using the extracted EKV3 model and following the guide-
lines resulting from the noise and small-signal analysis of the investigated process.
The circuit is biased in the M.I. region showing an overall exceptional performance
in terms of power consumption, noise, and gain. Moreover a single-stage 30 GHz
LNA is implemented and measured in 90 nm CMOS, achieving high performance,
compared to multi-stage architectures.

iv



Iepiindm

Ta teheutaia ypovia, 1 teyvoloyio CMOS €yel emixpathoet, anoxtwvtag xuplapyo
PONO GTNY GYEDIAOT] AVOAOYLXDY HXUXAOUATODV Xl OAOXANEOUEVLY XUXAOUATODV
oA udhnhay ouyvothtwy (RFIC). Auté oupfoiver xuplwe Adyw tou uniold
AOYOUL amOBOCNG TEOC HOGTOC XOL TNG YPHYORPNS ELCAYWYHS XU EVOWUATWOTNS
TOUG OTO TEDIO TNG UIXPONAEXTEOVIXNG, CUYXELTIXA YE dAReg Teyvohoyieg. Me
NV EVowpdTnon xou cuviTaedn oto (Blo chip, avaloy®dy xou Pnelaxady xu-
xhwPdTwy, N emhoyh e teyxvoloyiac oyedlaone xadopileton and to Ynpioxd
XOPUATL, 0pol oUTO EXUETAAAEVETOL OTO EMAXEO TOL TAEOVEXTAUATA TNG UElWwOTNg
ToL Uxoug xavahiol. ‘Etol howndy, CMOS teyvolroyiec tne td€ng twv dexddwy
vavouétpwy €youv mpotadel xan viomoundel, pe teyvoroyiec Twv 45 nm xou
30 nm, va Yewpolvton awyur) tne teyvohoyloc. Qotdéoo, onpavtixde aprdudc
oxediaong RF xuxdwudtwy npayyatonoleiton xdvoviag yefon SoUmY Ue Unxog
xovohio 180 nm xon 90 nm. H teyvoroyio tewv 90 nm Yewpeiton xoufuen yio
v oyedlaon RF xudwpdtonv x étol ypnoylonoleiton eupéwe, axodua xou ot
ouyvotTnTe dvew twv 100 GHz.

H avdryxn yior xuxhopoto Tohd younAhie tpogodoactoc xat xatovdilwong yive-
TOlL IO ETUTOXTIXY HE TNV oWixpuvon 1wy CMOS teyvohoylody xaL Ty avtiotoiyn
uetwon e Tdone Teopodoactog, ATUTOVTIC TEONYUEVES TEYVIXEC Oyedlaong yia
™V o&lonoinon TV TAEOVEXTNUATWY ToU TEoXVTTouY and TNy Uelwon tou wi-
XOUG XOVIALOD %ol TNV EAGPEUVOY) TWV avTioToLY WV pelovexTnudtony. H tapolboa
dlatelfy), mapéyet xateuduvtriples yeoppés yio oyedioon RE xuxhwudtonv, mohd
YOUNATc xatavdhwong, ecTidlovtag otny oyedlaon evioyutey youniod YoplBou
(LNA). Tt Tov oxoné autd, €xel uhonomdel, petpndel, yopuxtnplotel xou povte-
homowndel teyvoroyia 90 nm tng TSMC, and cuvivxec undevixAc cuyvoTNToC
(DC) péypt RE. Ot napoottinéc ywpnxdtnies nou eugavilovial 6TiC HeTPNOoELS
RF xaou Yopifou, AMoyw tng Unapng twy Soumy yia tnv nhextewy| emogy| (pads)
X0 TWV YPOUU®Y YETAPOpdS, €xouy agoupedel and tic Souéc mou pehetidnxay,
péow cLYXEXPEVLY TeEYVXGOY (de-embedding).

H ouunepupopd tou RF Yopifou tne e€etaldpevne teyvohoyiag el xahu-
pUel LOVTEAOTIOLOVTOG TIC HETPOVUEVES TopauéTeoug Yoplou, cuyxexpluéva Tou
ehdytotou mopdyovia YopliBou (NFmin), tne toodivaune avtiotaone Yoplfou
(Rn) xau tou mapdyovta avéxiaone otny eicodo (Topt), ot éva peydho ebpog
oLUYVOTHTWY, onuelwy TOAwoNS xou prxoug xavohol. H @aopater muxvotn-
o oyVog Tou Yoplfou Tou PELHATOC XAVaA), TOu PEVHATOC TOANS Xou TNG
ocuoyétiong toug avahletan extevwg. Ilopduetpol Yoplfou, ue Bapbvousa orn-
pocta oty oyedlaon RF xuxhwpdtwy, 6nwg o napdyovtoag Yoplfou v, xou 1
napdpetpoc Yepuixod YoplBou, 8, povtehomololvtal xou emohndebovio Yéow
HETPNOEWY Yla TEAOTY Popd, YLo Bldpopa uixn XAVUAO), KOS TEOC EVOV YoEo-
xTnploTd delxtn avtioTpo@ric oto xavdil Tou MOS transistor, ovopatt delxtng



avactpopric. H enldpaon twv @awvouévwy xoviod xavaiiolh ot YopoxTetoTixd
Tou YopUPBou PEAETATAL X0 1) CUUTERLPOPE TWV YOLUXTNELOTIXWY AUTWY UE TNV
petworn tou pnixoug xavaiiod ewodyeton o Ttopovoldletar. To Béltioto onuelo
TOAwoNG Yiot TV elaytotonoinom tou YopBou, e eletalbuevne 90 nm CMOS
TeYVohoY(og, EMTUYYAVETOL XOVTA o PETPLO ETUIMEDO VAo TEOPAC Xat PafveTol
vo. petatonieTton Tpog To YEGO TNG MERLOY TG UETELIC VIO TPOPNS, HE TNV Uelwon
TOU UAXOUS XOVOALOV.

H RF an68007 TV evepy®v Boumy TS Teyvoroyiog UeAETdTOL UEGK TOU Yo-
POXTNELOUOL X0 TNE HovTEAOTOMoNG mixpol orfuatos. Khaoouxol, odhd xa mio
TponyUévol delxteg anddoorng, mou €xouy mpotael TEOCPATA, YENOCULOTOLOVVTO
YioL VoL Teplypdtpouv Tig BUVATOTNTES TWV SOUMY VoL EVIOYUOLY aclevi orjuato éwg
o) uPNAég ouyvotnTee. I'io Tov oxomd autd, Exouy yenolponoinlel UETpNoELS
v v 90 nm teyvoloyia, xodoe enlong xou dedouéva uéow mpocouolnong ot
unoroyioth (TCAD), vy teyvohoyiec Ue ovopooTxd wixn xovahol ond 180
éwe 22 nm. An’ ta ev Aoyw Bedopéval TPoXVTTOUV To ONUAVTIXG TAEOVEXTH-
HaTOL TNG OuiXEUVONE TOU UAXOUE XovaloU, HECW TNS ELoaYWYNS TEONYUEVLY
TEYVOAOYLDY, 01N cuvohx RF anédoor twv ohoxAnpnuévey xuxhoudtwy. To
Gve 6pt0 ToU JuVaIXOL EVPOUEC TV XUXAWUATWY, To onolo xadoplletar and Tig
un-yeouuxdtnTeS, xan to omofo e€dyetan and DC xou RF petprioelg, avolbeton
enlong péow avtioTolywv dewxtwv anddoorngc. Tétowoug delxteg anoteholv To
onuelo oupmieong xotd 1 dB, xou t0 onyelo Toprc Twv TEOdVTKLY Teltne TAENg
HE TN OLVIOTMON TOL Ghuatog oty xopla cuyvotnta. ‘Olol ol deixteg e&etd-
Covtan ¢ TPog TO UAXOS XoVoAlob xou Tov SelxTn avtlotpogrc, topouctdloviag
avtioTolyn ocuuneplpopd e Toug Belxteg YoplfBou.

To anoteAéopota entxupdvovTal PE To cupnayés poviého EKV3, 1o onolo
Baoiletan oty Yewpla @optiwy xou to onolo AauPdver unddm to ouvduevo xov-
TOU Ui n0oug XxavaAlo), OTWS 1) BLOHORPPWST) UWAXOUS XOVOAOU, 0 XOPECUOSC TNG
TayoTTog X 1 avénon g Yepudtntag twv @opéwy. H axplBela xon enexta-
odT™Td Tou, emdexviovial oe 6Ao To £0po¢ TwV Bladéoiuwy PETPROEWY, WS
TPOC TO UMXOS XAVIALOY, TNY CUYVOTNTA Xl TO ONUEID TOAWOTC.

Evtéhel, noapouoldloval EQUpUOYES OAWY TWY THPATAVE BEMTOY anddoong
GE OANOXANEWUEVA XUXAWDUOTA EVIGYUTOV youniol Yoplfou. H Béltiotn anddoon
evog cascode LNA ota 5 GHz emituyydveton xdvovtag yerion tou e€aydévtog
EKV3 povtéhou, yenotlomoldvtos Tic xateLBuVTnpleS YRUUUES TOU TEOTEVOVTOL
ota mhalowa Tne dratefBrc. O evioyutrc TOAGVETOL OTNV TEPLOY TNG HETPLOC
VAo TEOPNS, EMLTUYYAvVOVTOS TOM) UPNAY anddooy, AauPdvovtac umddn dloug
Toug empépoug Belxteg anddoong, Omwe x€pdog, V6puPog, HUTAVIAWGTY), XTA.
Emniéov, évag evioyuthg yauniol Yopdfou, wovol ctadiou, ota 90 nm, yio
hertovpyio otar 30 GHz, €yel vhomoindel xon petpendel, emituyydvovtag vdmAy
an6door 6 oUYXELON PE OPYLTEXTOVIXEC TOANATAGY oTadiwY.

vi



Contents

Contents

List of Figures

List of Tables

1 Introduction

2 Low Noise Amplifier Design

2.1

22

2.3

24
2.5

2.6

Receiver Architectures . . . . . . .. ... Lo
2.1.1 Noise of Cascaded Stages . . . . ... ... .. ... .. ......
2.1.2  Nonlinearity of Cascaded Stages . . . . .. ... ... .......
LNA Requirements . . . . . . . ..o oo v v v v i it
2.2.1 Matching . . . . . . ...
2.2.2  Stability and Reverse Isolation . . . . . . ... ... ... ......
223 PowerGain . . . ... ... L

224 NOISE . . . .o i
2.2.5 Power Dissipation . . . . . ...
LNA Topologies . . . . . . . o v v v i e e

2.3.1 Common-Gate LNA . . ... ... ... ... ... ... .. ...,
232 Common-Source LNA . . . ... ... ... .. ... . ... ...
2.3.3 Common-Source LNA with Resistive Feedback . . . . . . ... ...
2.34 Common-Source LNA with Thermal Noise Cancellation . . . . . ..
2.3.5 Cascode CS with Inductive Degeneration . . . . ... ... .....
2.3.6  Transformer-Feedback LNA . . . . ... ... ... .........
2.3.7 Ultra Low-Voltage/Power LNAs . . . . . .. .. ... .. ......
mm-wave LNA Design - An Overview . . . . . . . ... ... ... .....
30 GHz LNA - Implementation and Results . . . . .. ... ... ... ...
2.5.1 SchematicDesign. . . . . ... .. ... .. ... ... ..
2.5.2 LayoutDesign . . . .. ... ... ...
2.5.3 Post-Layout Simulation Results . . . . . ... ... ... ......
254 Measurements . . . ..o e e e e e e e e e e e e e
Low-power LNA DesignatSGHz . . . . ... ... ... ... .......

vii

vii

xi

XV



CONTENTS

3

6

viii

RF Test Chip: Fabrication and Measurements

3.1 Implementationof the RFTestChip . . . .. ... ... ... ........

3.2 Measurements . . . . . ... u e e e e e e e e e e e e e e e
3.2.1 Noise Measurements . . . . . . . . .o v v vttt ittt e
3.2.2  S-Parameters Measurements . . . . . . . . . .. ... ...

33 De-embedding. . . . . ... ..
33.1 RFDe-embedding ... ....... ... ... ... ...
3.3.2 Noisede-embedding . . . .. ... ... ... ... ... ... ...

Figures of Merit for RFIC Design
4.1 High Frequency Modeling . . . . ... ... ... ... .. ... . ....
42 MOSExtrinsicPart . . . . ... Lo L
4.3 Transistor Figuresof Merit . . . . . . ... ... ... .
43.1 TransitFrequency . . . ... ... ... ... .. ... ...
4.3.2 Maximum Oscillation Frequency . . . . ... ... ... ......
433 FoMforLNADesign . ... ... ... ... ... . .......
4.3.4 Gain Transconductance Frequency Product . . . . . ... ... ...
44 Nonlinearity . . . . . . . . . .. L e e e e e e e e e
45 Resultsand Discussion . . . ... ... ... ... Lo L
4.5.1 Parasitic Resistances and Overlap Capacitances . . . . . . . ... ..
4.5.2 Transit Frequency and Maximum Oscillation Frequency . . . . . ..
453 FoM for LNA Designand GTFP . . . . ... ... ... .......
4.5.4 Third Order Intercept Points and 1 db Compression Point . . . . . . .
4.6 Contribution . . . . . . ...

Noise in MOS Devices
5.1 NoiseasaRandomProcess . . . . . ... ... .. ... .. ... . ...,
5.2 Modeling of Thermal Noise in MOSTs: A Short History . . . . .. ... ..
5.3 Modeling of Thermal Noise in MOSTs: The EKV3 Model . . ... ... ..
5.3.1 Thermal Noise of Long Channel Devices . . .. ... ........
5.3.2  Short Channel Thermal Noise . . ... ... .............
5.3.2.1  Velocity Saturation and Carrier Heating . . . . . . ... ..
5.3.2.2  Channel Length Modulation . . . . ... ... .......
5.3.3 Derivation of Drain Noise Current in Short Channel Devices . . . . .
5.3.4 Contribution of Parasitic Resistances to Drain Noise Current . . . . .
5.3.5 Thermal Noise Parameters . . . . . .. ... ... ... .......
5.4 High Frequency Noise Parameters . . . . . . ... ... ... ........
5.4.1 Noisy Two-Port Theory . . . ... ... ... ... .........
542 TheNoise Factor . . . .. ... ... .. ... ... .. ... ...
5.5 Resultsand Discussion . . . . . . .. .. ... ...
5.5.1 High Frequency Noise Parameters . . . . . .. ... ... ......
5.5.2 Power Spectral Density of Drain Noise Current . . . . . . ... ...
5.5.3 Design Parameters . . . . . . . ... ...
554 GateCurrent Noise . . . . . . . oo v vttt
5.6 Contribution . . . . . . ... e

Conclusions and Future Work

35
35
36
37
38
38
39
45

51
51
53
54
55
55
56
57
57
58
60
63
66
71
75

77
77
79
81
82
83
84
85
85
87
88
89
89
91
94
94
100
103
106
109

111



CONTENTS

A Basics of the EKV3 Model

A.1 Charges and Potentials in MOSFET . . ... ... ...

A.2 Static Drain Current and Inversion Coefficient

A.3 Transconductances and Charges . . . .. ........
A.4 Capacitances and Charges . . . . . ... ... .....

Bibliography

ix






List of Figures

1.1

2.1
22
2.3

2.4

2.5
2.6
2.7
2.8
29
2.10
2.11
2.12
2.13
2.14
2.15

2.16
2.17
2.18
2.19

3.1
32
33
3.4
35
3.6

RF design hexagon. . . . . . . . .. . ... 2
Typical Transceiver. . . . . . . . . . . .. . L 8
CGStAZE. . v v v o e e e e e e e e e e e e e e e e e e 13
(a) CS stage, (b) cascode stage with resistive load, and (c) cascode stage with
resistive feedback. . . . . . ... 14
(a) Simplified circuit for calculation of R;, and (b) equivalent circuit for cal-
culation of Rpur. + « v v o v o e e e e e e e e e e 15
CS LNA exploiting noise cancelling. . . . . . ... ... ... ........ 17
The inductively degenerated cascode LNA. . . . . ... ... ... ..... 18
The magnetic-feedback LNA. . . . . . . .. ... ... ... .. ....... 22
Real part of input impedance versus frequency for a magnetic-feedback LNA. 22
fT versus overdrive voltage. . . . . ... ... ... .. ... ... ..., 26
Schematic diagram of the LNA. . . . . . ... ... .. ... ... ..... 27
Cascode LNA Layout. . . . . . .. ... ... 28
Scattering parameters of the LNA. Pre- and post-layout results. . . . . . . .. 29
Noise figure of the LNA. Pre- and post-layout results. . . . . . .. ... ... 30
Stability factors of the LNA. Pre- and post-layoutresults. . . . . . . .. ... 30
1 dB compression point and 3rd order input intercept point of the LNA. Post-
layoutresults. . . . . . . . ... 31
Measurement setup of the LNA. . . . . . .. ... ... 32
Si1and Sp; for (a): pre- and post- layout simulations, and (b) measurements. . 33
Performance characteristics of the low-power 5 GHz LNA. . . . .. ... .. 34
Performance comparison among this work and LNAs operating at 5 GHz. . . 34
RFETestChip. . . . . . . . ..o e 36
Noise measurement SetupP. . . . . . . . oo v e e e e e e e e e e e 37
Layout and S-Parameter response of de-embedding structures. . . . . .. .. 39
3 step de-embedding procedure. . . . . . . ... L. 40
Equivalent circuits for de-embedding structures. . . . . . . . ... ... ... 40
Measured and modeled Y-parameters of de-embedding structures for de-embedding
verification. . . . . ... e 43

Xi



LIST OF FIGURES

Xii

3.7 Real and Imaginary parts of Y-parameters vs. frequency, for a NMOS device
of L=100 nm and W=40x2 um, biased at Vpg=1 V and Vgs=04 V. . . . ..
3.8 Real and Imaginary parts of Y-parameters vs. frequency, for a PMOS device
of L=100 nm and W=40x2 um, biased at I[Vpgl=1 V and IVgsl=0.4 V.
3.9 Measured and de-embedded data for transit frequency vs. normalized current
for devices of L=100 nm and W=40x2 um, biased at I[Vpgl=1V, at {=3.1 GHz.
3.10 Measured and de-embedded data for maximum oscillation frequency vs. nor-
malized current for devices of L=100 nm and W=40x2 um, biased at |Vpgl=1V,
atf=3.1GHz. . . . . . . . e
3.11 Equivalent circuit diagram of the structure of a DUT, including probe pads,
metal interconnections and a transistor in a cascade configuration. . . . . . .
3.12 Noise parameters for NMOS device of L=100 nm and W=40x2 um, biased at
Vgs=0.65 V and VDS=1-2 Vo
3.13 Noise parameters for PMOS device of L=100 nm and W=40x2 um, biased at
IVgsl=0.65 Vand IVpgl=1.2V. .. ... o

4.1 Small-signal equivalent circuits of a MOST. . . . . . ... ... ... ....
4.2 Equivalent circuit of the extrinsic partof aMOST. . . . . . . ... ... ...
4.3 TCAD simulations and measurements for transit frequency fr. . . . . .. ..

48

53
54
59

4.4 TCAD simulations and measurements for maximum oscillation frequency fi,x. 60

4.5 Imaginary parts of Y-parameters vs. frequency for a n-MOS device of L=100
nm, W=10x2 um, biased at Vpg=1V. . . . . . . ... ... ... ... ...
4.6 Real parts of Y-parameters vs. frequency for a n-MOS device of L=100 nm,
W=10x2 um, biased at Vpg=1V. . . . . . ... ... ... .. ... ...,
4.7 Gate resistance and parasitic capacitances vs. frequency for a n-MOS device
of L=100 nm and W=10x2 um, biased at Vps=Vgs=1V. . .. ... .. ...
4.8  hy; for an-MOS device of L=100 nm and W=10x2 um, biased at Vpg=1 V. .
4.9 fr vs. inversion coefficient for a n-MOS device of L=100 nm and W=10x2
um, biased at different Vpg. . . . . . . ..o oo
4.10 fr vs. inversion coefficient for n-MOS device of several technology nodes
with W=10x2 um, biased at different Vps=1V. . . . . . .. ... ... ...
4.11 Unilateral gain for a n-MOS device of L=100 nm and W=10x2 um, biased at
Vps=1 V. o
4.12  fimax vs. inversion coefficient for n-MOS devices of several technology nodes
with W=10x2 um, biased at different Vpg=1V. . . . . ... ... ... ...
4.13 TFP vs. inversion coefficient for n-MOS devices with channel length ranging
from 240 nm to 100 nm, in saturation. . . . . . . . ... ... ... ...
4.14 TFP vs. inversion coefficient for a n-MOS and a p-MOS device of L=100 nm,
insaturation. . .. ... ...
4.15 Normalized transconductance efficiency: TCAD data, and EKV3 model for
minimum length n-MOS devices of 180-, 90-, 45-, and 22-nm CMOS tech-
nologies, and measured data (for 90-nm minimum device), with channel width
W=10x2um,biasedat Vpg =09 V. . . . . . ... ... ...,

61

62

65

66

68



LIST OF FIGURES

4.16

4.17

4.18

4.19

4.20

4.21

4.22

4.23

4.24

4.25
4.26

5.1
52
53
54
5.5
5.6
5.7

5.8

5.9

5.10

TFP vs. inversion coefficient: TCAD data, and EKV3 model for minimum
length n-MOS devices of 180-, 90-, 45-, and 22-nm CMOS technologies, and
measured data (for 90-nm minimum device), with channel width W = 10 x 2
um, biased at Vpg =09 V. . . .. . ... 68
G%n /Ip vs. inversion coefficient: Measured data and model for n-MOS devices
with channel length of 240-, 180-, and 90-nm and W = 40 x 2 um, biased at

G%n /Ip vs. inversion coefficient: TCAD data for minimum length n-MOS
devices of 180-, 90-, 45-, and 22-nm CMOS technologies, with channel width
W=10x2um,biasedat Vps =09 V. . . . . .. ... ... .. ... ..., 69
GTEFP vs. inversion coefficient: TCAD data, and EKV3 model for minimum
length n-MOS devices of 180-, 90-, 45-, and 22-nm CMOS technologies, and
measured data (for 90-nm minimum device), with channel width W = 10 x 2
um, biased at Vps =09 V. . . . . .. 70
Maximum of TFP and GTFP vs. effective gate voltage: TCAD data, and
EKV3 model for minimum length n-MOS devices of 180-, 90-, 45-, and 22-
nm CMOS technologies, and measured data (for 90-nm minimum device),

with channel width W = 10 x 2 um, biased at Vpg =09 V. . . .. ... ... 70
Gm. Gyyp, and Gm3 vs. inversion coefficient for a n-MOS device of L=100

nm and W=40x2 um, biased at Vpg=1V, extracted at f=1.1 GHz. . . . . .. 72
Pip3 vs. inversion coefficient for n-MOS devices of W=40x2 um, biased at
VDS=1 V,extractedatf=1.1GHz. . . .. ... ... ... ... ....... 72
Vp3 Vs. inversion coefficient for n-MOS devices of W=40x2 um, biased at
Vpg=1V, extracted at f=1.1GHz. . .. ... ... . .. ... ... .. ... 73
P14p Vvs. inversion coefficient for n-MOS devices of W=40x2 um, biased at
Vps=1V,extractedat f=1.1GHz. . . . . ... ................ 73
Pyp3 vs. inversion coefficient for n-MOS devices biased at Vpg=09 V. . .. 74
P14 Vvs. inversion coefficient for n-MOS devices biased at Vpg=09 V. . . . 74
Noise current generated inaresistor. . . . . . . . ... ... ... 78
Local noise source and its equivalent model. . . . . . ... ... ... .... 81
MOSEFET cross section with the VS region shown to accountfor CLM. . . . . 85
A typical resistive gate matrix. Reprinted from [1]. . . . .. ... ... ... 88
Equivalent circuit for a noisy two-port device. . . . . . ... ... ... ... 90
Noise Parameter Extraction. . . . . . .. ... ... .. .. ......... 94
Minimum values of NF,;, for n-MOS and p-MOS devices of channel length
ranging from 240 nm to 100 nm, at 10GHz. . . . . ... ... ... ... .. 95
NF,in versus frequency for n-MOS devices of W=40 x 2 um, biased at Vpg=1.2

V and VGs=O.65 N e 95

Noise parameters versus frequency for a n-MOS device of channel length
L=100 nm and channel width W=40 x 2 um, biased at Vgg=0.65 V and
Vps=1.2 V. 96
Noise parameters versus frequency for a n-MOS device of channel length
L=240 nm and channel width W=40 x 2 um, biased at Vgg=0.65 V and
Vps=1.2 V. o 96

xiii



LIST OF FIGURES

Xiv

5.11

5.12

5.13

5.14

5.15

5.16

5.17

5.18

5.19

5.20

5.21

5.22

5.23

5.24

5.25

5.26
5.27

5.28

5.29

Al

Noise parameters versus frequency for a p-MOS device of channel length
L=100 nm and channel width W=40 x 2 um, biased at Vgg=-0.65 V and
Vps=-1.2 V. . .
Noise parameters versus frequency for a p-MOS device of channel length
L=240 nm and channel width W=40 x 2 um, biased at Vgg=-0.65 V and
Vps=-1.2 V. . .
NFnin and Gy versus inversion coefficient for a n-MOS device of L=100 nm
and W=40 x 2um, biased at Vpg=1.2 V. . . . . ... .. ... ... ...
NF,in trend for n-MOS devices of W=40 x 2 um, biased at Vpg =1.2 V, at 10

Ry and [Tl versus inversion coefficient for n-MOS devices of channel length
L=100and 240 nm. . . . . . . . . . . . ..
NF,in versus inversion level and scaling for p-MOS devices of W=40 x 2 um,
biased at IVpgl=1.2V,at I0GHz. . .. ... ... ... .. .........
Siq versus frequency for devices of W=40 x 2 um, biased at I[Vgg|=0.65 V and
IVpsl=L.2 Voo o o
Siq versus inversion coefficient for n-MOS and p-MOS devices, biased at
IVpsl=1.2V,at I0GHz. . . . . . ... ... ... ... ... ... ......
Siq versus [Vggl for n-MOS and p-MOS devices of W=40 x 2 um, biased at
Vpsl=1.2V,at 1I0GHz. . . . . . .. ... ... .
Siq versus Vgg for n-MOS devices of W=40 x 2 um, biased at IVpgl=1.2 V, at
10 GHz, with (w.) and without (wo.) accounting for SCEs. . . . . .. .. ..
Siq versus channel length for n-MOS devices of W= 40 x 2 um, biased at
Vps=1.2V,at I0GHz. . . . . ... ...
Thermal noise excess factor versus normalized pinch-off voltage for n-MOS
devices of W=40 x 2 um, biased at Vpg=1.2V. . .. ... ... ... ....
Thermal noise excess factor versus inversion coefficient for n-MOS devices of
W=40 x 2 um, biased at Vpg=1.2 V, with and without accounting for SCEs. .
Thermal noise excess factor versus channel length for n-MOS devices of W=40
x2um,biasedat Vpg=1.2 V. . . . . . .. ... ..
Thermal noise parameter factor versus channel length, for n-MOS devices
biased at Vpg=1.2V,at IOGHz. . . ... ... ... ... ... .......
Noise parameter 6, versus channel length. Partially reproduced from [1]. . . .
Sig versus frequency for n-MOS devices of W=40 x 2 um, biased at Vpg=1.2
Vand Vgs=0.65V. . . . . . .
Sig versus Vgg for n-MOS devices of W=40 x 2 um, biased at Vpg=1.2'V, at

Imaginary part of correlation coefficient versus frequency for a n-MOS device
of L=100 nm and W=40 x 2 um, biased at Vpg=1.2 V and Vgg=0.65 V. . . .

Drain current expressed through its forward and reverse components. . . . . .

97

97

98

100

102

102

103

104

107



List of Tables

2.1
22

4.1

5.1
52

Values of the LNA components. . . . . . .. .. ... ... 27
Comparison of LNA performance. . . . . . ... ... ... ......... 31
Parameters for n-MOSFETSs simulated in thiswork. . . . . . ... ... ... 60
Summary of the channel noise equations of several publications. . . . . . . . 80

Characteristic critical field and saturation velocity of electrons and holes in bulk. 84

XV






Chapter 1

Introduction

The design of analog and RF integrated circuits is a complex procedure in which
many steps have to be carefully taken into account for a successful and efficient
implementation. At first, the individual radio frequency integrated circuits (RFIC)
are components of entire transceivers. Hence, they have to comply with certain
specifications. These result from the system level analysis of the transceiver and
are determined by the application the transceiver has to serve. After extracting the
specifications, the appropriate circuit topology has to be chosen to achieve the de-
sired functionality. The most important step is to afterwards properly bias and size
the investigated circuit. These design quantities are directly interdependent, impos-
ing trade-offs in analog/RF design, according to the RF design hexagon, shown in
Figure 1.1. This actually means that the individual figures of merit, such as gain,
noise, linearity, power consumption are interdependent. Hence, methodologies for
achieving the optimum performance have to be derived, rather than relying on the
commonly used trial and error method. The latter has serious limitations regard-
ing the time that is required for the circuit to converge to the expected functionality.
Hand calculations can also be made prior to circuit simulations. For both hand cal-
culations and simulations, a compact model describing the transistor operation is of
utmost importance. The model should be characterized by simplicity, accuracy, and
scalability over a large range of geometries, bias points and frequencies. In practice,
a compact model acts as a bridge between the device and circuit.

With the aggressive technology scaling, the need for circuits operating under low
voltage/low power becomes more and more imperative. In some of recent designs the
operating point of MOSTs is moving from strong inversion (S.1.) to lower inversion
levels, within moderate inversion (M.I.) or even the subthreshold region, also known
as weak inversion (W.1.) - though, this is mostly the case for analog rather than RF.
In weak inversion, specific problems occur in terms of leakage current which dra-
matically increases as channel length decreases. This may have catastrophic conse-
quences for circuit design, since the gate current becomes comparable to the channel
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Figure 1.1: RF design hexagon.

current. This is why older technology nodes are often still preferable for analog de-
sign. Even in the case of integrated system on a chip (SoC), where the analog and
digital parts should co-exist, the dictation of using modern CMOS technologies im-
posed by the digital domain, has resulted in employing design techniques with which
the emerging disadvantages can be suppressed [2] . On the other hand, for RFIC de-
sign, operation under such small current level should generally be avoided since this
dramatically decreases the device and thus the circuit RF and noise performance,
through the decrease in the device transit frequency. Recently, RFICs with excep-
tional performance operating within the M.I. region have been reported [3]. Moving
towards MLIL. offers several advantages some of which are presented below [4]:

¢ Increase of the transconductance efficiency which in turn results in minimiza-
tion of power consumption.

» Lower electrical fields within the device due to the decrease in bias voltages.
This way velocity saturation (VS) and the corresponding hot electron effects
phenomena can be avoided. Thus, the scaling trend of transit frequency (fr)
becomes such that ft increases with the inverse of the square of channel length
(fr~1/L?) rather than the inverse of channel length, which is the case when VS
is present [5]. This has a direct implication in circuit design since MOSTs can
be used as amplifiers in much higher frequencies.

* The combination of current efficiency with transit frequency and intrinsic gain
of the device, results in figures of merit describing the overall performance of
the MOST device. We prove that the peak values of these FoMs are moving
towards inversion levels close to the center of M.I. with technology scaling.

* Reduced electron heating results in lower excess noise factor, meaning that
the overall device noise levels, usually expressed via minimum noise figure,
NFnin, will be decreased.

* With technology scaling optimum performance regarding non-linearity met-
rics is shown to appear in the vicinity of the transition region from M.IL. to
S.I.



Therefore, M.I. represents the ideal trade-off between power consumption, noise
and linearity, especially as technology scaling is driven towards the deca-nanometer
regime.

The objective of this thesis is to prove that moving towards ultra-deep-submicron
(UDSM) technologies, while their bias point is shifted to lower inversion levels,
ultra-low power RFICs achieving high overall performance can be realized. There-
fore, we start from a top-down approach with the system level analysis of a receiver
block for the WiMAX wireless protocol. Following the requirements set by the pro-
tocol, the individual specifications of the component blocks are derived. Then, we
focus on the first stage of the receiver front end, namely the low-noise amplifier. We
then focus on the design of a cascode topology, based on a methodology which is
using the inversion coefficient, IC, as the critical design parameter. IC stands as a
convenient and direct way to compute the channel inversion level, independently of
device type, geometry, and technology node. This methodology simplifies things
from the circuit designer’s perspective. The LNA circuit is the first in the receiver
chain and thus should provide a low noise figure along with a high power gain and
a low power consumption, so that the attenuated incoming signal can be efficiently
received and amplified. Therefore it is imperative to investigate each of these in-
dividual FoMs as well as combinations among them in order to study their trend
with channel length and bias. A single-stage LNA operating at 30 GHz has also
been implemented as a part of an RF chip containing several structures, using 90 nm
CMOS process from TSMC. The chip also includes DC, CV, and RF structures, from
which we will mainly focus on the latter. Dummy structures of a known response
have also been fabricated on-wafer to allow for the de-embedding of RF and noise
measurements from parasitics.

We then measure the investigated structures for a wide range of frequencies,
bias points and channel lengths and obtain their RF and noise characteristics. Noise
parameters are extensively studied with and without accounting for short-channel
effects, so that their impact on the noise behavior becomes clear. We show that
optimum noise performance is achieved close to the M.I. region for the minimum
channel length available MOSTs. Additionally, small- as well as large-signal anal-
ysis is performed in the investigated structures and the extracted RF FoMs are also
studied with respect to scaling and inversion level. It proves that both domains, ex-
pressed by specific design metrics achieve their optimum performance in lower IC
values, close to or within the M.I. region. This is of great significance since these
FoM describe the overall performance of LNAs.

The thesis is organized as follows:

Chapter 2 is dedicated to the presentation of the specifications of the receiver
front end and the corresponding LNA design, using the inversion coefficient as a
design guide. Existing design techniques widely used by industry and academia
are presented as well. A comparison between the fabricated single-stage 30 GHz
LNA and multi-stage architectures is made to show the advantages and disadvantages
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incurred by the choice of each architecture [6, 7].

Chapter 3 concentrates on the implementation and measurement of the RF chip.
The design techniques that were used in laying out the devices are addressed. The
RF as well as dummy structures are also described. The latter are used for the de-
embedding of the actual device-under-test (DUT) from the pads and interconnection
lines. The S-parameters and noise de-embedding methodologies are presented in
detail and their influence on the high frequency and noise behavior of the MOS
devices is shown.

Chapter 4 addresses the small- and large-signal analysis of the investigated 90
nm process. Additionally, TCAD simulations have been performed to derive the
trend for RF FoMs for technology nodes ranging from 180 to 90, 45 and 22 nm.
These FoMs include conventional as well as more advanced performance metrics.
The product of transconductance to current ratio and transit frequency fr, standing
as an overall FoM for LNA design is studied for all technology nodes. Interestingly,
its peak value is achieved close to the center of M.I. experiencing the same trend as
NFmin: That is, the optimum values are gradually moving towards lower inversion
levels. Moreover non-linearities are studied over the channel inversion domain for
the 90 nm process as well as the TCAD data, through metrics such as the 1 dB
compression point and 3rd order intermodulation intercept points [8—10].

Chapter 5 gives a detailed description of thermal noise in MOS devices provid-
ing the theoretical background of noise sources in MOSTSs as well as the existing
models. The EKV3 compact model is thoroughly presented in terms of its noise part
and improvements that have been made are discussed. Measured noise parameters
are then presented along with the model and power spectral densities are extracted.
Modeling approaches for the excess noise factor, which is essential for RF circuit
design, are validated with measurements for the first time and the impact of short-
channel effects on it are shown. All noise parameters are presented versus channel
length and inversion coefficient, experiencing a shift in the minimum value of noise
figure, in the transition region between S.I. and M.I [8, 11].

Finally, chapter 6 gives the conclusion and the future work.

The present Thesis aims at providing a general framework for efficiently exploit-
ing the advantages emerging by the downscaling of CMOS devices in low power
RFIC design. We show that the analog and particularly the RF domain can benefit
from the integration of analog and digital parts and the corresponding adaption of
state of the art technologies from the former. Through a qualitative study of noise
and small-signal analysis we prove the significance of noise as well as RF FoMs on
LNA design and validate the excess noise factor with on-wafer measurements. The
M.L region has undoubtedly a high potential for designing RFICs with an overall
exceptional performance and this is confirmed by the design of an LNA operating
within this region. These contributions have resulted in several publications, listed
below:
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Chapter 2

Low Noise Amplifier Design

This chapter aims to introduce the reader in the design of low noise amplifiers (LNA).
We start by presenting existing receiver topologies and describe the noise and non-
linearity of cascaded stages. Thus, the impact of noise, gain and nonlinearity of the
LNA circuit in the overall receiver performance is studied. Then critical parameters
for LNA design are introduced. Existing LNA topologies, such as common gate,
common source, and cascode, are discussed and compared. Increasing the operation
frequency close to mm-wave becomes a challenge and hence an overview on recent
LNA design close to 30 GHz is given. Based on that, we show the implementation of
a 30 GHz LNA presenting its simulated as well as measured results. The advantages
of biasing an RF circuit within the moderate inversion region are exemplified by the
design of a cascode LNA operating at 5 GHz. The specifications of the circuit are
derived from the system level analysis of a direct conversion receiver for WiMAX
applications.

2.1 Receiver Architectures

A typical receiver consists of an antenna, a band-pass filter, an LNA, one or more
down-conversion stages with or without filtering and an analog-to-digital (ADC)
converter with or without variable gain amplification. The number of the down-
converting stages is determined by the receiver architecture. Heterodyne receivers
down-convert the incoming signal at a nonzero intermediate frequency (IF), but suf-
fer from the problem of image [12], demanding an extra image-reject filter for sup-
pressing the image problem. On the other hand, direct conversion (or zero-IF) re-
ceivers [13, 14] use only one down-conversion stage and have become popular over
the last decade. Compared to the heterodyne receivers, direct-conversion receivers
are simpler due to the absence of an image. Moreover, channel selection is performed
by low pass filters which can be realized on-chip as active circuit topologies. The
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schematic diagram of a typical zero-IF receiver, included in a transceiver, is shown
in Figure 2.1.

Filter RX Mixer
e | Ll\j\A\*M'%\‘ ADC

-
T/R RF
Switch ™ synth
g

@ >< DA

TX\Mifxer
RF Front End RFIC MAC/BB

Baseband

Figure 2.1: Typical Transceiver.

2.1.1 Noise of Cascaded Stages

According to “Friis equation”, the total noise figure in a cascade of stages, e.g. the
receiver of Figure 2.1, is given by:

NF2—1Jr NF, —1

NF =14+ (NF;—1)+
( ) Api Ap1--Ap(m—1)

2.1
NF;, and Appy, are the noise figure and power gain of stage m. Equation (2.1) sug-
gests that the noise contributed by each stage decreases as the gain of the preceding
stages increases. Thus, the first stage plays the most critical role in a receiver chain.
Conversely, if a stage provides attenuation rather than amplification, then the NF of
the following stages is amplified by the attenuation quantity.

2.1.2 Nonlinearity of Cascaded Stages

In a cascade of nonlinear stages, the overall nonlinearity, expressed by the amplitude
of the third order input intercept point Ayrp3 is given by (2.2). If each stage has a gain
greater than unity, the nonlinearity of the latter stages has the greatest contribution
on the overall nonlinearity. The IIP3 of each stage is scaled down by the total gain
preceding the stage. oy and 31 is the small-signal gain of the first and second stage,
respectively, e.g. the LNA and mixer in Figure 2.1.

2 232
1 n o n o B
2 2 2 2 2
Alips A11P3, 1 A11P3,2 A11P3.2A11P3,3

t.. (2.2)
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2.2 LNA Requirements

From the equations above, we conclude that an LNA should provide the minimum
possible noise figure, since it has the greatest contribution in the overall receiver
noise. On the other hand, its nonlinearity may be kept at a moderate level, depending
on the application. When low noise and high linearity are strong requirements for a
receiver, the LNA gain, should be adjusted so that it decreases noise contribution of
the latter stages while it does not significantly deteriorate the nonlinearity imposed
by the same stages. Except for the noise, gain and linearity, equally important design
characteristics for LNA design, such as matching and stability, are described below.

2.2.1 Matching

There are three different types of matching in an LNA, namely impedance matching,
power matching and noise matching. The latter occurs when the source admittance
is equal to the optimum admittance and will be analytically presented in Chapter 5.
Power matching maximizes power transfer to a load. Consider the case of a voltage
source with a source impedance Zg driving a load impedance Z; . From basic circuit
theory, the value of Zp, that maximizes the power dissipation in the load is achieved
when Z; = Zg [15]. The input signal source of the LNA is usually a band-select
filter or an antenna. A band-select filter is typically designed and characterized with
a standard termination of 50 2. If the load impedance seen by the filter deviates from
50 €, then the filter may exhibit performance degradations such as loss and ripple
[16]. In the absence of a filter the antenna directly provides the incoming signal to
the LNA. The antenna is also designed for a certain real load impedance, typically
equal to 50 ©2. When the LNA input impedance is also equal to 50 €2, the situation
is called impedance matching. Note that in this case power matching is identical
to impedance matching. Poor matching at the receiver input causes reflections, loss
and possibly voltage attenuation. The quality of the input match is expressed by the
input return loss. It is defined as the ratio of the reflected voltage to the incident volt-
age and is expressed by (2.3). Zi, denotes the input impedance and Rg is the source
impedance. Ideally, for Z;, = Rg = I' = 0, and no reflection occurs. Similarly to in-
put impedance matching, output impedance matching should also be achieved when
the LNA is considered as a standalone circuit. Usually, to facilitate measurements,
output impedance is also set to 50 €2. Otherwise, the output impedance of the LNA,
should match that of the mixer, which in the case of Gilbert-cell-type implementa-
tions, is always capacitive.

Zin - RS

F=1Z 7R
in S

| (2.3)
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2.2.2 Stability and Reverse Isolation

LNAs may become unstable due to ground and supply parasitic inductances from the
packaging. Feedback paths from the output to the input may also lead to instability
issues for certain combinations of input and output impedances. The “Stern stability
factor”, K, is often used to describe the stability of amplifier circuits. It is defined
in (2.4). A is the determinant of the S-parameters matrix and equals: A = §11S2 —
S12821.

_ LH[AP = [S1 P~ [

2821|812

When K > 1 and A < 1 the circuit is unconditionally stable. K should remain greater
than one at all frequencies, not only the LNA operation frequency. Equation (2.4)
implies that as couping (S;,) decreases or reverse isolation (-S1,) increases, stability
improves. Reverse isolation is also important for the forward gain of the LNA. Often
alow inverse isolation reduces the signal efficiency and thus the LNA gain. Moreover
a high reverse isolation reduces the spurious local oscillator tone at the antenna,
which reaches the antenna through the mixer and the reverse gain of the LNA.

K

(2.4)

2.2.3 Power Gain

Since the mixer is usually driven by a voltage, it is the voltage gain that should be
optimized in an LNA. However, in the case of a 50 € input and output impedance
matched LNA, voltage and power gain are the same. Several types of power gain
can be found in literature and are commonly used in LNA design. Transducer power
gain, Gr, is the ratio of the the power delivered to the load to the power available
from the source. Operating power gain, Gp, is the ratio of the power delivered to
the load to the power absorbed at the input. Available power gain, G,y, is the ratio
of the available output power to the available power of the source. The simplified
expressions for all power gain expressions in terms of S-parameters can be found in
(2.5), (2.6), and (2.7). This is the way Spectre© simulator calculates the power gain
quantities. In most cases the LNA power gain is represented by the transducer power
gain, and is equal to S%l. Increasing the power/voltage gain in an LNA suppresses
the noise contribution of succeeding stages. However, maximizing the gain of the
LNA regardless of other building blocks is not advisable. This would increase the
signal levels in the mixer and could potentially create linearity problems. Therefore,
a careful choice of the LNA gain should be made, depending on the application and
the respective specifications.

Gr =|52]? (2.5)

1 2
Gp=———|§ 2.6
P=1 |S“|2| 21] (2.6)
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G = |S21 FW

2.7)

2.2.4 Noise

LNAs are being used to receive and amplify weak signals. The attenuated signal
received at their input non only consists of the signal sent from the transmitter but
also of the noise signal generated from the antenna. To obtain a sufficiently high level
of signal power with a reasonable signal to noise ratio (SNR) the noise produced
by the amplifier should be kept as low as possible. The noise performance of an
amplifier is expressed by its noise factor, which is the SNR at its input divided by the
SNR at its output, F = SNR;,,/SNR,,;. The noise figure is the noise factor expressed
in decibels: NF = 10 x logF. Ideally, the noise factor of a noiseless LNA equals
unity. Low noise is also desirable, since the noise contribution of the LNA has the
greatest impact on the total receiver noise (Section 1.1.1). The low noise required
for LNAs limits the choice of circuit topology. This means that in cases of very strict
noise specifications, some of the existing LNA topologies become inappropriate and
limitations on the number of amplifying stages arise.

2.2.5 Power Dissipation

The need for circuits consuming less power becomes more intense with technology
scaling. However, as the supply voltage is reduced, the available voltage headroom
may become too small to design circuits with sufficient signal integrity at reasonable
power consumption. The LNA consumes only a small fraction of the overall receiver
power. However, when power is of primary interest, e.g. in portable devices, power
dissipation should be minimized. For LNA design, power dissipation has to be con-
sidered along with other figures of merit (FoMs), such as noise, linearity, and gain,
and trade-offs among them should be handled efficiently by circuit designers.

2.3 LNA Topologies

There are several circuit topologies that fulfill the principal targets in LNA design.
In this section, basic principles of amplifier topologies, such as classical common
gate, common source, and cascode stages will be presented, and their advantages,
problems and adjustments to fulfill specifications will be discussed.

2.3.1 Common-Gate LNA

The common-gate (CG) topology is attractive for LNA design, due to its low input
impedance. If channel length modulation and body effect are neglected, the input
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impedance is equal to 1/gy,, where g, is the gate transconductance of M1. gp, can
be chosen so that 1/g,=50 €. Due to the resistive nature of input impedance, CG
LNAs can be used for broadband matching. Here, a CG stage with inductive load is
presented (Figure 2.2), with R; representing the inductor loss. The voltage gain can
be easily calculated from the equivalent small-signal circuit. The voltage gain at the
resonant frequency equals:

Vout Rl
=gnR1 = — 2.8
VX 8mi\1 RS ( )
Therefore,
Vout Rl
A, = = — 2.9
== 2.9)

Thermal noise of M1 can be modeled by a voltage source in series with the
gate, with a power spectral density equal to: Vn2 = 4kTy/gm. v is a bias dependent
parameter called thermal noise excess factor and will be extensively presented in

Chapter 5. The noise at the output due to M1 can be found by multiplying Vnzl by the
square of gain.

2

— 4T R R?

vz = Y L) —kryiL (2.10)
8m Rg+ o Rg

The output noise due to R; is VHQR1 = 4kTR;.The noise of the source is 4kTRs. The
noise factor, which is equal to the ratio of the total output noise to the output noise
due to the source, is derived by dividing the output noise due to M1 and R; by the
gain times 4kTRg and adding unity to the result. It is found to be:

P total out put noise

Rs

out put noise due to the source Ty 4R1 @1
Even if 4% <K 1+7, for a value of y equal to unity a noise figure of 3 dB is ob-
tained. However, this is a very optimistic scenario, since y values much greater than
one were recently reported [8]. Similar results have also been shown in [16, 17],
regarding the noise figure of a CG LNA topology with resistive load. Specifically,
noise factor equals: F =1+ %, where o = % Zdso 18 the output conductance un-
der zero drain-source voltage. For long channel devices, o equals unity and thus a
noise figure of about 2.2 dB can be achieved, assuming y=1. With channel length
scaling, o decreases and vy increases. Hence, the high levels of noise figure renders
CG topology inappropriate for realizing LNAs with very low noise levels [18]. A
lower noise figure can be achieved if gy, is increased. However, this would also give
a lower input resistance. For wide-band applications, e.g. UWB applications, the CG
structure is widely used [19, 20]. To suppress the generated noise, noise-canceling
stages may be used between the LNA and mixer [19].
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Figure 2.2: CG stage.

Several techniques for improving the gain and noise figure of CG LNAs have
been proposed, based on current bleeding [21] and noise cancellation [18]. An in-
verting amplification (with gain A) can also be introduced between the source and
gate nodes of the MOSFET. This way the effective transconductance looking into the
source terminal is boosted by an amount of (1+A) while the noise factor is reduced
by the same quantity [16].

2.3.2 Common-Source LNA

A simple baseband one-transistor common-source topology with a resistive load,
is shown in Figure 2.3a. The problem is that the circuit has a purely capacitive
input impedance, and thus input matching cannot be achieved. To create a real 50
) component, it suffices to place a termination resistor in parallel to the LNA input.
The input impedance is given by (2.12), where wp is equal to: @, = WMCM)'
M, is the Miller factor (M = 1+ g,,,1Ry). This topology strongly limits the frequency

response and gives rise to a very poor reverse isolation.

Zin = % (2.12)

T,

To neutralize the problem of poor reverse isolation, which results from the capacitive
feedback from the output to the input, through Cgq, a parallel resonance can by used.
However, since Cggq is relatively small, a large inductance would be required, thereby
introducing significant parasitic capacitances. Alternatively, a cascode transistor,
reducing the Miller effect, can be added (Figure 2.3b). The problem still existing is
that for a high gain, Ry, needs to be high. However, this will cause a large DC voltage
drop over Rr.. The voltages of M1 and M2 should be large enough to ensure operation

in saturation, that is, the drain-source voltage should be at least: Vpg s = Vs — V7.

o Vo —Vis.sat1 =V, . .
Therefore, Ry is limited to: Ry < W [15]. Supposing a realistic
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Voo
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Rs Vout RS Vout
M1 Rs
+ N +
Vin Rt: Vin Vin
- 500Q - )
(a) CS stage (b) Cascode stage (c) CS with resistive feed-
back

Figure 2.3: (a) CS stage, (b) cascode stage with resistive load, and (c) cascode stage with
resistive feedback.

scenario of Vpg¢=0.25 V and Vpp=1.2 V, and operation in strong inversion, the
voltage gain of the topology is limited to 15 dB. This is analyzed below:

Av = gmlRL = 21D . VDD _ VDS’SatI _ VDS"S(HZ =

Vs sar1 Ip

_5 Vop — Vps sart — Vs sar2

—56 2.13)
Vbs sar1

The voltage drop across R, can be reduced by replacing the resistive load with an
inductor load [22, 23]. The equivalent load resistance becomes: Ry, = RL,S(Q% +1),
where Ry s is the series resistance modeling the inductor loss and Qy is the quality
factor of the inductor, equal to: Q; = w” D g is the frequency of operation and Lp
is the inductance which is chosen so that it resonates with the output capacitance at
- The problem with this topology is that it suffers from poor input matching, since
a capacitive component, due to Cg, is still present at the input impedance. Moreover,
the resistive termination at the gate increases noise.

2.3.3 Common-Source LNA with Resistive Feedback

For frequencies well below the transit frequency the feedback CS stage, depicted
in Figure 2.3c, can be used [24, 25]. The feedback transistor Ry senses the output
voltage and returns a current to the input. To resolve the problem of gain limitation
due to the resistive load, previously discussed, M2 is used instead of a resistor. From
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Vout ANW——W\—p——"out
+ ‘Tl lout
Ugs
Vin - EmUgs
L R 1 S
(a) Simplified circuit of CS resis- (b) Small-signal equivalent circuit
tive feedback for R,,; calculation

Figure 2.4: (a) Simplified circuit for calculation of R;, and (b) equivalent circuit for calcula-
tion of R,y;.

the simplified circuit of Figure 2.4a, and since only one current flows into the circuit,
the input resistance is equal to 1/gp,.
U; U; U; 1
Ry=-"2="" =" — (2.14)
Lin 8mlUgs &mUin 8m
The voltage gain can be derived by a simple KVL from input to output through
RFI

U()ut RF

=1—-— 2.15

Ul Ry (2.15)
The output resistance, R, of the topology can be found by setting the input

voltage source to zero (Figure 2.4b).

Vin _gmugsRF =Upu = Ay =

lour = 11 + 8mlgs (2.16)
Upir —i1(RF+Rs) =0= i = You (2.17)
RF +Rg
0+iiR 0= Uy —28 (2.18)
l —Ugs = Ups = Upyp ————— .
IEANY gs gs 0 tRF ‘|‘RS
From (2.17), (2.18), the output resistance is given by:
U, Rr+R
R = 224 = “ELES (2.19)
l()ut 2
The output noise current due to both M1 and M2 is equal to:
Ir%\Ml,MZ =Ly 1y an = KT Y (g1 + 8m2) (2.20)
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The noise due to M1, M2 expressed in terms of its Thevenin equivalent, is the product

2 s P2
of In\Ml,Mz with R ;.

(RF + Rs)?
4

The noise due to Rf is equal to 4kTRr. The overall noise factor due to all noisy

components is calculated through (2.22). Even for small values of y, NF exceeds 3

dB, which is a prohibitive value when extremely noise level is required. Moreover,

the circuit also suffers from poor input impedance mismatch, since the capacitive

component due to C,s has not been canceled.

Vnz.,out\Ml,MZ = Ir%\Ml,MZRgut = 4kTY(gm1 + &gm2) (2.21)

R
F=1+ 4ﬁ + ¥(gm1 + gm2)Rs (2.22)

2.3.4 Common-Source LNA with Thermal Noise Cancellation

The noise contribution of the input transistor can be canceled by applying the thermal
noise cancellation technique introduced in [26, 27]. The technique is based on the CS
topology with resistive feedback. The key point with noise cancellation is to observe
that the noise current at points X and Y have equal sign, whereas signal voltages
at the same points have opposite sign [28]. This is because the gain of the stage is
negative. Recall from (2.15) that for g,,Rr = Ife—‘; > 1,A, <0. This difference in sign
for noise and signal makes it possible to cancel the noise of the matching device,
while simultaneously adding the signal contributions constructively [26]. This is
done by creating a scaled negative replica of the voltage at node X which is added to
the voltage at node Y, creating a new output (Figure 2.5). The scaled negative replica
is implemented using an ideal feedforward voltage amplifier with a gain —Ay. The
device noise voltages at node X and Y are given by (2.23) and (2.24), respectively,
where 0 < o < 1.

VX,n = a(Rng) 'InRS (223)

Vyn = O(Rsgm) - 1n(Rs + RF) (2.24)

The output noise voltage due to the noise of the transistor is:

Vout,n = VY7n —Vx nAv (225)

Output noise cancellation, Vy,; » = 0 is obtained for:
— Vv =14+ Rl
Vx Ry

,where the index c, denotes cancellation. On the other hand, the signals along the two
paths add constructively. The output, V,;, is equal to the sum of the signal at node X

Ay (2.26)
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Figure 2.5: CS LNA exploiting noise cancelling.

multiplied by the signal gain from (2.15), plus Vy multiplied by Ay.. Therefore the
overall gain is given by (2.28)

Rr

Vour = Vx (1 — R—) —VxA,c = 2.27)
S
Vout RF
=A = =-2— 2.28
VEe= Rs (2.28)

From (2.26), two characteristics of noise canceling are evident. Noise canceling
depends on the absolute value of the real impedance of the source, Ry (e.g., the
impedance seen “looking into” a properly terminated coax cable). The cancellation
is independent on the quality of the source impedance match. This is because any
change of g, equally affects the noise voltages Vx , and Vy , [26].

2.3.5 Cascode CS with Inductive Degeneration

To counteract the capacitive part of the input impedance, an inductor Lg is placed be-
tween the source of the input transistor and ground. A resistive part is also created,
being equal to wrLg, where wr is the transit frequency, given by: wr = g—g’i The
input impedance can now be calculated through the equivalent small-signal circuit
(Figure 2.6b) via (2.29). The real part of the input impedance can now be adjusted
through Lg. However, an extra degree of freedom is needed in order to cancel the
input capacitance. Adding Lg, between the gate of M1 and the input signal, serves
this goal, since the input impedance becomes equal to (2.30). At the operating fre-
quency, the imaginary part of the input impedance should equal zero, resulting in
(2.31). Therefore, Lg is chosen so that R(Z;,) = 50Q while L is used to satisfy
that 3(Z;,) = 0, at fy. The input impedance is purely resistive only at g, hence the
method can provide a narrow-band impedance match. The circuit topology is called
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Figure 2.6: The inductively degenerated cascode LNA.

inductively degenerated cascode LNA (Figure 2.6), and can be found in numerous
publications [29-42], due to its simplicity and high performance, compared to stan-
dard CG and CS topologies. The one and only current path makes the topology ideal
for low-power applications, as will be shown in Chapter 4. For simplicity reasons,
the pad capacitance, has not been taken into account in input impedance calculation.
However in a tape-out design its value should be considered in determining Zj,.

1
Zin = +sLs+ wrLs (2.29)
5Cys
Zin = +s(Ls+Lg) + orLg (2.30)
5Cys
wo(Lg+Ls) = ! (2.31)
T aCy '

Noise of the inductively degenerated cascode topology is slightly influenced by
transistor M2, and thus its contribution on the total noise is disregarded in the anal-
ysis [43]. The equivalent small-signal circuit of the CS stage is shown in Figure
2.6b, with I;;; representing the thermal noise of M 1. Induced-gate noise has not been
considered in noise calculations. The output current I, is equal to:

Low = gngs +1In (2.32)

The input current is given by: i;;, = sCgUg. From KVL we get:

Uin = (Rs 4+ 5LG)$CqsUgs — Ugs — SLG(Lous + 5CgsUys) = 0 (2.33)
From (2.32), Ugs = I””:g%’”. Therefore, (2.33) becomes:
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SRsCos + 5% (L + Ls)Cos + 1

Ui = sLslyy; + (Iout - In]) (234)
8m
At resonance (s=jwyp), (2.31) raises: —@§ (Lg + Ls)Cgs + 1 = 0. Thus,
. o RsCo jWoRsCos
Un = o (jooLs + 2 “Wwﬂgs“ (2.35)
m m

If we neglect the noisy part of output current, the transconductance gain of the circuit
|€‘}—‘”| can be easily derived:

I, 1
[ I (2.36)
Un' oy(Ls+752)

&m

Recall from (2.30) that at resonance g’" Ls =Rs=Ls= RS . Hence, for a matched
input, the transconductance remains 1ndependent of 1nductances Ls and Lg.

|1L"f| — or i

Upn 200 Rs

In order to calculate the output noise due to M1, we set U;;, = 0. Then, from (2.35),
we get:

(2.37)

RsC,
In ou In 7&? 238
U out |1 = | 1| Lsgm+RsCyr (2.38)
, which due to %LS = Rg becomes:
In
|In,out|M1 = | ; | (239)
and hence
12
Bouw =54 = KT (2.40)

The noise of the input voltage source is equal to 4kTRs. To translate the output

noise to its appropriate form V,2,,,, we need to divide I? our DY the square of the
circuit’s transconductance and by 4kTRg and add unity. The result in (2.41), holds
only at the input resonant frequency and if the input is matched. Interestingly, for
a fixed operating frequency, the noise factor and thus the noise figure reduce with
technology scaling, since the transit frequency increases. The impact of excess noise
factor in F, is clear from (2.41) and thus accurate modeling is required, rather than

assuming its long channel value, which is the case in many published work [17, 24].

Irgout
% (70575 )? @y
F= R Rs(—)* 241
wrrs ~  arrrs = e RS0 (2.41)
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The voltage gain of the cascode topology is equal to the product of the transcon-
ductance of the circuit and the load resistance Ry. Using (2.36), we end up with
(2.42). The power gain, Ap is derived via (2.44). Power gain increases with wr.
Hence, for a specific frequency of operation, moving towards deep-submicron tech-
nologies improves the gain of the LNA. The power gain can be rewritten according to
(2.44), to introduce an important quantity for the cascode LNA, namely the effective
quality factor of the amplifier input circuit, Q;, [17].

Vout or RL
Ay = - 1 2.42
V=Y 200 Rs (2.42)

z /R R
AP _ Volztl/ L _ (%)ZiL (243)
Via/Rs @) 4Rs
Ap = Qp8nRiRs (2.44)
, where
Ugs 1

o8 - 2.45
Qm Ui 26OOCgsRS ( )

In the foregoing analysis, the induced-gate noise has not been taken into account
in noise calculations, for simplicity reasons. However, as the operating frequency in-
creases, induced-gate noise becomes a remarkable part of the total noise of the input
device. Such noise is enhanced by the quality factor of the input circuit. A high Q;,
is beneficial for reducing channel current noise. However, in a design where the gate
induced current noise is disregarded one might end up with a large Q;,, and a noise
totally dominated by the gate induced current noise [43]. To resolve the problem,
an additional capacitance is inserted in parallel to the intrinsic gate capacitance Cgg
of M1. Therefore Q;, is decoupled from Cj, allowing for an adjustable reduction
of Qj, for any given Cg,. This is crucial since induced-gate noise increases with the
square of Cgs. This method achieves noise reduction, without deteriorating power
consumption.

In the previous analysis, power minimization was not considered as a constraint
for efficient LNA design. If an LNA is designed for input impedance matching and
noise matching, regardless of power dissipation, large devices demanding extremely
high bias current (even in the order of hundreds of mA) are required [17]. To develop
a power-constrained noise optimization technique, Shaeffer and Lee expressed noise
figure in a way that takes power consumption into account. According to this tech-
nique, the optimum device width, W, p for power constrained noise optimization,
is approximately equal to:

1
~ 2.46
Wopr.p 3wLC,,Rs (2.46)
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With a device of width W,,; the noise figure obtained within the power constraint is
given by (2.47). For a fixed frequency, the value of F,;, p is about 0.5 - 1 dB higher
compared to the value obtained for the minimum achievable noise [24].Therefore the
noise penalty for power optimization can be tolerated.

()]
Finp ~ 14247 (2 (2.47)
o or

Power constrained simultaneous noise and input impedance matching was first
introduced by Andreani [43] with the addition of an extra capacitance in parallel with
Cgs. The technique has also been used in [44—46]. An interstage inductor between
the CS and CG stage, increasing gain, decreasing noise and providing good isolation
has been proposed and implemented in [47-50].

2.3.6 Transformer-Feedback LNA

The gate-drain overlap capacitance Cyq reduces MOST and thus amplifiers’ perfor-
mance through several ways. As already discussed, Cy¢ adds a signal path which
reduces LNA’s reverse isolation. It also reduces the device fr, which in turn deteri-
orates noise and gain. To mitigate the effect of C,y circuit techniques are separated
into two categories: unilateralization and neutralization [51]. Cascoding of a CS and
CG stage is a common circuit technique for unilateralization. Neutralization cancels
signal flow through C,4 by adding additional signal paths from the output to the input
so that the signal flow through C,; and the additional signal path is zero [51].

The most commonly used circuit employing neutralization is the magnetic feed-
back LNA [51-53], depicted in Figure 2.7. The topology is ideal for low-voltage
supply operation. Magnetic-feedback LNA is a quite simple structure which con-
sists of an active device and a transformer [54]. Primary and secondary coils at drain
and source terminals, are coupled with a coupling coefficient, k. Figure 2.7b rep-
resents the small-signal equivalent circuit, which also includes the series resistance
of each inductor. The operation of magnetic feedback is based on cancellation of
the existing path between drain and gate - due to Cgs - by introducing a negative
feedback with the addition of an alternative signal pathway. More specifically, when
a small signal, Vjy, is applied at the transistor’s gate, the drain current Ip increases.
This in turn results in an increase of the current controlled voltage source (sMIp).
Since the source potential increases, the gate-source voltage (Vis) decreases, which
constitutes a negative feedback. According to [51], the reverse signal flow through
the transformer cancels the reverse signal flow through Cyy when:

_ Cos

n
- = 2.48
PT o (2.48)
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Figure 2.7: The magnetic-feedback LNA.
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Figure 2.8: Real part of input impedance versus frequency for a magnetic-feedback LNA.

, where n is the transformer’s turn ratio, equal to n = /Ly, /L;; and k is given
by k=M /+/Li| Ly, , with M being the mutual inductance. In TSMC’s 90 nm CMOS
process the ratio of the gate-source capacitance to the gate-drain capacitance equals
about 0.3, so for a given k the inductance of each coil can be computed. Attention
should be paid to the secondary coil, which is also used as source degeneration to
match the input impedance to 50 €. This simplifies the calculation of the primary
coil’s inductance. Choosing the proper value for k is a procedure which stems from
small signal circuit theoretical calculation of input impedance, output impedance
and voltage gain. The equations that result are complex, and not presented here. For
the detailed expressions the reader can be directed to [51, 52]. To give some in-
sight, Figure 2.8 demonstrates how k affects the input impedance, for specific values
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of Lj; and Ly,. The same happens for output impedance and voltage gain, thus a
compromise among all FoMs should be made.

2.3.7 Ultra Low-Voltage/Power LNAs

With technology downscaling, low-voltage operation becomes imperative for RFICs.
LNAs with two cascaded stages, each of which is supplied by its individual voltage
have been shown in [55, 56]. However the reduction of the supply voltage is obtained
at the price of current increase. Folded-cascode LNAs operating under extremely
low-voltage, even at 0.5 V, have been reported in [57-59]. Despite the usual design
techniques dictating biasing the LNA in strong inversion, operation in lower inver-
sion levels has revealed the capabilities of realizing high-performance RFICs with
extremely low power dissipation. This is proven in [3, 21, 41, 45, 60—63] where con-
ventional LNA topologies, such as inductively degenerated CS and cascode LNAs
consuming much less than 1mW, while operating in low inversion levels are shown.
Alternative design techniques for input impedance matching employ usage of paral-
lel LC network, or series L and parallel L, as well as the parasitic gate resistance to
tune the input impedance at 50 €2 [64, 65].

2.4 mm-wave LNA Design - An Overview

Since the basic requirements (NF, gain, linearity, stability, power dissipation) are
the same regardless the operating frequency, the design methodologies at mm-wave
frequencies (above 30 GHz) do not change. However, the circuit topologies are
different to account for the three fundamental differences at mm-wave, compared to
lower frequency design. These are:

1. Designing using transistors close to their cut-off frequency, fr.
2. Operating with signals at small wavelengths resulting in distributed effects.

3. Designing with parasitic elements, which result in high impedances, on a given
node.

Transistors operating close to their cut-off frequency have smaller gain and higher
NF. A useful formula to compute the available gain at an operating frequency is
through (2.49) [66]. As an example, a transistor with a unity power gain frequency
of 240 GHz has 18 dB of power gain at 30 GHz.

f max
fo
When signals traverse components which are an appreciable size of wavelength, they
result in a noticeable phase delay across the component. Therefore, distributed ef-
fects should be considered as part of the design process. Another implication is

GMAG = 20l0g (2.49)
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that any interconnect within the circuit which is an appreciable size of wavelength
should be treated as a transmission line and accurately modeled through EM simu-
lation. The undesired parasitic components at a circuit node are shunt capacitance
and serial inductance creating admittance and impedance proportional to frequency,
respectively.

A fundamental objective of the LNA is to achieve a simultaneous input power
match and input noise match. To obtain a low NF the LNA should provide a low
minimum NF as well as an input matching network which transforms the source
impedance/admittance to the optimum impedance (Zop)/admittance (Yop) [66, 67].
Moreover, for maximum power transfer, Zop should be the complex conjugate of the
input impedance of the amplifier. The most common way to express the noise factor
is through the noise parameters, as shown below:

R
F = Fyin+ = [¥s = Yop|? (2.50)
N

At mm-wave the device physics of the transistor have not changed. Thus the design
for optimum noise performance remains the same. Attention during the design pro-
cedure should be paid on the assumption that the amplifier is unilateral. This only
holds for cascade amplifiers and not for single-transistor amplifiers, since their out-
put impedance matching network does affect their input impedance. Several design
topologies around 30 GHz have been reported lately, spanning from single-transistor
common source topologies to multi-stage topologies.

When a high gain is not required, e.g. in the case of a receiver where the mixer
circuit drives an additional amplifier, a single-stage transistor common source topol-
ogy can be used. This kind of topology also serves for ultra low noise design, since
it consists of a single active device. An example of an LNA operating at 24 GHz
can be found in [68]. The 90nm CMOS LNA is based on inductive degeneration and
achieves 7.5 dB power gain, with 3.2 dB NF. The circuit works with a 1 V supply
consuming 10.6 mA. Lower gain and higher NF have also been reported in [69] for
a single-stage LNA at 20 GHz.

Many reported mm-wave amplifiers use the cascode topology. One advantage
of the cascode topology is that it provides unconditional stability at the operating
frequency, simplifying matching networks. Moreover a good output-input isolation
is obtained. However, though in low frequencies the cascode topology is used to
increase gain, at mm-wave frequencies, the pole introduced by the cascode transistor
reduces gain and degrades NF [70]. The introduced pole depends on the common
gate transistor’s transconductance and the parasitic capacitance at the cascode node.
In the equation below, indexes 1 and 2 correspond to the CS and CG transistors of
the cascode topology, respectively.

8m

W, = 2.51
r 2ng 1+ CgsZ +Cust ( )
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The parasitic capacitance on the cascode node can be tuned out using an inductor
in series to the capacitance. An alternative approach is to use a series inductance
between the CS and CG devices. This is preferred as it enhances noise performance,
rejecting noise over a broad range of frequencies [66]. Inductive degeneration in-
creases stability, decreases NF and improves linearity of the LNA. In addition, the
degenerating inductor forces optimum noise and gain points close together. On the
other hand the effective transconductance of the input stage is reduced also resulting
in reduced gain. A new input matching technique for cascode LNAs at mm-wave,
reported in [71, 72], provides moderately high gain with low NF and good input and
output matching . Cascode amplifiers operating at mm-wave have also been reported
in [71-75]

Increasing the number of stages increases power gain exponentially, but at the
expense of power consumption, which increases linearly [66]. Therefore, the design
of multi-stage amplifiers requires a proper choice of the topology and the biasing
of each stage. A two-stage amplifier at 31-34 GHz, comprising of two individual
cascode stages with interstage matching has been reported in [70]. The interstage
matching boosts the power gain by 20% and the overall performance of the LNA
is satisfactory, providing high gain and gain BW, low NF and power dissipation.
A two-stage amplifier at 30 GHz with the first stage being a CS amplifier and the
second stage a cascode amplifier also shows a high gain and noise performance,
occupying a small area [76]. Both designs use microstrip transmission lines for
input, output and interstage matching [76]. A two-stage and three-stage amplifier
employing two and three transistors in CS topology are reported in [77, 78]. The
two-stage topology has a peak gain frequency of 24 GHz at which the power gain is
13.1 dB and the NF 3.9 dB. The three-stage LNA has been fabricated for operation in
two different frequencies, both in the K-band. As expected the three-stage amplifier
exhibits higher NF and dissipates more power. Multi-stage LNAs operating at mm-
wave frequencies have also been reported in [77, 79-84]

2.5 30 GHz LNA - Implementation and Results

2.5.1 Schematic Design

Cascode LNA has extensively been used in RF applications up to 5 GHz using sev-
eral design methodologies [67]. However, recently published work [74, 75] also
shows that there is space to exploit the advantages of the topology, even at mm-wave
frequencies. This work also indicates that even under low voltage supply, at 1.2 V,
implementing a high performance cascode LNA is still possible. The cascode LNA
consists of three blocks, the input matching network, the gain stage and the output
matching network. Since the implemented LNA will be measured as a standalone
circuit, both input and output impedance are matched to 50 2. The analysis of the
equivalent small-signal circuit including the input pad’s capacitance, yields an input
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impedance equal to:

+ 1 8mLs
SCg‘Y SCpad Cgs
From the two-port noise theory, the simultaneous noise input matching (SNIM)

scheme which is used in this work, occurs when the input conductance reaches each
optimum value,

Zin=s(Lg+Ls)+

(2.52)

Gopr = 00Cys ;/(1 —|ef?) (2.53)

, where o is the ratio of gate conductance to output conductance for zero drain bias, &
and vy are noise parameters, to be analytically presented in Chapter 5, depending on
the channel inversion level, and c is the correlation factor between gate current noise
and drain current noise. A typical value of c, for the short channel regime is about
0.4 [17]. To achieve both input matching and minimize NF, the steps to be followed
are described below:

1. The real part of Zp, should equal the real part of source impedance. From this
requirement the gate-source capacitance and channel width are calculated.

2. The real part of Z;, should equal the real part of source impedance. This step
gives the inductance of Lg for a given power constraint.

3. From the last step, where the imaginary part of Z;, should equal the imaginary
part of source impedance, the inductance of Lg is calculated.

120
100r

f, (GHz)
(=2}
<L

—8.2 0 02 04 06 08 1
VOD v)

Figure 2.9: fT versus overdrive voltage.
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Figure 2.10: Schematic diagram of the LNA.

The optimum DC bias voltage for the common source transistor (M1) bias is
found by plotting the unity gain frequency (fr) with respect to the overdrive voltage
(Vop). fr is a critical parameter since it affects both power gain and NF. Figure 2.9
shows that when Vgp > 0.3V, fr remains constant. This gives Vg = 0.65V. The gain
stage, consisting of M1 and M2 cannot be considered unilateral (S;=0). Thus there
is strong interaction between input and output stages. The latter needs to deliver a
purely real impedance. Therefore, an inductance Lp is used to tune out the overall
capacitance at the LNA output, at 30 GHz. To further adjust the output impedance
at 50 €2, a T network is also used [31, 68, 73]. The schematic diagram is shown in

Figure 2.10. The inductors values and transistors geometries are included in Table
2.1.

Component ‘ Value ‘
L(pH) | W(um) | L (nm)
Lg 176
Lg 264
Lp 251
Lout 127
M1 43x2 100
M2 43x2 100

Table 2.1: Values of the LNA components.
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Figure 2.11: Cascode LNA Layout.

2.5.2 Layout Design

The uppermost metal of the design process (M9) is used for the interconnection
lines. To ensure a good matching the same orientation is used for all components
and a minimum distance is kept to reduce interaction between transmission lines
and inductors. The width of the lines is determined by the maximum current that
they have to drive. The pads have been designed so that their capacitance is kept at
an acceptable low level. The total space that the layout occupies including pads is
0.37mm? [6] and is presented in Figure 2.11.

2.5.3 Post-Layout Simulation Results

The simulation results were performed in Spectre simulator and corner analysis was
used to validate the design. The scattering parameters of the LNA result from the
small-signal analysis of the circuit. The input impedance match is represented by
S11 and is shown in Figure 2.12a. Equivalently, Sy, represents the output match and
is depicted in Figure 2.12d. Values close to 12 dB are obtained for both. Reverse
isolation(-S1;) is plotted in Figure 2.12b and is about 18 dB. The LNA forward gain,
which is the same with its voltage and power gain is 6 dB in the frequency range of
29 GHz, and is shown in Figure 2.12c. The 3-dB bandwidth is 4.5 GHz. The noise
figure is 3.9 dB, exported by both small- and large-signal analysis and is presented in
Figure 2.13. The LNA is unconditionally stable over the entire bandwidth as shown
in Figure 2.14. The linearity of the circuit is high enough, so that the LNA can
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receive a signal of -12 dBm, without being compressed (Figure 2.15a). The 3rd order
intercept point is 4.9 dBm (Figure 2.15b). P;4p and Ppp3 are exported through single
and two-tone analysis, respectively. The total power consumption is limited to 7.2
mW from a voltage source of 1.2 V. The frequency shift in S-parameters between pre-

and post-layout data is due to the RC parasitics generated after the layout simulation
with Assura.

S,, (dB)

-25[ — Pre-layout 1 — Pre-layout
- - -Post-layout - - -Post-layout
_3% 1 1 1 _2% 1 1 1
0 25 30 35 40 0 25 30 35 40
Frequency (GHz) Frequency (GHz)
(a) S]1 (b) S12
_1 c T T T 10 T T T
5 -
g
= o
N
)
-5r /, .
—Pre-layout ;“—Pre-layout .
5 - Poslt—layoutl . ] - Poslt—layoutl .
% 25 30 35 40 T20 25 30 35 40
Frequency (GHz) Frequency (GHz)
(C) 512 (d) SZl

Figure 2.12: Scattering parameters of the LNA. Pre- and post-layout results.
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5.5 T T T 7]
— Pre-layout i
5|~ - - Post-layout RO

%O 25 30 35 40
Frequency (GHz)

Figure 2.13: Noise figure of the LNA. Pre- and post-layout results.

20 25 30 35 48
Frequency (GHz)

Figure 2.14: Stability factors of the LNA. Pre- and post-layout results.
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Figure 2.15: 1 dB compression point and 3rd order input intercept point of the LNA. Post-

layout results.

To compare this work with other published LNAs in K, band, an overall FoM
incorporating all individual FoM is used (2.54). The summarized results as well as
comparison with other published work are presented in Table 2.2.

_ Gain(dB)-1IP3(mW)- f. (GHz)

FoM = ==/8F 1) (abs) - Poc (mW) 2.54)
Summarized Results
This work (Cascode) | This work (MF) | [76] | [85] [74] [70]
Process (nm) 90 90 90 180 130 90
Freq. (GHz) 28.9 30 28.5 | 25.7 30 32.5
S»1 (dB) 5.9 35 20 8.9 74 18.6
NF (dB) 3.9 24 2.9 6.9 3.7 3
1IP3 (dB) 4.9 5 <75 | 2.8 6 -
Ppc (mW) 7.2 12.5 16.2 54 7 10
Area (mm?) 0.37 - 0.67 | 0.73 | 0.17" | 0.85
FoM (-) 25.3 15.5 33 1.4 45.8 -

Table 2.2: Comparison of LNA performance.
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2.5.4 Measurements

The LNA circuit consists of three GSG pads for input/output. The pitch is 125um.

e Left pad (“in +bias™): This is the input port (PORT 1) of the LNA. The RF
signal as well as the DC bias for the common source transistor should be ap-
plied. Therefore, a bias tee is needed. The DC bias should be 0.65 V, whereas
the input signal should be swept in frequency. It should be noted that the LNA
works in the 30 GHz range. The input power may be varied from -35 to +10
dBm. The 1 dB compression point is expected to be about -5 dBm.

» Right pad (“out”): This is the output port (PORT 2) of the LNA. No DC bias
has to be applied.

» Upper pad (“Vpp”): This pad is used for applying the supply voltage. Since
all the ground pads are shorted in layout, a DC probe could be used. If the
Vpp signal is provided by a DC power supply, the “-” of the channel should
be shorted to the chasis ground. If instead, a RF probe is used, a second bias
tee is needed to provide the bias voltage “Vpp”. The measurement setup is
depicted in Figure 2.16, where a RF probe is used for applying the voltage
supply “Vpp™.

Bias tee

VNA

Bias tee

PORT 1 PORT 2
oo ‘
—t o O
DC bias 1 m DC bias 2
1 Power Supply

Figure 2.16: Measurement setup of the LNA.

The measured current, under Vpg=1.2 V and Vgg=0.65 V is equal to 6.5 mA, close
to the simulated value of 6.2 mA. Simulation and measurement results for S;; and
Sy, are shown in Smith Chart diagram in Figure 2.17. The input matching network
behaves as expected and an input impedance close to 50 €2 is measured. However,
the output impedance experiences a significant difference between measured and
simulated values. This is probably due to the output matching inductor, the model
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of which seems to be unreliable. However, this is to be further investigated through
additional electromagnetic simulations.

10

(a) S11and Sy from pre- and post-layout simu- (b) S11and Sy, from measurements
lations

Figure 2.17: S;1and Sy, for (a): pre- and post- layout simulations, and (b) measurements.

2.6 Low-power LNA Design at 5 GHz

Based on previous work from [86] a low-power LNA operating at 5.3 GHz was
designed as part of a WiMAX receiver. According to the specifications obtained
from the system level analysis of the WiMAX receiver [86], the LNA should have a
noise figure less than 3 dB and a power gain of 18 dB, which could be relaxed if the
gain of the variable gain amplifier is increased.

The inductively degenerated LNA exploits the great advantages of moderate in-
version region, consuming a current of 1.47 mA, which corresponds to an inver-
sion coefficient equal to 2.5. This value has been chosen following the analysis
of transconductance frequency product FoM, which will be presented in Chapter 4.
The LNA design has been performed using the extracted EKV3 model, rather than
the commercial one. The circuit achieves a noise figure of about 2 dB, while its
gain equals 15.4 dB. The circuit is matched for an input and output impedance of 50
Q. The 1dB compression point is -18 dB. The LNA is unconditionally stable over
its entire gain bandwidth. The LNA performance characteristics are summarized in
Figure 2.18.

To compare this implementation with LNAs operating close to 5 GHz, we use
formula (2.54). Interestingly, a high overall performance is obtained while power
consumption is kept minimum and much lower compared to other work (Figure
2.19). This leads to two important conclusions. First, moderate inversion is a suit-
able region for high performance RFIC design. Moreover, FoM, simple to evaluate
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such as TFP, proves to be reliable in terms of RFIC design, since the optimum bias
point can be easily calculated, using the inversion coefficient as a design guide.

NF (dB)

2 4 5 6 8
Frequency (GHz)
(a) S parameters
T T — 8 < T T T T
o 3 _B'
. o |7
2 § G-\_/
P o
L
34 -
o
£
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Figure 2.18: Performance characteristics of the low-power 5 GHz LNA.
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Figure 2.19: Performance comparison among this work and LNAs operating at 5 GHz.
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Chapter 3

RF Test Chip: Fabrication and
Measurements

3.1 Implementation of the RF Test Chip

For the needs of the thesis, several DC, CV and RF structures were designed and im-
plemented in a single chip along with a low-noise amplifier operating at 30 GHz. The
90 nm mixed-signal (MS) low-power (LP) TSMC process was used in the context of
a multi-project wafer (MPW) run. The overall chip area is 3.5 mm?. Regarding the
RF structures, which are of high interest to us, 10 NMOS and 10 PMOS multi-finger
devices with channel lengths ranging from 240 to 100 nm and channel width from 10
to 200 um were fabricated. The RF MOS devices are considered as a two-port net-
work with source and bulk being short-circuited and gate-source and drain-source
acting as the input and output ports, respectively. Since the measurements were
performed on wafer with a ground-signal-ground (GSG) configuration, the probing
pads were designed to fit the probe pitch. Thus, dimensions of 35 um x 35 um and
75 um x 35 um were chosen, for the signal and the ground pads, respectively. All
implemented devices are depicted in Figure 3.1.

To ensure a well defined ground-reference, the ground shielded technique [87,
88] was used. This was accomplished by connecting the ground pads directly to the
ground shield, implemented in the bottom metal layer (M1) of the technology. The
signal pad is isolated from the ground plane by using only some of the top metal
layers. In this work M9, M8, and M7 were used for the signal pads. Yield is not
the case in our study and thus the dissimilarity in the metal layers used for the pad
design does not pose any limitation. Moreover the issue of different height between
the ground and signal pads is negligible due to the high probing over-travel in CMOS
measurements. The ground shield provides a low impedance path between all four
ground pads. Furthermore, as both signals refer to the same ground plane, coupling
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between them is reduced.

!U!\!MHIV”"
nu‘ ml\\liill; “m

i mmaﬁa m\

o

Figure 3.1: RF Test Chip.

3.2 Measurements

Noise measurements were performed in TU Dresden, using a system setup consist-
ing of a probe station, a vector network analyzer, tuners, filters, switches, bias tees, a
noise source from 1-50 GHz, and a spectrum analyzer with a noise figure measure-
ment personality. For S-parameters measurements the tuner is set to 50 2, and the
RF switches connect the device under test (DUT) to the VNA. For noise measure-
ments the switches connect the noise source to the DUT input and the noise receiver
to the DUT output. Maury microwave software has been used for configuring the
noise setup. To apply the DC bias, a semiconductor parameter analyzer was also
used. The noise measurement setup is presented in Figure 3.2. Due to the long time
that is required for the noise measurements, a frequency step of 1 GHz has been cho-
sen. Therefore, to allow for a more detailed small-signal analysis, S-parameters have
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also been measured independently with a smaller frequency step. The measurement
scenarios are analytically described below.

3.2.1 Noise Measurements

For noise measurements two scenarios were used:

* Drain-source and gate-source voltages constant at Vps=1.2 V and Vgg=0.65
V, and frequency was swept from 8 to 50 GHz.

* Frequency and Vpg constant (f=10, 20, 30 GHz, and Vpg=1.2 V), and Vgs
was swept from Vgg=0.3to 1 V.

The minimum Vgg bias was kept at 0.3 V because at lower bias level the gain of
the devices is generally not sufficient for reliable noise measurements. For all bias
points the output current is also calculated. Hence, all noise characteristics can be
derived versus drain current and inversion level.

CEDIC Laboratory Master plan Part2

Prober PM 5: High frequency standard and special measurements

RF, DC and Noise 8 -50 GHz noise/lopad pull measurement system

(Q, _ N Pulsed DC
a2 v

£ 0
§ b 7 Semiconductor 3 Sl Noise Figule
og Parametzer
2 Impedance %, Meter
2N Analyzer %506
o3 Tuner Controller SMUT MU i s,
z- r Q 1. Noise Figure meter, Spectrum analyzer Agilent E 4448 A
BUS & Thgy A o 2.PM5
il R 3.PNAS361C
e@u. Tuner Bias PM 5 Bias j 5 E; 4.RF sw!tch‘ LNA, downconverer
‘\% \ToBAA Q,f' o8 5. RF switch
Chuck N 4 Q 6. Tuner Maury MT 984A 8-50 GHz
U - 7. Impedance Tuner controller
Coax switd (650 50 Gz Probe 50 50 Gz robe 8. Set of waveguides (missing, SFB)
p;:fﬂ"g;f sam summ Coaxsich 9. 75-110GHz WG-Coax adapter x2 (missing, SFB)
fo noise source connector 50 241mm para;”ag;fpm 10. 75-110 GHz waveguide probes with BT (missing)
path. GHz Gore oagsemeor 50 to noise 11. 75-110 GHz wg switch X2 (missing)
gg;': Czamgre measurement 12. 75-110 GHz isolator x2 (missing)

40cm

path amd plus \ 13. 1GHz RF Gore cable x2 (40cm) missing
CWpowerfor 39 ] 14. 75-110 GHz load (missing)

LOpath!
Network " 15. RF power amplifier (75-110 GHz) missing
Analyzer el
16. LNA for noise parameter (NP) meas. (missing)
P1 PNA P2
todd 17. Downconverter for NP meas. 75-110 GHz to 1-26 GHz
3 Maury , ICCAP  (missing)

Figure 3.2: Noise measurement setup.
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3.2.2 S-Parameters Measurements

For S-parameters measurements, a three-order sweep was performed in which for
every combination of Vpg and Vgg values, frequency is swept. The exact values are
given below. In total, 64005 points are calculated. For every combination between
Vps and Vggs, the drain current can be extracted through the DC measurements,
which are performed for the same bias points.

* Vps={0.05,0.3,0.8,0.9, 1} V.
. Vgs={0:0.02:1} V.
* £={0.1:0.2:50.1} GHz.

3.3 De-embedding

With the scaling of CMOS technology, transit frequencies up to 300 GHz have been
reported [89] and thus, CMOS capabilities can be exploited for mm-wave design.
In order to correctly predict the electrical behavior of RFICs, accurate modeling of
MOS devices is of utmost importance. A model is developed based on measure-
ments. Hence reliable measurements are also critical. RF MOS devices are usu-
ally measured with a ground-signal-ground (GSG) configuration. Therefore, contact
pads are needed for S-parameter and noise measurements. To get the intrinsic per-
formance of the device under test (DUT), two more steps are required, calibration
and de-embedding. In order to know exactly what we are measuring all errors up to
the probe tip must be removed. This includes internal VNA errors, the cables and
probes.

First the reference plane should be shifted at the end of the VNA coax cables.
This is done through calibration which is performed using specific standards from a
substrate kit. Several calibration methods exist, depending on the standards that are
used. In our case the short-open-load-through (SOLT) method was applied. In order
to further move the reference plane from the probe pads to the DUT, de-embedding
should be applied. Parasitics arising from interconnect lines between DUT and pads
as well as pad parasitics, have to be subtracted from the measurements on the test
structure. The process of removing the unwanted parasitics from measurements is
called de-embedding. As already mentioned, for noise de-embedding, RF measure-
ments have to be performed along with noise measurements to allow for the de-
embedding for noise and parasitics. In the following sections the de-embedding
methods that were used in this work are described and the corresponding results, for
measured and de-embedded data, are presented in terms of Y-parameters, RF figures
of merit and noise parameters.
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3.3.1 RF De-embedding

For de-embedding purposes dummy structures with a known RF behavior in terms
of their correspondent S-parameters are used. Depending on the de-embedding tech-
nique, these dummies may include the “open”, “short”, “thru”, “open-short”, “short-
open” as well as combinations among them [90].

The simplest de-embedding method proposed in [91], uses only the “thru” dummy.
The method has been validated up to 110 GHz. However it has only been applied
to on-chip passive devices (inductors, RF capacitors etc.) and is therefore not suit-
able for active devices. The standard method which is widely used in industry is the
simple open-short method [92], in which parallel and series parasitics are excluded
from the test structure through a two-step process using Y- and Z-matrices, respec-
tively. Eventually the procedure is validated using the “thru” dummy. Several other
methods have been proposed including the four-step de-embedding process [93] and
a technique employing three thru and one open dummy [94].

(c) “Slmple short - Sim-
ple open” dummy

(d) “Thru” response (e) “Open” response () “Simple short - Simple
open” response

Figure 3.3: Layout and S-Parameter response of de-embedding structures.
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e ———— st
6, ¥ 2

DUT

(a) “Thru” dummy (b) “Open” dummy (c) “Short]1” dummy

Figure 3.5: Equivalent circuits for de-embedding structures.

In this work, the improved three-step de-embedding technique proposed by Van-
damme et al. [95] was implemented and is presented below. The dummy struc-
tures that were fabricated and used were the “thru”, “open” and “simple short-
simple open”. The layout of these structures is presented in Figure 3.3, with their
S-parameters response in Smith Chart, up to 50 GHz. The equivalent circuits for
the dummies can be found in [96]. In general, the open has a capacitive response,
contrary to the short which can be modeled by lossy inductors between the two
ports. The thru dummy can be represented by a transmission line with a specific
impedance and time delay. For the calculation of parasitic elements, the equivalent
circuit of Figure 3.4 is used. Admittances G, Gy, and G3 represent the coupling
via the metal interconnects and the silicon substrate between the gate-source (Port
1), drain-source (Port 2), and gate-drain, respectively. Impedances Z; and Z, stand
for the series impedances between port 1 and port 2 on one hand and the DUT on
the other, whereas Z3 represents the ground leads toward the DUT. Impedances and
conductances can be evaluated by analyzing and applying KVL and KCL to the
equivalent circuits of the de-embedding structures, presented in Figure 3.5a. For
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example one may calculate G| through the equivalent circuit of thru as:

Vi—V,
L =ViG 3.1
1 =V1G1 + 712 3.1
Vo=V
L =V,G,+ 3.2
2=WGt 77 (3.2)
From (3.1) and (3.2), the thru Y-matrix can be calculated as:
Gi+z jluz ~Z 41rz
Ythru = o 1l 2 G +l ]2 (33)
Z\+7Z, 2T 727
Therefore:
Y, =G|+ ! 3.4)
11,thru — Y1 Zl +Zz .
Y = ! 3.5)
12,thru — Zl +Z2 .
Y, = : (3.6)
21,thru — Zl +ZZ .
Y; =G+ ! 3.7
22, thru — U2 71+ 7, .
Summing the left and right parts of (3.4) and (3.6), G is calculated as:
G1 = Y11 thru + Y21 thru (3.8)
Similarly,
G2 = Vo1 thru + Y22, 1hru (3.9)
12 openYZI.rhru
Gy=—— 21— (3.10)
Y21.0pen + 1 sthru
1 1
7y =— - (3.11)
Yiozm  Gs
1
Zi=— -7 (3.12)
Y21 thru
1
73 = — -7 (3.13)
Y21 m1
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Equations (3.11), (3.12), and (3.13) are derived under the assumption that: G% +
Z, > 73, with Z, = Z| or Z, [95]. It should be underlined that some of the Y-
parameters cannot be used for extracting the parasitics e.g. Y1, of “simple short-
simple open” (also referred as “Short1”), since the two ports have a very small cou-
pling.

The three-step de-embedding process is described below.

1. First the measured S-parameters are converted to Y-parameters. Admittances
G; and G, are then subtracted:

2. Y is then converted to its equivalent Z matrix and series impedances can be
accounted through (3.15).

3. Zp is again converted to Yp and conductance Gj3 is subsequently subtracted,
resulting in the Y-parameters of the DUT, as described in (3.16).

G, 0
Ya = Yineas — [ o GJ (3.14)
o VARYA 73
Zg =274 { - +z3} (3.15)
Gy -G
Ypur = Y5 — {_ G33 G;} (3.16)

Y-parameters that are meaningless in terms of determining the unwanted para-
sitics can be used for validating the de-embedding procedure. These are then com-
pared to their theoretical values calculated from the equivalent circuits of Figure 3.5.
The validation process is shown in Figure 3.6 for Y-parameters Y11 thru, Y22,sh1, and
Yi2,4n1, up to 50 GHz. Symbols correspond to measurements whereas lines represent
the theoretically calculated values. The agreement between measured and modeled
results also indicates that the layout of the de-embedding structures is correctly rep-
resented by their equivalent circuits [95].

The importance of de-embedding DUTs from parasitics becomes evident by
comparing de-embedded RF FoMs, such as transit frequency fr, and maximum oscil-
lation frequency, fiax, With measured data. These are extracted from Y-parameters,
and thus it is also interesting to observe their behavior with and without de-embedding.
Figure 3.7 and Figure 3.8 represent Y-parameters in terms of real and imaginary parts
for NMOS and PMOS devices of channel length L=100 nm, channel width W=40x2
um, biased at I[Vpgl=1V, and IVgs|=0.4 V, from 1 - 30 GHz. It is worth noticing the
behavior of real parts of Y,; and Yy, which correspond to gate transconductance
gm, and output conductance gqs respectively, at low frequencies. A quite significant
difference between measured and de-embedded fr values is observed in Figure 3.9,
for both NMOS and PMOS devices. Specifically, de-embedded fr is about 10 GHz
higher than its measured data. A smaller though still present difference is obtained
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for fmax, as presented in Figure 3.10. Both FoMs are plotted with respect to a com-
mon measure of channel inversion level, called inversion coefficient, which results
from normalizing drain current Ip to specific current Ispec, as IC=Ip/Ispec and will be
analyzed in Appendix. Both fr and fy,,,x are calculated at fpo=3.1 GHz.

T
0 a Iy11,lhru|
610 o v |y22,shnrl—open'-
~ o |y12,shnrl—open|
[
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5 10
£
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Figure 3.6: Measured and modeled Y-parameters of de-embedding structures for de-

embedding verification.
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Figure 3.7: Real and Imaginary parts of Y-parameters vs. frequency, for a NMOS device of
L=100 nm and W=40x2 um, biased at Vpg=1 V and Vgs=0.4 V.
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Figure 3.8: Real and Imaginary parts of Y-parameters vs. frequency, for a PMOS device of
L=100 nm and W=40x2 um, biased at [Vpgl=1 V and I[Vgs|=0.4 V.
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Figure 3.9: Measured and de-embedded data for transit frequency vs. normalized current for
devices of L=100 nm and W=40x2 um, biased at [Vpgl=1V, at f=3.1 GHz.
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Figure 3.10: Measured and de-embedded data for maximum oscillation frequency vs. nor-
malized current for devices of L=100 nm and W=40x2 um, biased at [Vpgl=1V, at {=3.1 GHz.

3.3.2 Noise de-embedding

For high frequency operation, the noise generated within ultra-deep-submicron MOS
devices dominates the overall noise performance of analog/RF circuits [96]. There-
fore it is crucial to identify noise characteristics of the DUT, excluding probe pads
and interconnect lines. Noise de-embedding techniques in linear two-port networks
are based on the noise power matrix, also called noise correlation matrix [96]. The
correlation matrix, Cy, is defined by 3.17. In general, the DUT can be modeled ei-
ther in a parallel-series configuration, or in a cascade configuration. In the former,
the open and short dummy structures are used to de-embed the RF probe pad par-
asitics from the measured noise parameters. In the latter, the equivalent circuit is
considered as a cascade of networks consisting of the probe pads, interconnections
and the transistor, with each of these described by an equivalent matrix. For the
cascade configuration, several noise de-embedding techniques have been proposed,
employing different dummy structures [96—104]. In all cases, S-parameters mea-
surements have to be performed along with noise measurements, at the same bias
and frequency conditions, to allow for the de-embedding.

R, M=l _R,¥;

Cp=2KT | vy opt (3.17)

mm —R,Y, pt Ry | Y, pt |

In this work, noise measurements have been de-embedded using the open and
thru structures, according to [96-98]. The de-embedding process includes eleven
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steps which result in the correlation matrix of the intrinsic transistor, C5. The com-
plete proces is described below.

1.
2.

10.

11.

46

Measure the S-parameters of the DUT, open and thru, [SPUT], [SOPEN], [STHRU],

Measurre the noise parameters - NF2UT Yo’?f/T RPUT of the DUT and calcu-

CDUT]

late the noise correlation matrix | using 3.17.

Convert [SOPEN] to [YOPEN] and calculate Ypap = YOTEN + YSPEN and the

ABCD parameters of the input/output pads [APAP] = [Yl (1)] )
PAD

Calculate [ATHRU] from [STHRU].

Calculate the ABCD matrices:

[ATN] = [ATHRU[APAD]~1and [AOUT] = [APAP]~1[ATHRU]  which include the
parasitic effects of probe pads and interconnections connected in cascade at
the input and output ports. The superscript “-1” denotes the inverse of the
matrix.

Convert [SPUT] to [APYT] and calculate [ATRANS] = [ATN]~1[APUT][A0UT] -1
Convert [A'N] and [A%YT] to [Z/N] and [Z°9VT].

Calculate the correlation matrices:

[CIN] = 2kTR([Z™]) and [COUT] = 2kTR([ZzOVT]), which include parasitic
effects from the probe pads and interconnects connected in cascade at the input
and output ports, respectively.

Convert [C}V] and [CZUT]to their correlation chain matrices:
[C[N] [TIN} [CIN] [T[N] , and [COUT] [TOUTHCOUT][TOUT] , where su-
perscript “T” is the transpose of the matrix. [T'V] and [T9VT]are given by:
o= A o ) A
T = and [T =

0 —A% 0 —A9UT

Calculate the correlation matrix of the intrinsic transistor:
(Cal = [A™] 7 (ICRUT] = [CRY) (AIN]T) = — [ATRANS[CQUT [ ATRANS]T,

Once C, is derived, noise parameters can be evaluated via equations (3.18),
(3.19), and (3.20).

1
NFuin =1+ k—T(%(Cle) + \/Cl 14C224 — (3(C124))?) (3.18)
Yo = VC114Ca24 — (3(C124))2 +i3(Cr24) (3.19)
Ciia
R, = Cuia (3.20)
2kt
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Figure 3.11: Equivalent circuit diagram of the structure of a DUT, including probe pads,
metal interconnections and a transistor in a cascade configuration.
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De-embedding results are presented in Figure 3.12 and Figure 3.13, for NMOS
and PMOS devices, respectively, up to 20 GHz. All devices are biased at [Vpgl=1.2
V and [Vgsl=0.65 V. Noise parameters are presented with and without applying noise
de-embedding, with optimum source reflection coefficient being represented by its
magnitude and phase. The impact of noise de-embedding is clear in these graphs,
for all noise parameters and for the entire frequency range. Results are in line with
those presented in [99, 100, 103]
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Figure 3.12: Noise parameters for NMOS device of L=100 nm and W=40x2 um, biased at
Vc,s=0.65 V and VDS=1-2 V.
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Figure 3.13: Noise parameters for PMOS device of L=100 nm and W=40x2 um, biased at
IVgsl=0.65 V and [Vpgl=1.2 V.
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Chapter 4

Figures of Merit for RFIC
Design

In this chapter high frequency modeling is presented in the context of the EKV3
compact model and quasi-static (QS) and non-quasi-static (NQS) operations of the
MOST are discussed. The impact of extrinsic components on CMOS RF perfor-
mance is also investigated. From the circuit perspective, RF conventional FoM ex-
tracted from Y-parameters, are presented and modeled. Advanced FoM, suitable for
RFIC design - particularly LNA design - such as transconductance frequency prod-
uct and gain transconductance frequency product are also analyzed. All FoM are
presented with respect to inversion coefficient and scaling. Additional TCAD simu-
lation data are provided along with measurements of the investigated 90 nm process,
for technology nodes of 180, 90, 45, and 22 nm. Non-linearities of the 90 nm CMOS
process and TCAD data are also investigated for all available channel length n- and
p-MOS devices, in terms of performance metrics such as the third order input in-
tercept point. Non-linearities are extracted from DC as well as RF measurements
and are plotted versus IC. For all FoM, a evident shift in their optimum performance
to lower inversion levels is observed with channel length scaling. Particularly, for
LNA, optimum performance is achieved close to the middle of moderate inversion,
for the shortest device of L=22 nm.

4.1 High Frequency Modeling

With frequency increase the design characteristics of a MOS device, such as transcon-
ductance, gain, NF,, start to degrade. Since both the intrinsic and extrinsic part of
the device contribute to this degradation, the transistor needs to be split in its intrinsic
and extrinsic parts each of which should be properly taken into account in determin-
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ing its high frequency performance. At relatively low frequencies, well below the
fr the transistor operation is described as static or quasi-static . This means that for
every change of voltages in the device terminals, the transit time within the channel
is actually zero, and hence the device current response is immediate. Above a certain
frequency, called quasi-static frequency, wgs, charges need time to adjust to voltage
changes. The charge density is now dependent not only on the instantaneous voltage
value but also on the past values that resulted in the specific charge density. The
normalized quasi-static frequency (£24), in terms of normalized charges, is given by:

Q. = Wys :Tspec:30 (‘]s+4d+1)3 .1
T Ogpec Ty 442 + 445 +12¢5q4 + 105 +10g4 + 5
, Where
1 uUr
WOspec = m = Iz 4.2)

{2gs can stand as a FoM for the MOS device since it represents the frequency the
device can reach without accounting for the extrinsic parasitic components [4]. The
intrinsic NQS equivalent circuit is shown in Figure 4.1a. The circuit entails five
admittances (Yggi, YGsi> YGDi» YBsi> YBDi) and three transadmittances (Y, Yms,
Yma) connected between drain and source and controlled by the gate. These are
consequently modeled by voltage-controlled-current-sources (VCCS) defined by:

Iy =Y AVg 4.3)
Iys = YmsAVS (44)
Lpg = YmdAVD (45)

The equivalent QS intrinsic circuit in Figure 4.1b is derived by the NQS circuit in
which admittances are replaced by capacitances. Transadmittances are now derived
by:

Yo = Gu(l— jorty) (4.6)
Yis = Gms(l - jwqu) (4~7)
Yia = Gmd(1 - j(Dqu) (4.8)

Even at RF the NQS model is seldom used due to its complexity. As a rule of
thumb, in order not to have any performance degradation due to NQS, ¢qs has to be
much higher than the operating frequency (approximately 5-7 times) [4]. Increasing
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s, can be done by increasing the bias current but at the expense of higher power
consumption.

G G
f]YGBi [‘]YGSi f] YGpi J: CaBi J: Casi J: Capi

— -
Ims, $ |ms$
S ST

AVg D AVG D

I|md I Imd
AVs o Avo AVs b avo
[I]YBSi [‘]YBDi ——Cssi —— CBDi

5 5 s T T 7%

(a) Non quasi-static (b) Quasi-static

Figure 4.1: Small-signal equivalent circuits of a MOST.

4.2 MOS Extrinsic Part

Besides the intrinsic part, which determines the device performance at relatively
low frequencies, the extrinsic part of the device becomes significant with increasing
frequency, specifically for short channel devices. The two parts are distinguished by
the internal nodes (gi, di, si, bi) which are depicted in Figure 4.2. The connection
between the intrinsic and extrinsic parts of the device is done through the source-
drain extensions (SDE), as well as the source and drain diffusions [105]. These parts
add some parasitic resistances which are modeled by the source and drain resistances
Rg and Rp. The access to the gate can be modeled with an equivalent resistance, Rg.
Rg should be kept small enough via proper layout, since it greatly affects RFIC
design [106]. In order to model the substrate network, several approaches have been
introduced [107-114]. The simpler entails the usage of a substrate resistance Rp,
which is sufficient in most of the cases. However in certain circumstances, e.g. in
the slope of the unilateral power gain, which changes from the -20 dB/decade at low
inversion levels, more detailed substrate network modeling is needed.

Because of the SDE, parasitic capacitances are also present in the extrinsic de-
vice part. The overlap capacitances between gate and source Cgs, and gate and
drain, Cgp, are due to the overlap of the gate oxide over the SDE. In short channel
devices and strong inversion, parasitic capacitances contribute about half of the total
capacitance, and thus need to be accurately modeled. The gate to bulk capacitance,
CgBo, Which is due to the extension of the gate electrode above the field oxide and
on top of the substrate [4], slightly affects the total capacitance.
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Figure 4.2: Equivalent circuit of the extrinsic part of a MOST.

4.3 Transistor Figures of Merit

Small-signal analysis is investigated and validated through on-wafer measurements
of S-parameters. Subsequently, S-parameters are converted to Y-parameters. Y-
parameters offer a convenient way to extract transistor FoM, such as transit fre-
quency, maximum oscillation frequency and unilateral gain. Additionally, critical
model parameters, such as overlap capacitances and parasitic resistances, previously
described, can also be derived. Analytical expressions for the Y-parameters of a
MOSFET in saturation are presented in the equations below. A detailed circuit anal-
ysis on the extraction of Y-parameters, can be found in [105].

Yn= (DZRGCé +](DCG (49)
Y12 = —0*R¢CopCo — joCop (4.10)
Ya1 = Gy — @*R6C6(Cop +Cnm) — jo(Cop +C) (4.11)

Y0 2 Gy + (DzRG (CGCBD +CsCsp + CGDCm) + jCO(CBD + CGD) 4.12)

Cpy is the intrinsic gate transcapacitance. Cg is the total gate capacitance, including
both the intrinsic and extrinsic capacitances:

Cc =Cgs+Csp+Cip (4.13)
Cg and Cgp are extracted from (4.9) and (4.10) as:

_ Imag(Y11)

C
¢ ()

(4.14)
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Imag(Y12)
()

Cgs is then calculated via (4.13) assuming operation in strong inversion and satu-
ration, where Cgp is negligible. Parasitic gate resistance can be derived from (4.9)
as:

Cop = (4.15)

Real(Y11)
Rg=——"7-—""— 4.16
S (Imag(1)))? (4.16)

4.3.1 Transit Frequency

A commonly used RF FoM for transistors is the unity gain frequency. It corresponds
to the frequency where the current gain of a common-source amplifier falls to unity.
The current gain is calculated through the hy; hybrid parameter of the two-port net-
work as:

_Q: Gm :ﬂ
m JjoCs jo

(4.17)

¢ is the unity gain frequency in rad/sec given by the ratio of gate transconductance
to the total gate capacitance:

G
= Co

Given the S-parameters, the transit frequency in Hz can be calculated by first con-
verting S- to H-parameters and then taking the imaginary part of hy; as:

(4.18)

fT = Imag(hZI)fSpot 4.19)

, Where fg,o is a relatively low frequency, approximately in the range of 1-5 GHz.
Alternatively, ft can be extracted by extrapolating hy; in strong inversion and satu-
ration, where the slope is known to be -20 db/dec. The frequency point where hy;
equals one (or zero dB) is the fr.

4.3.2 Maximum Oscillation Frequency

Maximum oscillation frequency stands as a FOM to compare RF performance among
MOS devices. It is directly connected to unilateral gain, U. The latter is the max-
imum available gain of a two-port network, assuming its feedback admittance Y,
is neutralized (Y »=0). For maximum gain to occur, source and load impedances
should be matched, that is: Ys = Y| and Y5 = Y55. U can be derived via Y-, Z-, or
H-parameters in a similar way [115, 116]. fn,x can then be calculated according to
(4.21). Similarly to ft anf hyy, fi,« is derived by extrapolating U in strong inversion
and saturation.
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Va1 — Y1
U= 4.20
4[real(Y11)Real (Y») — Real(Y12)Real (Y21)] (4.20)

Smax = \/ﬁfspot 4.21)

4.3.3 FoM for LNA Design

The transconductance to drain current ratio G, /Ip represents the current efficiency of
a transistor, i.e. the transconductance you get for a specific current. Gy, /Ip is useful in
terms of analog design, e.g. in operational transconductance amplifiers (OTA). The
normalized current efficiency can be expressed as a function of inversion coefficient
through (4.22), where n is the slope factor. Current efficiency is maximum in weak
inversion and equal to 1/n, whereas it reduces as the gate-source voltage increases.
Gn, 2
Ip  n(/AHIC+1+1) (422)
Shameli et al. [117] combined Gy,/Ip with speed, introducing a unique FoM for
MOS transistors. This FoM is called transconductance frequency product, TFP =
(Gm/Ip) fr, and is used to optimize ultra-low power RF circuits. Interestingly, for
the 180 nm CMOS process in [117], optimum performance was achieved within
moderate inversion region. Based on [117], Taris et al. investigated TFP in terms of
RFIC design [60]. They concluded that TFP stands as a FoM for LNA design, in-
corporating all individual FoM, namely voltage gain, operating frequency, noise and
power consumption, in a single one. Their analysis was applied in a common-source
LNA, but it can also be extended to cascode topology. Voltage gain Gy is found
to be proportional to fr/(Rsf) [118], where Rg is the input impedance, typically
equal to 50 €, and f is the operating frequency. Power consumption, Pcops, is equal
to VppIp. Minimum noise factor of a MOS transistor is proportional to 1+ ﬁRs'
Therefore following (4.23), TFP proves to be an easy and representative way to char-
acterize the overall performance of a CS LNA. Recently, measurements on TFP were
presented down to 40 nm with respect to inversion coefficient and juxtaposed with
BSIMG6 [113, 119]. In [120] the effect of velocity saturation on TFP was introduced
via analytical equations, based on the charge-based EKV3 model. In this work, TFP
is further investigated down to 22 nm.

Gf _ Gu
(F - l)P cons ID
Song et al proposed an even simpler way to describe the overall LNA perfor-
mance [121]. Based on the cascode topology they analyzed the FoM expressed in

(4.23), without including the frequency of operation and ended up to (4.24). Gp
in (4.24) is the power gain which is proportional to G2,. The noise factor is found

FOMLNA = fT (423)
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to vary with Ip/G2,. The important thing with this simpler expression is that DC
measurements are sufficient to describe the RF performance of an LNA, via the ratio
G2,/Ip. Previous work has only shown the width dependence on G2, /Ip, with respect
to gate-source voltage Vgs. The length dependence of the FoM, versus inversion co-
efficient, as well as the comparison of this FoM to TFP will be shown in Section
1.5.3. Gy and Gp in (4.23), and (4.24) are the same when the LNA is matched to 50
Q, at its input and output.

G _ G,

2
— e (m 4.24
(F - l)Pcnns ID ) ( )

FoMins =

4.3.4 Gain Transconductance Frequency Product

Additionally to TFP, which represents a trade-off between power and bandwidth,
another FoM was recently proposed [9]. Gain transconductance frequency prod-
uct (GTFP) is defined as the product of TFP with intrinsic voltage gain: GTFP =
(G /Ip)(Gm/Gys) fr- GTFP can be mainly used as a performance metric among dif-
ferent devices [10] as well as a FoM for OTA design. The decrease in Gy,/Gqs with
technology scaling, affects the GTFP value which increases with a slower rate, com-
pared to TFP with technology scaling [8]. However, its optimum value experiences
the same behavior as TFP, progressively moving towards lower inversion levels.

4.4 Nonlinearity

In a transceiver chain, there are circuits operating in small-signal (LNA), while others
operate under large-signal excitation (e.g. VCO, power amplifiers etc.). Therefore it
is useful to identify the sources of non-linearities in the MOS device. Non-linearities
can be described by harmonics and intermodulation. In each case, different metrics
are used to describe the performance of a circuit.

In the case of a single signal, the 1 dB compression point is usually used as a
FoM. An amplifier maintains a constant gain for low-level input signals. However,
at higher input levels, the amplifier goes into saturation and its gain decreases. The
1 dB compression point (P14p) indicates the power level that causes the gain to drop
by 1 dB from its small signal value.

When two interferers (at frequencies «; and ;) accompany the desired signal,
the output exhibits components that arise from mixing of the two components. A
measure of intermodulation is the third intercept point. It is the point where the
amplitude of the third order intermodulation products (at 2¢1-0;, 20;3-01) becomes
equal to that of the fundamental tones at the output. The input and output third
intercept points are used for receivers and transmitters, respectively.

In a MOSFET, the nonlinearities mainly arise from harmonics [122-124] in-
duced by higher order derivatives of the channel current Ip with respect to Vgs,
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especially by the 3rd order derivative Gy,3, calculated via (4.25). It has been shown
that non-linearities due to the non-linear Ip-Vpg characteristic slightly contribute to
the total non-linearities of the device [125]. Extrinsic components, such as capaci-
tances are non-linear as well, since they are bias dependent. However, keeping all
extrinsic components constant does not significantly change the model results [4].
Non-linearity analysis in MOSTs is usually expressed in terms of 3rd order inter-
modulation input intercept points Pips and Vips, as well as the 1dB compression
point. Prp3, Vips and P4p are derived via (4.26), (4.27), and (4.28) and have been
extensively investigated in literature [126—131]. Rg is the input impedance, typically
equal to 50 (2.

Gn= aa?IGDS, m2 = 3‘2/2, m3 = 3‘3%11 (4.25)
Pip3 = ‘ 3 éj;”RS (4.26)
Vipz = 24Gm 4.27)
Gm3
Piap = ’138%:;3& (4.28)

In general, with increasing gate bias, Pip3 and Vip3 increase to a maximum value
followed by a local minimum [123]. With technology scaling, contradicting results
have been observed even from the same groups. Specifically, in [123], Vip3 is shown
to obtain its optimum value at lower overdrive voltages with channel length scaling.
However, in [132], the same group reports that maximum Vip3 is achieved at higher
current densities, and thus inversion levels, with technology scaling. At high drain
current density, velocity saturation and series resistance dominate Vip3[123, 132].

4.5 Results and Discussion

A compact model should predict the electrical behavior of MOS devices over a large
range of frequency, geometry, and bias. Former work showed the EKV3 model’s
validity up to 30 GHz, for 110 [116] and 180 nm [115] CMOS processes. In this
thesis, the EKV3 compact model is presented for RF FoM essential for RFIC design,
with respect to inversion level. This facilitates a comparison of devices of different
geometry, channel types, and over many technology generations. For this purpose,
multifinger n- and p-MOS devices of several geometries have been measured over
a wide range of bias points. For analog/RF applications, intrinsic gain Gy,/Gps,
gate transconducance Gy, and output conductance Gpg, transconductance efficiency
Gu/Ip, intrinsic gate and Miller capacitances Cgine and Cyiier , transit frequency fr,
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and maximum oscillation frequency fi,« are of utmost importance for circuit perfor-
mance. The product (G, /Ip)fr (TFP) and fy,x are considered important FoM for
the RF performance of devices. The limitation of f,a is in turn critically dependent
on Cgint/Cwinter and G/Gps [133]. Recently, the GTFP (G,,/Gus)(Gm/Ip) frwas
proposed [9, 10] as a performance metric. GTFP is easy to evaluate and combines
the HF capability of the device with transconductance efficiency and intrinsic gain.
To study the scaling effect on these performance characteristics, CMOS technology
nodes covering 180, 90, 45, and 22 nm were simulated using the ATLAS simula-
tor and modeled with EKV3. For the 90 nm case used in this paper, measured data
are presented as well. The FoMs are represented with respect to inversion coeffi-
cient, defined as IC = Ip/Ispec, providing a common measure of comparison across
all channel dimensions and over technology nodes.

The models activated in the TCAD simulation comprise inversion layer Lom-
bardi CVT mobility model with doping and temperature dependence. Shockley—
Read—Hall, Auger recombination model for minority carrier recombination, and
Fermi—Dirac statistics are used. Inversion layer quantum effects are considered. The
physical parameters for TCAD simulations for different technology nodes are pre-
sented in Table 4.1. TCAD simulations and measurements of the 90 nm CMOS pro-
cess have been verified with experimental results from other researchers [89, 134], as
well as ITRS 2011 data [135]. This is shown in Figure 4.3 and Figure 4.4 for fT and
f max, respectively. A good agreement is observed among different measurements.
The trend for fr, even for the shortest devices, remains the same, i.e. it increases
with the inverse of channel length.
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Figure 4.3: TCAD simulations and measurements for transit frequency fr.
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Figure 4.4: TCAD simulations and measurements for maximum oscillation frequency fiax.

Parameter \ Value
Channel length (nm) 22 45 90 180
EOT (nm) 1.1 1.3 2.1 3.1
Substrate doping (cm™) | 2.5x 108 | 1.25x10™ | 7x 1077 | 5x 107
Junction depth (nm) 10 15 30 50
Slope factor 1.6 1.4 1.31 1.27
Technology current Iy (nA) 574 549 461 439

Table 4.1: Parameters for n-MOSFETSs simulated in this work.

4.5.1 Parasitic Resistances and Overlap Capacitances

In short channel MOSFETs the extrinsic components greatly affect the device per-
formance. Therefore it is prerequisite to correctly model parasitic resistances and
capacitances. Since extrinsic components result from Y-parameters, it is impera-
tive that Y-parameters should also be accurately modeled. Figure 4.5 and Figure
4.6 represent measured and modeled data for Y-parameters, in terms of their real
and imaginary parts, respectively. For convenience, a n-MOS device of L = 100
nm and W = 10 x 2 um is shown here, biased at Vpg = 1 V. Three bias points are
presented, namely Vgs values ranging from 0.3 - 0.5 V. This corresponds to an in-
version level ranging from moderate, which is the region of interest to us, to strong
inversion. The EKV3 model satisfactorily covers the frequency response for a wide
range of frequencies, from 1 - 30 GHz. Gate resistance, Rg, has a great influence
on the real part of Y and Y», especially at high frequencies. This is described
in (4.11), (4.12) and is represented in Figure 4.6¢ and Figure 4.6d. The same holds
for parasitic capacitance Cgp. Both Rg and Cgp are extracted in strong inversion
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and saturation, according to [136] and are depicted in Figure 4.7 versus frequency
from 1 - 30 GHz. The total gate capacitance Cg is also presented in the same Figure.
Overlap capacitance Cgg can be easily calculated by a simple subtraction, via (4.13),
since Cgp is negligible in strong inversion. Figure 4.7 verifies that the plotted ex-
trinsic components are frequency independent and the extraction method is accurate
and reliable.

A good approximation of the DC values of gate transconductance (Gp,) and out-
put conductance (Ggs), for every bias point, can be achieved through (4.11) and
(4.12), for ®* = 0. These values coincide to the values extracted from relatively low
frequencies, at which the real part of Y;; and Y;, remain constant.
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Figure 4.5: Imaginary parts of Y-parameters vs. frequency for a n-MOS device of L=100
nm, W=10x2 um, biased at Vpg=1V.
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Figure 4.6: Real parts of Y-parameters vs. frequency for a n-MOS device of L=100 nm,

W=10x2 um, biased at Vpg=1V.
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Figure 4.7: Gate resistance and parasitic capacitances vs. frequency for a n-MOS device of
L=100 nm and W=10x2 um, biased at Vpg=Vgs=1V.

4.5.2 Transit Frequency and Maximum Oscillation Frequency

Transit frequency is an easy way to describe the RF performance of a MOS device.
A high fr is desirable, since it represents the frequency limit up to which the tran-
sistor can operate as an amplifier. fr is also related to noise, via noise factor [4].
Generally, the higher the ft, the lower the noise factor. In the present section, transit
frequency is presented versus bias and channel length for the measured as well as
the simulated devices. Figure 4.8a, demonstrates the direct relation between current
gain hp; and fr. The extrapolated value of hy; in which it crosses the zero dB point
corresponds to the fr of the device. This holds when the device is biased in strong
inversion and saturation, where the slope of the hy; is -20 dB/dec. Indeed, as shown
in Figure 4.9, the fT of the measured n-MOS device at Vpg = 1 V is very close to
the value obtained by the linear extrapolation of hy;. In Figure 4.9 ft is plotted for
several Vpg values, including the linear region. hy; is also plotted versus inversion
coefficient in Figure 4.8b. In order to study the behavior of ft over different tech-
nology nodes, TCAD simulated data are used together with measured data. TCAD
data include CMOS technologies of L=180, 90, 45 and 22 nm. Figure 4.10, shows
that for the shortest simulated n-MOS device of L = 22 nm, an ft of about 400 GHz
is achieved, demonstrating the extensive possibilities offered by such CMOS tech-
nologies in terms of analog/RF design. Moreover maximum fr values are obtained
at lower IC values with channel length scaling.

The same trend is observed for the maximum oscillation frequency, presented
in Figure 4.12. Unilateral gain is shown in Figure 4.11a and Figure 4.11b versus
frequency and IC, respectively. For the measured device of L=100 nm, fy,a is ap-
proximately equal to 120 GHz, whereas for the the 22 nm channel length device,
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fmax approaches 600 GHz. The scalability and high accuracy of the EKV3 model
is proven in all cases since it efficiently describes all FoM over frequency and bias
domains, for all investigated channel lengths. TCAD simulated data are validated by
comparing the 90 nm TCAD data with the measurement results of the 90 nm CMOS
process. These are shown to be in close proximity.
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Figure 4.8: hy; for a n-MOS device of L=100 nm and W=10x2 um, biased at Vpg=1 V.
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Figure 4.9: fr vs. inversion coefficient for a n-MOS device of L=100 nm and W=10x2 um,

biased at different Vpg.
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Figure 4.10: fr vs. inversion coefficient for n-MOS device of several technology nodes with
W=10x2 um, biased at different Vpg=1 V.
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Figure 4.11: Unilateral gain for a n-MOS device of L=100 nm and W=10x2 um, biased at
Vps=1 V.
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Figure 4.12: f,4x vs. inversion coefficient for n-MOS devices of several technology nodes
with W=10x2 um, biased at different Vpg=1 V.

4.5.3 FoM for LNA Design and GTFP

Several techniques have been introduced for optimizing the performance of LNAs.
Depending on the specifications, the LNA circuit can be designed for noise match-
ing, input and noise matching, or input and noise matching while taking into account
power consumption as well. Every optimization scheme experiences certain disad-
vantages, already explained in Chapter 2. In this thesis, we show that an LNA circuit
can be simply optimized by properly choosing its operation point within the mod-
erate inversion region. This is shown by inspecting the behavior of a representative
FoM, namely the TFP. TFP is easy to calculate and describes the overall perfor-
mance of a CS LNA, in terms of noise, power, operation frequency and gain. TFP
is firstly investigated in the context of available measured n-MOS devices of the 90
nm process. This is shown in Figure 4.13, where TFP is plotted versus inversion co-
efficient for devices with channel length ranging from 240 to 100 nm, and W=40x2
um, biased at Vpg=1 V. It is shown that within the same technology node, maximum
TFP appears in ML.I. region and is progressively moving from higher to lower inver-
sion levels, with channel length scaling. For the shortest device of L=100 nm, this
practically means that a CS LNA biased with a current of 2.7 mA and thus a power
consumption of 2.7 mW can be achieved at a frequency of 10 GHz. The shortest
available p-MOS device has a much lower TFP, due to its lower cut-off frequency.
This value is achieved at higher inversion levels, specifically in the vicinity of M.L
and S.I. (Figure 4.14). TFP has also been extracted for different technology nodes
and is shown in Figure 4.16. Transconductance efficiency, used in the TFP calcula-
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tion, is presented in its normalized form in Figure 4.15. TFP with respect to inver-
sion coefficient is shown in Figure 4.16. Peak values are observed within the higher
decade of moderate inversion; the optimum operating point is progressively shifted
toward the center of M.I. (IC = 1). This is of major importance as the demand for
lower supply voltages as well as lower power consumption becomes more stringent.
The ratio of G2, /Ip which includes all individual FoM but the operation frequency,
experiences the same behavior with TFP: that is, its peak value is obtained close to
the center of M.I. with channel length scaling. This is depicted in both Figure 4.17
and Figure 4.18 for measured and simulated data, respectively. This also proves that
M.L is ideal for realizing optimum LNA implementations.
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Figure 4.13: TFP vs. inversion coefficient for n-MOS devices with channel length ranging

from 240 nm to 100 nm, in saturation.
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Figure 4.14: TFP vs. inversion coefficient for a n-MOS and a p-MOS device of L=100 nm,

in saturation.
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Figure 4.15: Normalized transconductance efficiency: TCAD data, and EKV3 model for
minimum length n-MOS devices of 180-, 90-, 45-, and 22-nm CMOS technologies, and mea-
sured data (for 90-nm minimum device), with channel width W = 10 x 2 um, biased at Vpg =
0.9 V.
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Figure 4.16: TFP vs. inversion coefficient: TCAD data, and EKV3 model for minimum
length n-MOS devices of 180-, 90-, 45-, and 22-nm CMOS technologies, and measured data
(for 90-nm minimum device), with channel width W = 10 x 2 um, biased at Vpg = 0.9 V.
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Figure 4.17: G2,/Ip vs. inversion coefficient: Measured data and model for n-MOS devices
with channel length of 240-, 180-, and 90-nm and W =40 x 2 um, biased at Vpg =1 V.
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Figure 4.18: G2,/Ip vs. inversion coefficient: TCAD data for minimum length n-MOS
devices of 180-, 90-, 45-, and 22-nm CMOS technologies, with channel width W =10 x 2 um,
biased at Vpg =0.9 V.

While TFP reflects the increase in fr when scaling down the technology, the
GTFP - which in terms of analog design could be useful in operational transconduc-
tance amplifiers - of 45 and 22 nm nodes remains almost the same, as the degradation
of G/Gys in the latter almost outweighs the increase in fr (Figure 4.19). This is ev-
ident in Figure 4.20, where maximum values of TFP and GTFP are plotted for all
technology nodes with respect to effective gate voltage Vgpg. IC and Vggr are related
via (4.29).
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Figure 4.19: GTFP vs. inversion coefficient: TCAD data, and EKV3 model for minimum
length n-MOS devices of 180-, 90-, 45-, and 22-nm CMOS technologies, and measured data
(for 90-nm minimum device), with channel width W = 10 x 2 um, biased at Vpg = 0.9 V.
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Figure 4.20: Maximum of TFP and GTFP vs. effective gate voltage: TCAD data, and EKV3
model for minimum length n-MOS devices of 180-, 90-, 45-, and 22-nm CMOS technologies,
and measured data (for 90-nm minimum device), with channel width W = 10 x 2 um, biased

at Vps =09 V.
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4.5.4 Third Order Intercept Points and 1 db Compression Point

Linearity is not the main concern in an LNA circuit. However, it is desirable for ob-
taining its optimum overall performance. Moreover, in the last stages of a transceiver
chain (e.g. mixer, variable gain amplifier, power amplifier), it becomes of major im-
portance. Therefore, it is useful to study its behavior with bias and scaling, through
distortion FoM. In general, linearity FoMs are exported from DC measurements.
However it is also useful to study these metrics at high frequency, since this would
be more meaningful in terms of RFIC design. Therefore RF measurements were per-
formed for several Vpg and Vs values and linearity metrics were extracted at 1.1
GHz. Gy, G2 and G,,3 measurements as well as EKV3 simulation data are shown
in Figure 4.21 versus IC for the shorter device of L=100 nm biased in saturation.
Prp3 and Vip3 are calculated through (4.26) and (4.27) and presented in Figure 4.22
and Figure 4.23, respectively, for the longest and shortest measured devices. The 1
dB compression point is plotted in Figure 4.24, experiencing the same behavior with
Prp3 and Vip3. Pigp falls approximately 10 dB below the third order intercept point.
The model results are in close proximity with measurements and recent published
work [123, 124, 137]. Since for low distortion operation all linearity FoMs should be
as high as possible, it is worth noticing that moving towards shorter length devices,
the peak value of linearity metrics is moving to lower inversion levels, experiencing
the same shift as other FOM previously presented, which for L=100 nm approaches
the center of M.I. region (IC=1). To validate the trend, non-linearity FoM were also
derived for the TCAD simulated data. Maximum values of Pip3 and P4g are also
shown to be shifted to lower inversion levels with channel length decrease. This is
depicted in Figure 4.25 and Figure 4.26. For the TCAD case, Pip3 and P;4g have
been extracted from DC rather than data, but this has practically no impact on the
results. The extracted distortion behavior of CMOS actually means that the trade-off
between power and linearity can become more relaxed with technology scaling.
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Figure 4.21: Gm, Gy, and Gy, 3 vs. inversion coefficient for a n-MOS device of L=100
nm and W=40x2 um, biased at Vps=1V, extracted at f=1.1 GHz.
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Figure 4.22: Prp3 vs. inversion coefficient for n-MOS devices of W=40x2 um, biased at
VDS=1 V, extracted at f=1.1 GHz.
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Figure 4.23: Vip3 vs. inversion coefficient for n-MOS devices of W=40x2 um, biased at
Vps=L 'V, extracted at f=1.1 GHz.
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Figure 4.24: P4p vs. inversion coefficient for n-MOS devices of W=40x2 um, biased at
VDS=1 V, extracted at f=1.1 GHz.
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Figure 4.25: Pyp3 vs. inversion coefficient for n-MOS devices biased at Vg=0.9 V.
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Figure 4.26: P 4p vs. inversion coefficient for n-MOS devices biased at V[yg=0.9 V.
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4.6 Contribution

A lot of research effort has been lately given on exploring the possibilities of high
performance RFICs, while keeping the power consumption low [113, 117, 119].
This effort is driven by the increasing demand for low-power RFICs. In this chap-
ter we demonstrate that moderate inversion is the proper operation region for circuit
biasing. This is shown through several design-oriented FoM, which are explored
over many CMOS generations. In particular, extremely high ft and f,,x values are
obtained at lower inversion levels, with technology scaling. Optimum LNA perfor-
mance has been studied through simple and qualitative design metrics, such as TFP
and G2 /Ip. Both are presented for the first time down to 22 nm and confirm that it is
feasible to combine high performance with power minimization. Both FoM obtain
their maximum values within moderate inversion and specifically, at IC values close
to 3, for the 22 nm n-MOS device. GTFP, which is useful for comparing different
devices, is also shown to have a similar behavior. Non-linearities, for which con-
tradicting results have been reported regarding their trend with bias and scaling, are
also presented for the fabricated 90 nm CMOS process as well as the TCAD data.
All distortion FoM are shown to obtain their optimum values within moderate inver-
sion. The EKV3 model accurately describes this behavior with scaling and biasing,
validating both measured and simulated data.

In conclusion, all investigated FoM show that optimum analog/RF performance
is gradually shifted toward lower levels of MI, closer to around-threshold operation,
as planar bulk CMOS scales toward the 20 nm regime.
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Chapter 5

Noise in MOS Devices

The dynamic range of a receiver is limited by its sensitivity and the maximum sig-
nal strength allowable at its input. Sensitivity is related to noise, which determines
the minimum signal that the receiver can detect. Due to its random nature, noise is
characterized by its average power. Thus its power spectral density will be described
in the following section. Moreover, noise in MOS devices will be presented in detail
and the derivation of channel thermal noise as well as the impact of short-channel
effects on it will be shown. The extraction of noise parameters will be addressed in
the context of two-port network theory and noise parameters having circuit impli-
cations will be introduced. Next, modeling issues will be covered to validate noise
measurements and display the trend of noise characteristics with inversion level and
length scaling, providing guidelines for RFIC design.

5.1 Noise as a Random Process

Noise is a random process and hence even if its past values are known, its instanta-
neous value cannot be predicted. Let’s consider the current of a resistor of value R=1
k(2, biased by a 1 V voltage source. Ideally, a constant current of 1 mA will flow
across the resistor independent of time. However, in a physical resistor the current
experiences thermal agitation, due to the random collision of electrons with lattice
atoms. The noise current is depicted in Figure 5.1. By observing the noise for a long
time, a statistical model can be built from which the average power of noise can be
extracted. This is defined in (5.1), where n(t) represents the noise waveform. Noise
consists of different frequencies and thus a large time is required to obtain several
cycles of the lowest frequency [138]. For example, the noise of human voices may
span from 20 Hz - 20 kHz. In such a case, for capturing 10 cycles of 20 Hz, the time
period should be equal to 0.5 s. From the frequency perspective, spectrum is used
to characterize the average power the signal carries at every frequency. Spectrum is
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also called power spectral density (PSD) and for the rest of the text the PSD term will
be used. For n(t), its PSD, S, (f), is defined as the average power the noise waveform
carries in a bandwidth (BW) of 1 Hz, around frequency f [139]. To obtain the noise
PSD for frequency fi, the noise waveform is passed trough a band-pass filter with
a BW of 1 Hz, centered around f;, and then its output is squared and averaged to
obtain S;,(f]). The process is repeated for all frequencies resulting in the PSD of n(t),
Sn(f). The most common type of noise PSD is the white noise, where the frequency
response of PSD is flat, meaning it has the same value for all frequencies, resulting
in a spectrum similar to white light [139]. It is important to mention that when two
noise sources are uncorrelated, the average power of the total noise is derived by
summing the average power of each.
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Figure 5.1: Noise current generated in a resistor.

Thermal noise in conductors was first measured by J. B. Johnson, while Nyquist
was the first to derive an expression for it based on Johnson’s measurements. This
explains why thermal noise is also called Johnson or Nyquist noise. Van der Ziel
extensively investigated noise using a resistor in parallel with a capacitor to calculate
the PSD of thermal noise [140]. For a resistor, thermal noise can be described by
the equivalent Thevenin and Norton models. In the first, noise is represented by a
noisy voltage source, Vy, in series with a resistor R;, having a PSD of S, (f) = Vn2 =
4kTR;. The Norton equivalent consists of a noisy current source, in parallel with Ry,
with its PSD given by: 12 = V2/R? = 4kT /R;. The units for each representation
are V2 /Hz and A2 /Hz, respectively. k is the Boltzmann’s constant, and T stands for
the absolute temperature. The quantity kT is called the available noise power [139]
having a dimension of power per unit bandwidth and is independent of resistor’s
value. As indicated by the above equations, resistor’s thermal noise is white. In
reality Sy, (f) is flat up to a frequency of 100 THz, dropping at higher frequencies.
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5.2 Modeling of Thermal Noise in MOSTs: A Short
History

Modeling of thermal noise in solid-state devices has always been an issue of high
interest for the microelectronics community. The first to analyze thermal noise in
junction field-effect transistors (JFETs) was Van der Ziel [141] in 1962. Subse-
quently, Jordan and Jordan developed his theory for MOSFETsS in [142]. Induced
gate noise was also analyzed by Van der Ziel for JFETs in [143] and then by Shozi
for MOSFETS [144]. From that point on, several groups were involved in the deriva-
tion of compact models for thermal noise in MOSTs. Some of them are summarized
in Table 5.1. Ideally, a compact model should provide explicit description of noise
at the terminals of the device as a function of device geometry, bias and scaling.
Practically, this is a complicated task and this explains the controversies that can
be found in literature. For compact modeling of noise in devices, three approaches
are usually adopted. An equivalent circuit based-approach, the classical Langevin or
Klaassen-Prins approach, and the impedance field method. For long-channel devices
all three methods yield the same results. Recently, it has been shown that when mo-
bility degradation is included in noise derivations, the same drain and induced gate
noise are extracted, demonstrating the equivalence of all methods [145].

A matter of great discrepancy is the short-channel phenomena that affect thermal
noise and the way they impact on it. Abidi firstly reported thermal noise measure-
ments down to 0.7 um in [146] with an excess noise 5 times higher than the respective
value for devices of channel length equal to 5 um. He attributed this increase to hot
electron effects being in line with Jindal [147, 148]. Hot electron effect has also
been adopted by many other groups, indicatively in [149—151]. On the other hand,
in [152-155] it is argued that carrier heating plays a significant role in excess noise,
due to the opposite impact velocity saturation effect has on it. In these surveys it is
shown that only channel length modulation accounts for the excessive noise, espe-
cially for channel lengths shorter than 0.5 um [152]. Similar controversies can be
found on the noise contribution coming from the velocity saturation region. Based
on Abidi’s measurements, Triantis et al. [156],[157] and Klein [158] fitted their pro-
posed model reporting that excess noise was due to both the non-saturated and the
velocity saturated region. Even though this approach is also used in [159], numer-
ous recent publications have experimentally and analytically proven that only the
non-saturated region contributes to channel thermal noise [5, 145, 152, 160-163].
Moreover in [156, 158], the drain-source conductance is assumed to be constant
along the channel, making the derivation of channel thermal noise questionable. The
measurements in [146] give a greatly overestimated excess thermal noise, and hence
modeling approaches based on [146] have to be revisited. In [150], the effective mo-
bility of carriers is mistakenly assumed to be same in both regions. Han et al. [164]
consider the channel field effect on mobility. However they questionably use Ein-
stein equation in MOST channel. It is due to the above-mentioned controversies that
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excess noise parameters used to characterize thermal noise, experience variations in
some cases, e.g. see in [146], and [165-167], though they generally are in line.

Thermal noise was first analyzed at higher frequencies in 1967 by Klaassen
[168]. Due to the increased usage of MOSTs in mm-wave applications [169], at
frequencies higher than 100 GHz, it is imperative to predict noise behavior up to this
frequency range. However, due to measurement limitations, it is extremely difficult
to experimentally reach these limits. Recently, thermal noise modeling at frequencies
comparable to the device fr, was presented in [4, 170]. The contribution of extrinsic
resistances, particularly the gate resistance, to the the device thermal noise has been
qualitatively investigated in [1, 171-173]. An other issue of interest is on the number
of noise parameters that need to be measured in order to characterize thermal noise.
Despite the classical noise theory [174], according to which four noise parameters
are necessary, there are publications reporting that three noise parameters are ad-
equate [175, 176]. However, this is achieved at the expense of certain limitations
[177].

The quantitative as well as qualitative work that has been done on noise over the
last 30 years has resulted in the incorporation of thermal noise in compact models
extensively used by industry (such as PSP, EKV and BSIM), e.g. see in [161, 178—
182], validating HF measurements over a large range of technology nodes, down
to 40 nm [183]. Despite the great progress on the understanding of thermal noise
mechanisms, a lot of issues still remain unclear and need to be clarified. Part of this
task will be developed within the next sections.

Group \ Noise Model \

Tsividis [184] Sia = Ij‘g‘—fo Lefr(—Qim)
. 4kt Vps E \n,2

Van der Ziel [140] Sia = szflus 0 (14 o )'g*(V)dV

Chen - Deen [152] | Siy — Lz L terr(—Qim) + 8 4’;:,2%3 Vs
Klaassen - Prins [149] Sld AL (5 2(V)av

f/
Klein [158] Sid = 4kT—“2§;f’ + S qveate 25
Scholten [161] Sia = i [y AT, (x)g>(V)dV
efr'DS

Table 5.1: Summary of the channel noise equations of several publications.
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5.3 Modeling of Thermal Noise in MOSTs: The EKV3
Model

Noise in MOS devices can be separated into flicker (or 1/f) and thermal noise. The
frequency point where the two noise sources meet, having equal PSDs is called cor-
ner frequency and falls in the range of tens or even hundreds of MHz in modern
CMOS technologies [139]. Thermal noise in MOSTS is due to local random fluctua-
tions of the carrier velocity, which can be modeled by adding a random current to the
DC local current [4]. These fluctuations are transferred to the device terminals re-
sulting in fluctuations in voltages and currents around the device DC operating point.
For the drain current fluctuations, its noise PSD can be derived by adding the PSDs
of each of the local current sources within the channel. This can only be done by
assuming linear analysis so that superposition can be applied. A general modeling
approach is shown in Figure 5.2, where a local noisy source exists between x and
x+Ax from the source end and L-x and L-(x+Ax) from the drain end. Assuming
a finite equivalent resistance AR, this region can be represented by a noisy current
source, 0l in parallel with AR (Norton equivalent), with a PSD of Ssp2. The tran-
sistor can be split into two transistors T1 and T2, at the source and drain ends, with
channel lengths equal to x and L-x, respectively. Since the voltage fluctuation on AR
is small enough compared to thermal voltage Ut, small-signal analysis can be used
in noise derivation, according to which, T1 and T2 can be replaced by conductances

G and G; equal to: G| = —dl and G, = . The total channel conductance 18
then calculated by summing the two series conductances as Gl G + G
1 2"
L
G
—[\x—
S / D
X L-x

o
‘\}—JZ’
3

Enz, 2006
Figure 5.2: Local noise source and its equivalent model.

The drain fluctuation, 61,,p, and its corresponding PSD, S Sind > due to the local

noisy current source d8l,, are calculated according to (5.2) and (5.3), respectively.
Ss 12 is a function of frequency and distance along the channel. The PSD of drain
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current due to all local noisy sources within the channel, results by adding the con-
tributions of the individual noise sources, assuming they are uncorrelated. Hence,
the overall noise drain current PSD, § Alnd,» is calculated by integrating (5.3), from
x=0 to x=L. The term Ax is introduced to represent the contribution of &1, per unit
length. S Al in (5.4) is independent of the position x, since it is the interval along
the channel, solely depending on frequency [4, 5].

81, = G.yARSI, (5.2)
S, (@,%) = GLAR S5 (@,x) (5.3)

L 5512((0,)6)
S, (@) = /O thARZ"de (5.4)

The simple two-transistor approach described above has been adopted for fre-
quencies well below the transit frequency of the device in our case (up to 24 GHz,
while fr is approximately 100 GHz). However it is also applicable for frequencies
well beyond fr as has been shown in [170, 185-188], in which the non-quasi-static
(NQS) model is derived using the same two-transistor approach. However, the equiv-
alent NQS circuit is much more complicated in this case [4].

5.3.1 Thermal Noise of Long Channel Devices

For a long channel approximation of S Al carrier mobility, y, is assumed to have a
constant value, which is not the case in short channel devices. Therefore, channel
conductance at point x is the derivative of drain current, Ip, with respect to voltage
V, Gy, = %. Drain current is equal to: Ip = /.LW(fQ,-)% [189, 190], where W is
the channel width, and Qj is the inversion charge. Thus:

dIp w
G = W = u(_Qt>z = GspeCQi (5.5
, where Gypee = 1‘2}’;“ =2nBUr. Ipec is the specific current, n is the slope factor and

B= uCox% is the transconductance function or transfer parameters of the transistor,
depending on the device dimensions. g; is the normalized inversion charge, resulting
by dividing Q; by the specific charge density Qgpec, Which is: Qspee = —2nCo Ut
[4, 190]. Resistance AR is equal to:

AV Ax
AR=—=—"——— 5.6)
Ip  Wu(-0i)
From (5.3), (5.5), (5.6), the PSD of the drain current fluctuations due to 81, is calcu-
lated via (5.7). The PSD of noise drain current due to all local noise sources is then
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given by (5.8).

Ssp, (@,x) = G2 (x)AR? (x)S5p2 (@, x) (5.7)
L L
Ax 58512 (w.) 1
= [ (&= 220y =— | Ax d 5.8
SAIr?D(w) /0 (L) Ax X LZA Sﬁlg(wvx) X (5.8)

In general, the PSD of drain current due to all local noise sources along the channel
can be written according to (5.9). Gyp stands for the thermal noise conductance and
is significant in terms of circuit design, as we will show in the next sections.

Saz, = 4KTGup (5.9)

To derive a long channel expression for G,p we first write the PSD of each 8I;, using
(5.6) as:

_4kT Wu(-0;)
Sep = g = W= (5.10)

Then, according to (5.10), (5.8) becomes:

=4kTu— [ (—Q))dx (5.11)

From (5.9) and (5.11) the thermal noise conductance is derived:

w L

=t [ (~Q)dx = 4510 (5.12)

, Where Q; =W fOL Q;(x)dx, is the total inversion charge in the channel.

5.3.2 Short Channel Thermal Noise

The long channel approximation of thermal noise in MOSTs is no longer valid when
channel length decreases below a certain value, which is approximately equal to 1
um. Below this value short channel effects influence not only the DC but also the
noise characteristics, and this impact becomes more evident with technology scal-
ing. As technology scales down to the deca-nanometer regime, the voltage supply
and thus the electric fields within the channel do not scale proportionally with chan-
nel length. Therefore the carrier mobility cannot be assumed to be constant. Over the
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last decades there has been a discrepancy among the scientific community regarding
noise behavior of short channel MOSTs. Thermal noise is underestimated with Van
der Ziel model [140, 141, 143, 191] and overestimated with the Klaassen-Prins based
method [149, 168, 192-194], especially at low gate voltages [152]. In recent model-
ing approaches, a lot of effort has been placed in determining the source for excess
noise in short channel devices. Different noise mechanisms-diffusion noise model
and drifting dipole layer model have been proposed for noise calculation in the veloc-
ity saturation region (for more details refer in [152]). However noise contribution of
the velocity saturation region has been proven to be negligible as already discussed.
In this thesis, we show that excess noise in 90 nm CMOS is due to specific short
channel effects, namely velocity saturation (VS), channel length modulation (CLM)
and carrier heating (CH), which are presented and discussed below.

5.3.2.1 Velocity Saturation and Carrier Heating

Electrons and holes in bulk CMOS technologies have a characteristic electric field,
E., and saturation drift velocity, ug,, given in Table 5.2. When the longitudinal field,
Ex, along the channel becomes comparable to E, then the drift velocity ugyif, starts
to saturate. The critical field is related to the saturated drift velocity and the mobility
at low longitudinal field, y,, as: E. = % For high lateral electrical field, the car-
riers gain higher energy randomizing collisions with the lattice [1]. Thus the carrier
temperature increases as a function of the electric field. Therefore, higher carrier
temperature induces higher thermal noise, yielding that VS and CH are interdepen-
dent phenomena. EKV3 [189, 190] accounts for the impact of VS and CH on thermal
noise via the dimensionless critical field parameter A, given by (5.13) [4, 5]. Leg
is the effective channel length and will be presented in the CLM section. Assum-
ing constant critical field, A increases with technology scaling, being approximately
equal to A, = 0.5, for Legr=100 nm. For a specific technology node it holds that the
higher the A, value the stronger the short channel effects.

’ | usa (m/s) [ Ec (V/um) |

Electrons 10° 1
Holes 8x107 3

Table 5.2: Characteristic critical field and saturation velocity of electrons and holes in bulk.

2U
P — (5.13)
LesrEe
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5.3.2.2 Channel Length Modulation

With the MOSFET biased in strong inversion, as Vpg increases the channel pinches
off. As the electrical field further increases the pinch off point is moving towards the
source and hence the electrical channel length shrinks. This effect is called channel
length modulation [1] and greatly affects thermal noise. The CLM effect is closely
related to VS. This is because the point where the drift velocity of carriers saturates
is close to the drain end. This is actually the point where the channel is split into
two regions. The first is the non-saturated region whereas the second is the VS
or pinch off region, close to the drain. The length of the non-saturated region is
called effective channel length, L.g, whereas AL is used to represent the length of
the VS region. AL depends on the longitudinal field and hence on gate and drain
bias voltages. Both regions are depicted in Figure 5.3 The EKV3 model accounts
for CLM, through a corresponding parameter. Since the carriers in the VS region
have reached their maximum velocity, noise voltage fluctuations in the VS region do
not propagate to the drain. Therefore, only the active region contributes to channel
thermal noise [4, 5, 163, 195, 196].

.- N X
X1
L \7\
el | AL

I
A

} L ]

Figure 5.3: MOSFET cross section with the VS region shown to accountfor CLM.

5.3.3 Derivation of Drain Noise Current in Short Channel De-
vices

To incorporate SCE in thermal noise calculations, the same steps, as for the longer
device are followed under the assumption of operation in strong inversion, where
SCE are dominant. However the model can be extended covering all operation re-
gions, as described in [197]. The channel conductance, G, is calculated using the
two-transistor approach as: G%h = G% + Gi G; (G in the long-channel approxi-
mation) is the drain transconductance of T1 after having been isolated it from T2.
It is calculated via (5.14) with Ip given by (5.15). Subsequently, G4 (G, in the
long-channel approximation), corresponding to the source transconductance of T2 is
defined in (5.16), with Ip now depending on Leg-x (5.17).

dlp

Gy = Gmdl = W

(5.14)
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W
/ uefde (5.15)
dl,
Ga=Gua =~ (5.16)
w Vpefr ,
Ip= 7 (—Qi)HefrdV (5.17)
eff —XJv

Therefore, channel conductance at position x is then obtained by (5.18). The
channel slice resistance AR, is computed, according to [160] by (5.19). e is the

OMef
O,

d%,f !, whereas VDeff is given by (5.20). Both (5.18), and (5.19) are simplified to
(5.5), and (5.6), for ueff =0.

effective mobility, and uef = . Differential mobility is defined as pg;rr =

w

Gop = “effv( Qi (5.18)

De. e.
Legr+ Jv " gav’

AR — Ax (5.19)
W(—Qi)Uaiff

Voers = {18, Jorbioe (5.20)
_Jr, forVp<Vpsar

Lepr = {L AL, }or€D>€Dm, (52D

Thermal noise conductance, Gyp, of short channel MOSTs is derived following
the analysis described in [4] and is defined in (5.22). T¢ and Ty, are the carrier and
lattice temperature with their ratio given in (5.23) and factor M is described in (5.24).
Gyp also simplifies to its long channel value when u;ff = 0 which in turn results in
Te=TL.

w o rler T
G =M—— [ pee (—Qi(x))dx (5.22)
Leff TL
2
E _ M2 (1E+ ‘gg‘c ),  for |Ex|<2E, (5.23)
TL IJ'Eff (‘E%‘)zv for Ex>2E,
M= ! (5.24)
_(1_VDL/f VS) :
2LeffEC

An analytical expression of thermal noise, in the context of the charge-based
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EKV3 compact model, accounting for short-channel effects is given in (5.25). Nor-
malized noise conductance, gy, is expressed in terms of normalized inversion charges,
facilitating the understanding of thermal noise expression by IC designers. If g, is
derived then the PSD of drain current noise is easily calculated by formula (5.27).

2
8n = U — X
(14 25 0P g+ 1)
2Uri
q?—i—qsqd—f—qﬁ U%i2 (ECLeT./%./ + 1)(%*%1)
3 E2LY 4
X . L ui (5.25)
T
2Uri Uri as+3 7 Bl
—1)3 (gs +4a+V)In———
EcLefy EcLeyy 9a+3 - Bl
i=q+qs—q5—4qu (5.26)
Ispec
Sy = 4kTg, (5.27)

Ur

5.3.4 Contribution of Parasitic Resistances to Drain Noise Cur-
rent

Parasitic gate and substrate resistances have their own part of contribution to drain
current noise. The impact of Rg on noise was first studied by Jindal [198], who
proposed a complex gate matrix layout to compute voltage fluctuations on gate re-
sistance. According to his theory, in a multi-finger layout as the one in Figure 5.4 the
correlated voltage fluctuations in every resistor due to the corresponding fluctuations
across each interconnect and gate resistor can be modeled by a simple parameter,
Ay;;. Ay; is the average of the voltage fluctuation in the two ends of the ith dis-
tributed gate resistor due to a voltage fluctuation across the jth interconnect or gate
resistor, divided by the voltage fluctuation across this jth resistor. The overall Rg,
generates a noise voltage of: S, = 4kT R, which transfers to the drain current via
g2 The contribution of Rg to the drain current noise is: AS; = 4kTRGE2,.
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Figure 5.4: A typical resistive gate matrix. Reprinted from [1].

Similarly, for the substrate resistance, Rg, AS;, = 4kTRBg,2nb, where gnp is the
bulk conductance. Because g,,, < g, the effect of Rg on the drain current noise is
small, provided proper layout. This is analytically presented in [172].

5.3.5 Thermal Noise Parameters

Van der Ziel [140] first characterized thermal noise in MOSTs introducing a thermal
noise parameter, vy, and a thermal noise excess factor, a. In this thesis thermal noise
parameter and thermal noise excess factor are renamed as § and v, respectively, in
agreement with [4, 5], and are defined through:

GnD
5= (5.28)
GdsO
GnD
= 2
G, (5.29)

In literature, 8 is referred as y and is wrongfully treated as the excess noise factor.
Gyyo is the output conductance corresponding to zero Vps. This means that when
computing 8, Gyp is probably evaluated at a different operating point compared to
Ggso- Therefore, 8 is not so useful for analog/RF design but is mostly used for
modeling purposes. Actually, the thermal noise parameter shows how much the
thermal noise of a MOST deviates from the value it takes when operating as a passive
resistor of conductance Gys.

On the other hand, thermal noise excess factor y has been underestimated by the
scientific community and has only been presented in [4, 5, 166]. However, no experi-
mental results are available within these references. Albeit, y is of major importance
for the noise performance of circuits, since it represents the noise that is generated
at the drain of a transistor, for a given gate transconductance. In (5.29), the thermal
noise conductance Gp and gate transconductance Gy, are evaluated for the same op-
erating point. In practice, vy can be used to characterize the noise performance of
every circuit acting as a transconductor [4]. Additionally, as shown in Section 1.5.3,
v is also of major importance in terms of LNA design [8, 11]. As a rule of thumb, the
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smaller v, the better the noise performance of the device. y dramatically increases in
linear operation since in this region gate transconductance decreases. In the marginal
case when Vp tends to Vg, vy approaches an infinite value, due to zero Gy,. Therefore
it is meaningful to study the excess noise factor behavior in saturation.

Since both parameters depend on noise conductance, G,p, SCEs have a great im-
pact on their value, especially in strong inversion. This will be analytically presented
in Section 5.5.3.

5.4 High Frequency Noise Parameters

In the measurement and characterization of RF transistors, the source and bulk ter-
minals are usually short-circuited. Therefore, the device can be thought of as a two-
port network with the source acting as the common terminal and the gate and drain
terminals being the input and output, respectively. Hence we need to describe the
theory of noisy two-port network in which two noise sources, a series current source
and a shunt voltage source, as well as their correlation admittance are required to
characterize it [24]. The minimum noise figure, the equivalent noise resistance and
the optimum source reflection coefficient, usually expressed by its real and imag-
inary part or by its magnitude and phase, result from this two-port noise analysis.
The minimum noise figure is obtained by imposing the input admittance to get its
optimum value for noise matching.

5.4.1 Noisy Two-Port Theory

The noise generated by any two-port device can be modeled by a noiseless network
with two partially correlated noise sources at its input [199, 200]. This is the cascade
equivalent circuit for the noisy-two port. The current and voltage configurations can
also be found in [199]. All three implementations are equivalent. These representa-
tions are equivalent to the T-parameter, Y-parameter, and Z-parameter, respectively.
In the cascade configuration of Figure 5.5, V,, is a noise source representing all the
input referred noise of the device when the source impedance is zero, whereas I, is
the input referred noise when the source admittance is zero. The two noise sources
are partially correlated since they have the same physical origin and thus I, can be
written as the sum of one uncorrelated (I,,) and one correlated part (I,,c). The corre-
lation between I, and V, is expressed by the correlation admittance, Y.

Ly =L+ Lie = L + YV (5.30)

If we multiply both sides in (5.30) with the conjugate of V,, V,*, and average we can
derive an expression for Y.
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Figure 5.5: Equivalent circuit for a noisy two-port device.

LV =L,V + YV, Vs & TLVE =L Vi + YV, VE &

STVF =Y |V,]2 (5.31)
LV

Y, = 2tn (5.32)
Va|?

The correlation between the two noisy sources is also represented by the corre-
lation factor, c, which is equal to:

LV* V,|?
e WYa ] nl2 (533)
1P [Va]? [n]
Using (5.33), (5.30) can be rewritten as:
a2 = [ = [YeP Va2 = (1= |c*) |12 (5.34)
,where -
[Ine|? = |YC|2|Vn|2 = |C|2|In‘2 (5.35)

If we use the PSDs of noise sources V, and I,, and rewrite, the above equations we
get:

Siu = Si — |Ye|*S, (5.36)

Sic = Y |%S, (5.37)
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S;i = Sic +Siu (538)

The noise sources can be treated as they were thermal sources:

S, = 4kTR, (5.39)
S; = 4kTG; (5.40)
Su = 4T Gy, (5.41)
Sic = 4kTG;, (5.42)

Equivalently, we can write for the noise conductances and resistances:

G = Gi—|Y.|’R, (5.43)
Gic = |Yc’R, (5.44)
G =Gi.+ Gy, (5.45)

5.4.2 The Noise Factor

The noise factor (F) of a two-port network is defined as the ratio of the total output
noise to the output noise due to the source. If we use Ny for the output noise due to
the source and N, for the noise added by the two-port, then F may be written as:

total out put noise Ny +N;

 output noise due to the source N

(5.46)

If we transform the noisy two-port into a noiseless two-port, then we can use I i
for the overall noise current at the input of the two-port. If I, is the current noise
contribution coming from the source, then I, 1o; can be calculated applying Kirchoft’s
Current Law (KCL) [4]:

In,tot — Ips +In +YsVn = ‘In,t0t|2 = ‘Ins +In +YsVn‘2 =
= |Ins|2 + ‘Inu +Im + van‘z =
= |Ins|2+|lnu+(yc+ys)vnlz (547)
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= ot |2 = Ts | + T2 + Yo + Y PV (5.48)

Therefore, F becomes:

_ ‘In,t0t|2 1y |Inu|2 + |Yc +Ys|2‘Vn|2
|Lns|? |Lns|?
Y in (5.49) corresponds to the input admittance. The PSD of I, Sy, equals: S,5 =

4kT G, , where G is the source conductance. Thus, if we substitute (5.39) and (5.41)
into (5.49) we get:

(5.49)

Giu+ Y.+ Y*R G R,
Gut Y+ ¥Ry _ | Giu Ry "[(Ge+Gs)? + (B.+By)?]  (5.50)

F=1 =
+ Gs G GY

In order to calculate the optimum values of source admittance, Y, for which F be-
comes minimum (Fp,;,), resulting in noise matching, we first differentiate F w.r.t. B
and set it equal to zero. This way the optimum value of B, By, is obtained.

JoF 2R,
=0& ——(B.+B;)=0 5.51
55 =0 G (Bt B (551)

Bopt =—B. (5.52)

Similarly, by differentiating F w.r.t. Gy and using Bop from (5.52), Gop is also
extracted.

oF Gu R,G?
=0 2 _ ¢
G, G2 G2

Y.|?R, G;
Gopt = 1/ G +G2= \/ —I%[? +G2= F’—Bg (5.54)
y

Substituting (5.54) and (5.52) into (5.50) and taking into account (5.43) and (5.44)
Fpin is obtained.

YR, =0 (5.53)

that is,

Fmin =1+ ZRV(GUpt + Gc) (555)

The inverse relationships for the calculation of the correlated conductance, G, and
the uncorrelated part of Gi, Gjy, yield:

(Fnin—1)
G. = sz —Gopr (5.56)
Giu = (Gsp — GR, (5.57)
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If we then substitute (5.52), (5.56), and (5.57) into (5.50), an expression for the noise
factor in terms of Frin, Ry, Gopt, and By is easily derived:

R R
F = Fuin + EV[(GS - Gapt)2 + (Bs _B()pt)z] = Fuin + Ev ‘Ys - Y()pt‘z (5.58)
s S
According to (5.58), for the noise factor to reach its minimum value, both conditions
Gs=Gopt and Bs=Bop: should hold. This situation is called noise matching and is
desirable in low-noise amplifier circuits. The optimum admittance Y p, in (5.58) is
evaluated through the optimum source reflection coefficient, I'gy:

1- Fo pt

Yopt :Y01—|—F .
op

(5.59)

Therefore, four noise parameters, namely Fpi,, Ry, and Iy (in real/imaginary or
magnitude/phase) are required to describe the noise figure of a noisy two-port net-
work [174].

In [175] an invariant noise parameter, called Lange invariant (N) is used instead
of Ry, reducing the number of HF noise parameters to three. At first F is rewritten
from (5.58) as:

N|Ys - Yopt |2
F=F,,+———— 5.60
min + GsGopz ( )
N can be obtained by measuring the 50 €2 noise figure, F(Y(). It holds that:
4lp? V—1)>
F(YO):Fmin+N1|’TIL|2 = I'min "‘N% (561)
, where V is the voltage standing wave ratio: V = if—lﬂ, and p is the reflection
coefficient. Thus,
v 1—|p|?
N = (F(Yo) — Fynin) Pl (5.62)

——— = (F(Yo) — Fyin) ———5—
(V* 1)2 ( ( 0) mm) 4|P‘2
N depends only on the magnitude of reflection coefficient and not on its phase,
reducing the number of noise parameters required to model HF noise to three. When
the transit frequency is much higher than the operating frequency (fr > f) and gate-
drain capacitance is much smaller than gate-source capacitance (Coq < Cgs) and

|c] =0, then N can be further simplified to: N = F”%_l [177].
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5.5 Results and Discussion

Results are presented both for the de-embedded and modeled data and the accuracy
of the model is proven from strong to moderate inversion and for all available chan-
nel lengths. We first start with HF noise parameters, from which PSD of drain and
gate current noise is obtained. Then, measurements of noise parameters, vy and 0,
are validated with the EKV3 model and SCEs on their behavior are shown. For the
purpose of this work n-MOS devices have been given more attention compared to
p-MOS, due to the available measurements. Nevertheless, results for p-MOS tran-
sistors are also presented and their noise behavior is also disclosed. The extraction
process for the calculation of all noise characteristics is given in Figure 5.6. As al-
ready explained in Chapter 3, S-parameters are also needed for de-embedding noise
parameters. For the verification of S-parameters and noise measurements a well de-
fined and expected behavior should be confirmed. This can be done through parasitic
resistances and capacitances for S-parameters and through the PSD of drain current
noise for noise, since their frequency response is known to be flat.

RF & Noise Measurements

De-embedding of pads
and interconnections

Intrinsic S-Parameters Intrinsic Noise Parameters

’ Extraction & Verification H S2Y Conversion ’—

Noise De-embedding
it i

’ Noise Parameter Verification

Figure 5.6: Noise Parameter Extraction.

5.5.1 High Frequency Noise Parameters

The minimum values of NF;, for different nominal gate length n-MOS and p-MOS
devices are shown in Figure 5.7. The results correspond to fixed [Vpgl = 1.2 V and
a frequency of 10 GHz, while IVggl is swept. The remarkable difference between
n-MOS and p-MOS devices can be explained by the tremendous difference in their
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transit frequency values and in the different nature of velocity saturation among the
two channel types. The model’s scalability is depicted in Figure 5.8, where NF;,
is plotted versus frequency for 3 different channel length n-MOS devices. Contrary
to Figure 5.7, results in Figure 5.8 are extracted for a fixed Vgg. This consequently
explains the difference for the NF,;, values obtained at 10 GHz. Minimum noise fig-
ure, normalized equivalent noise resistance and real and imaginary parts of optimum
source reflection coefficient are presented in Figure 5.9 and Figure 5.10 versus fre-
quency, for the shortest and longest available n-MOS devices. This is also done for
p-MOS devices of L=100 and 240 nm, as shown in Figure 5.11 and Figure 5.12, re-
spectively. Measured data are symbols and modeled data are lines (holds throughout
the rest of the text).

3.5 T T T T

2.5F 1

in) (dB)

min

1.5 Y 8

min(NF

05} o NMOS
, ¢ PMOS

100 120 150 180 240
Nominal Gate Length, L (nm)

Figure 5.7: Minimum values of NF,;, for n-MOS and p-MOS devices of channel length
ranging from 240 nm to 100 nm, at 10 GHz.

T
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Vv 180 nm
* 100 nm

1
12 14 16 18 20
Frequency (GHz)

8 10

Figure 5.8: NF, versus frequency for n-MOS devices of W=40 x 2 um, biased at Vpg=1.2
V and Vgs=0.65 V.
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Frequency (GHz) Frequency (GHz)
(a) NFpin and R,/50 (b) Real (Gpip) and Imag (Gpy;pn)

Figure 5.9: Noise parameters versus frequency for a n-MOS device of channel length L=100
nm and channel width W=40 x 2 um, biased at Vgg=0.65 V and Vpg=1.2 V.
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Figure 5.10: Noise parameters versus frequency for a n-MOS device of channel length
L=240 nm and channel width W=40 x 2 um, biased at Vgs=0.65 V and Vpg=1.2 V.
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Figure 5.11: Noise parameters versus frequency for a p-MOS device of channel length
L=100 nm and channel width W=40 x 2 um, biased at Vgg=-0.65 V and Vpg=-1.2 V.
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Figure 5.12: Noise parameters versus frequency for a p-MOS device of channel length
L=240 nm and channel width W=40 x 2 um, biased at Vgg=-0.65 V and Vpg=-1.2 V.

From the circuit perspective, it is interesting to study noise parameters with re-
spect to bias and specifically inversion level in the channel. NF,y;, is plotted together
with the associated power gain (G,gs) in Figure 5.13. Gy is the tuned gain of the
device when it is matched at the input for optimum noise figure and matched at the
output for minimum reflection, and is calculated through (5.63). A minimum noise
figure of 0.82 dB with an associated gain of about 11 dB is obtained at 10 GHz for a
n-MOS device of L = 100 nm and W= 40 x 2 um. Optimum values of both metrics
are obtained at the same inversion level.
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Figure 5.13: NF,;, and Gy versus inversion coefficient for a n-MOS device of L=100 nm
and W=40 x 2 um, biased at Vpg=1.2 V.

3 T 2 T T T
Vv L=100nm
» L=180nm
<4 L=240nm & 1.5t _
o 2 7 Z
: < =~

L < gqqet £
< £ 1} v E
>\_F;’» ™
%E 1t > > | 3 LR ¢ : L=100nm
ﬁ—/vv’w [= L=120nm
yvvy € 05} ¥ L=150nm-
» L=180nm
<« L=240nm
0 A ol—s . | =O=EKV3
10’ | I101 10° 10 D 60
D/ spec ) D/ spec )
(a) NF,;, versus inversion coefficient for n-(b) Minimum NF,,;, versus inversion coeffi-
MOS devices cient with length scaling

Figure 5.14: NF;, trend for n-MOS devices of W=40 x 2 um, biased at Vpg =1.2 V, at 10
GHz.
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Figure 5.15: R;, and [Tl versus inversion coefficient for n-MOS devices of channel length
L=100 and 240 nm.
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Figure 5.16: NF,;, versus inversion level and scaling for p-MOS devices of W=40 x 2 um,
biased at [Vpgl=1.2 V, at 10 GHz.

The relation among NF,;,, scaling and channel inversion level is displayed in
Figure 5.14a and Figure 5.14b, where the NF,;;, of different gate length n-MOS de-
vices is plotted versus IC. The available bias points cover a range from the center
of M.I. to deep S.I. The minimum NF,;, value is moving to lower inversion lev-
els as L decreases. This becomes clearer in Figure 5.14b, where for L = 240 nm,
the minimum NF;, is observed at IC =~ 30, whereas the respective value for L
= 100 nm is obtained in the vicinity of moderate to strong inversion (IC =~ 11).
This clearly indicates that for more advanced technology nodes (e.g., 65 or 45 nm),
the optimum NF,;, value is expected within the moderate inversion region, shifting
closer to its center. Thus, the compromise between power consumption and noise
performance is plainly relaxed when compared with former technology nodes [201].
The same trend is observed in Figure 5.15, where equivalent noise resistance, R, and
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magnitude of optimum source reflection coefficient, [I'opl, are presented for n-MOS
devices of L=100 nm and L=240 nm. Interestingly, optimum R; is also achieved
at lower IC values when L is decreased. The trend remains the same however not
so clear for p-MOS devices (Figure 5.16) in which optimum NF;, for the short-
est available MOST corresponds to an IC approximately equal to 30, which means
operation in S.I.

5.5.2 Power Spectral Density of Drain Noise Current

The PSD of drain noise current, Siq, can be extracted directly from the de-embedded
data according to (5.64). Since S-parameters are measured along with noise param-
eters, at the same bias points and frequencies, Sjq can be computed at any operating
point and frequency. Sjq formula for EKV3 model is given by (5.65), where g,p is
the normalized noise conductance, expressed in terms of normalized inversion charge
[190]. Iypec /Ur is the normalization quantity for conductances (in A/V), called spe-
cific conductance. The PSD of drain current noise is presented in Figure 5.17a for
n-MOS devices of channel length ranging from 240 to 100 nm and frequency range
up to 20 GHz, while Figure 5.17b presents the equivalent Sjg for p-MOS devices.

Siq = 4kTR,|Ya1 | (5.64)
Ispec
Sid = 4kT7gnD (565)
Ur
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o L 1 o~ v v?® v .
< P P S E— < — = =
° p R
U’_ _21“ «——i = = A 4 d 4 @ 10 22_ ]
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L] = ] v PMOS 180 nm
L] A PMOS 120 nm
) ) ) ) ) ) ) ) °| PMOSI100 nm
8 10 12 14 16 18 20 8 10 12 14 16 18 20
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Figure 5.17: Siq versus frequency for devices of W=40 x 2 um, biased at IVggl=0.65 V and
Vpsl=1.2 V.
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Figure 5.18 demonstrates Sjg versus bias, expressed in terms of normalized cur-
rent. Siq is accurately modeled from moderate to strong inversion for all devices,
which is essential for the correct modeling of design parameters as well. Siq is only
slightly dependent on Vpg in saturation [172]. Its bias dependence on Vgg at 10 GHz
is shown in Figure 5.19 . The noticeably lower drain current noise level in p-MOS
devices is due to their lower mobility compared with n-MOS devices.
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Figure 5.18: Sjq versus inversion coefficient for n-MOS and p-MOS devices, biased at
[Vpsl=1.2 V, at 10 GHz.
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Figure 5.19: S;4 versus IVggl for n-MOS and p-MOS devices of W=40 x 2 um, biased at
[Vpsl=1.2 V, at 10 GHz.
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Figure 5.20: S;q versus Vgs for n-MOS devices of W=40 x 2 um, biased at I[Vpgl=1.2 V, at
10 GHz, with (w.) and without (wo.) accounting for SCEs.
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Figure 5.21: S;q versus channel length for n-MOS devices of W= 40 x 2 um, biased at
Vps=1.2 'V, at 10 GHz.

The behavior with and without accounting for SCEs in the noise model is shown
in Figure 5.20. When VS and CLM effects on noise are deactivated (while the dc
model remains unaffected, i.e., conserves all SCEs such as VS and CLM), the model
predicts a significantly decreased Siq at high gate voltage, particularly for the shorter
channel device. This is accomplished by introducing a parameter accounting for
SCEs on the noise model only, without affecting its DC part. Without the inclusion
of SCEs, the PSD of drain noise current is significantly underestimated. This has
also been reported in [152] for 0.18 um CMOS. The dependence of S;q on channel
length is shown in Figure 5.21, where Siq is plotted for n-MOS devices with channel
length of L = 100, 120, 180, and 240 nm for different Vgg, at Vpg = 1.2 V at 10 GHz.
The slope of the figure is 1/L, as recently reported for longer devices in [202]. The
layout dependences of Sjq, which have been shown, e.g., in [172, 203, 204], are not
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within the scope of this thesis. However, these are covered by the scaling parameters

of the EKV3 model.

5.5.3 Design Parameters

In this thesis, both thermal noise parameter and excess noise factor, 8 and vy , respec-
tively, are presented with respect to channel length and bias. The SCEs on thermal
noise—such as CLM, VS, and carrier heating— affect mobility and hence Gy, ef-
fective length, and vy [4, 5]. Modeling of vy is validated versus measurements for the
first time, for n-MOS devices with channel length from 240 to 100 nm.
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Figure 5.22: Thermal noise excess factor versus normalized pinch-off voltage for n-MOS
devices of W=40 x 2 um, biased at Vpg=1.2 V.

Thermal Noise Excess Factor,y (<)

T
g 100nm meas.

= = =100nm model wo. SCEs
V¥ 120nm meas.
------ 120nm model wo. SCEs
¢ 180nm meas.
180nm model wo. SCEs
0 240nm meas.
240nm model wo. SCEs
== model w. SCEs
o

[2)

\\\\\\

0
IDllspec

)

Figure 5.23: Thermal noise excess factor versus inversion coefficient for n-MOS devices of
W=40 x 2 um, biased at Vpg=1.2 V, with and without accounting for SCEs.
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Figure 5.22 shows v versus the pinchoff voltage Vp/Ut, where Vp = (Vg—V1o)/n.
The vertical field mobility effects [4] do not seem to be noticeable and hence have
not been included in the model. Figure 5.23 shows vy versus drain current Ip/Igpec.
When SCEs are ignored in the noise model, y is underestimated by up to 20% (which
could be significantly more in more scaled technology). The effect of length scaling
on vy is shown in Figure 5.24 . The exact value of thermal noise excess factor for
specific geometries and bias conditions is essential for RFIC designers; v is used for
determining the minimum noise factor of a common-source (CS) low-noise ampli-
fier (LNA), as shown in (5.66) [4]. Therefore, assuming its long-channel value, as it
is more or less the case in literature [24] will result in inaccurate hand calculations.
Bg is defined in (5.67), standing for the induced gate noise parameter, with G,g and
Gg;j being the thermal noise conductance at the gate and the conductance seen at the
gate, respectively. S;g cannot be ignored in noise calculations, since the outcome
would be nonphysical (Fp,i, = 1) [205]. Results presented here for v are in close
proximity with [4, 5], which are the only sources from literature that have taken into
account, parameter y rather than 8, to predict the excess noise in integrated circuits.
In these references, vy is presented versus the pinch-off voltage, as well. However,
measurements for vy are not available in [4, 5]. Hence we prove here that modeling
approaches in the context of the EKV3 compact model, previously used by Enz and
Roy, which are similar to those adopted in this thesis - since the core model is the
same - are reliable and accurate. This is done by validating them with measurements
of the investigated 90 nm process.
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Figure 5.24: Thermal noise excess factor versus channel length for n-MOS devices of W=40
X 2 um, biased at Vpg=1.2 V.

B
Fpin=142y— | 291 —¢)2 5.66
Yo y( ) (5.66)

104



5.5. RESULTS AND DISCUSSION
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The thermal noise parameter & obtained for n-MOS devices with channel width
W =40 x 2 um, operating in saturation (Figure 5.25), deviates from its theoretical
long-channel value (2/3), and is in agreement with the results presented earlier in
[172, 196], for 180 and 250 nm channel lengths. Figure 5.25 shows that 8 is slightly
dependent on Vg in saturation for a given channel length [4]. The thermal noise
parameter is shown to be only slightly dependent on Vpg in saturation, while it is
significantly dependent on Vpg in linear operation [164, 206]. The initial rise for &
in the linear region is believed to be due to carriers getting hotter. As the device enters
the saturation region this increase slows down pointing perhaps to a change in the
noise mechanism [1, 148]. Since this remark back in 1985, numerous experimental
papers have reported measurements of 5. Results for some of the most cited among
them are plotted in Figure 5.26, along with measurements of the 90 nm process. Most
of the results are reproduced from [1] with some necessary corrections. Thermal
noise parameter measured and modeled in this thesis is in agreement with a large
set of data, demonstrated in the graph. Additionally, it is proven that for constant
Vps, 0 decreases when Vg increases. Thermal noise parameter seems to increase
for n-MOS devices down to 40 nm, recently reported in [173, 183, 207] for operation
in strong inversion and saturation.
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Figure 5.25: Thermal noise parameter factor versus channel length, for n-MOS devices bi-
ased at Vpg=1.2 V, at 10 GHz.
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Figure 5.26: Noise parameter 5, versus channel length. Partially reproduced from [1].

5.5.4 Gate Current Noise

The two main contributions to the total gate current noise are the parasitic gate resis-
tance Rg and the induced gate noise of the intrinsic MOSFET. According to [172],
Rg dominates gate current thermal noise, by contributing more than 60% to the
overall gate current noise. This holds for the specific case shown in [172] where a
n-MOS device of L=0.18 um, at f=3 GHz, biased at Vpg = 1.8V, and Vgg = 1V is
investigated. Almost half of this amount is layout dependent. Thus, to minimize
Rg, devices with a large number of narrow gate fingers (N¢) [172] have been de-
signed since Rg varies proportionally to 1/(N¢)? [133]. Moreover, careful layout has
been performed by double-sided contacting the gate so that Rg can be further re-
duced [172]. EKV3 accounts for scaling of multi-finger devices and covers layout-
dependent effects [190].

At radio frequencies, thermal noise from the drain is transferred to the gate, due
to the capacitive coupling existing between the channel and the gate, resulting in
induced gate noise [208, 209]. The induced gate noise is correlated with the channel
noise, because of their same origin. The PSD of induced gate noise (Sjg) can be
described in terms of the noise ans S-parameters through:
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Sig = 4T Ry {|Yope|* — |Y11|* +2Re[(Y11 — Yeor) Y111} (5.68)

The correlation admittance Y., is derived by the measured noise parameters:
(5.69)
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Figure 5.27: S;, versus frequency for n-MOS devices of W=40 x 2 um, biased at Vpg=1.2

V and Vgs=0.65 V.
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Figure 5.28: S;; versus Vgs for n-MOS devices of W=40 x 2 um, biased at Vps=1.2 'V, at

10 GHz.
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Figure 5.29: Imaginary part of correlation coefficient versus frequency for a n-MOS device
of L=100 nm and W=40 x 2 um, biased at Vpg=1.2 V and V5=0.65 V.

Modeling induced gate noise requires an equivalent noise circuit. In this work,
this was implemented using a noise subcircuit, consisting of a MOSFET, RF chokes,
and a dc voltage source together with a polynomial current controlled voltage source,
which was used to sense the noise at the gate terminal. The model behaves as ex-
pected, since Sj; increases with the square of frequency [143, 210]. This is shown in
Figure 5.27, where n-MOS devices with channel length of L = 100 and 180 nm, and
channel width W =40 x 2 um, biased at Vps = 1.2 V and Vgg = 0.65 V are shown.
Sig decreases with channel length since Cgg also decreases. Contrary to Sjg,which
depends on Vg, Sig has only a slight dependence on Vg, as shown in Figure 5.28.
The correlation between channel noise and induced gate noise is usually specified
by the correlation factor, ¢, which is given by (5.29), where Sigq+ is the PSD of the
correlation noise

oo lgid" (5.70)
\/SigSia
The imaginary part of the correlation factor, for an n-MOS device of channel length
L = 100 nm in strong inversion and saturation is close to its theoretical value (0.4j),
as reported in [4, 211], and shown in Figure 5.29.
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5.6 Contribution

Measurements and modeling of high-frequency (HF) noise, especially at frequencies
close to the millimeter-waveband (30 - 300 GHz) should provide circuit designers
insight into the scalability of noise behavior of MOS devices under given bias con-
ditions and channel length. There is a considerable number of publications on the
subject highlighting many aspects of HF noise in MOSFETs [89, 160, 161, 163, 196,
203, 204, 212-231]. RF noise parameters essential for circuit design have been an-
alyzed [160, 161, 212-215] and RF noise modeling of modern CMOS technologies
with channel length smaller than 90 nm has been discussed for a frequency range up
to 18 GHz [203, 216-219]. Noise measurements up to 27 GHz have also been re-
ported [204, 220-222]. However, in all these cases, certain limitations on modeling
and measurements are observed, regarding frequency and bias coverage of RF noise
characteristics, e.g., power spectral densities (PSD) of drain (S;q) and gate (S;g) noise
currents are not shown in detail [203, 219], or shown only for specific bias conditions
[216-218]. So far, the excess noise factor has not been given enough attention and,
to the best of our knowledge, has never been verified with measurements.

This situation clearly calls for a deeper investigation of RF noise in MOSFETs.
In this thesis, a 90-nm CMOS technology was used in the context of a millimeter-
wave project for wireless broadband transmission at 60-65 GHz. Critical RF noise
parameters for RFIC design were investigated over scaling and channel inversion
level. Thermal noise excess factor measurements were reported for the first time and
SCEs on its behavior were examined. Moreover, drain and gate current noise as well
as their correlation are thoroughly covered over a wide range of frequencies, bias
points, and channel lengths. For the investigated frequency range, automotive and
industrial applications have been reported [232].

With CMOS downscaling, extremely high fr has been achieved but at the ex-
pense of high power consumption, which has become a critical specification for ul-
tra low power devices. With the decrease in the power supply and the corresponding
decrease in the overdrive voltage, the operating point of RFICs is progressively mov-
ing towards lower inversion levels, away from the classical strong inversion region.
Moreover, RF circuit design in deep-submicrometer CMOS technologies relies heav-
ily on accurate modeling of thermal noise [183]. Therefore, as is concluded in [233],
“the channel noise models for transistors working in these regions has become im-
portant for low-power applications. Finally the scaling issues and the temperature
characteristics of the active noise sources in the transistor are another research area
for future studies”. In this work, all aspects of drain and gate current noise were
modeled in the context of circuit design and optimum performance of the investi-
gate 90 nm process was achieved close to M.I. region, while according to the trend
minimum noise is expected to shift to even lower inversion levels at more advanced
technologies. This is of tremendous importance for RFIC design, since a good trade-
off between noise and power can be achieved within this region.
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Chapter 6

Conclusions and Future Work

In this thesis nanoscale RF CMOS transceiver design was explored in the context of
radio frequency integrated circuits operating under low-power while achieving su-
perior performance. The work was focused on low-noise amplifier design, which is
the most critical component of a receiver. A test chip including an LNA operating at
30 GHz as well as individual RF transistors of several geometries was implemented
in 90 nm CMOS process from TSMC. A large number of high-frequency and noise
measurements was performed in order to study the behavior of the incorporated de-
vices with channel length scaling and inversion level. Figures of merit related to
LNA design were extracted and optimum performance was found to be achieved in
moderate inversion. With technology scaling, a trend towards lower levels of mod-
erate inversion is observed.

First small-signal behavior of the investigated 90 nm process was analyzed ad-
dressing fundamental design characteristics. Figures of merit recently proposed,
such as the transconductance frequency product and transconductance efficiency
multiplied by the gate transconductance have been shown to be proportional with the
overall performance of cascode LNA. Their maximum values were obtained within
moderate inversion region, for the shortest available measured devices. As tech-
nology roadmap leads to ultra-deep-submicron technologies, TCAD simulation data
were also used to explore the behavior of the above-mentioned FoM down to 22 nm.
Interestingly we prove that with technology scaling the optimum bias point is pro-
gressively moving towards the center of moderate inversion. The same is observed
for non-linearity figures of merit.

Thermal noise of MOS transistors remains a hot topic as contradicting results and
interpretations on the impact of short-channel effects on it are still found in literature.
In this work, thermal noise of MOS transistors was analyzed over a wide range of
geometries, bias points and frequencies. We mainly focused on n-MOS devices for
which optimum performance in terms of their minimum noise figure was also found
just above the high limit of moderate inversion. This means that in the case of a

111



CHAPTER 6. CONCLUSIONS AND FUTURE WORK

noise matched LNA, the noise figure will be also achieved at the same operating
point. To the best of our knowledge, this is the first time noise is presented in a way
circuit designers can easily understand and benefit from. This was made possible
by presenting noise metrics versus inversion coefficient, whose value demonstrates
the device inversion level. The significance of the thermal noise excess factor was
highlighted, by verifying it with measurements for the first time. Thermal noise
excess factor is a key parameter for LNA design as it is found in the formula of its
minimum noise figure. Thus, it is really critical to distinguish it from the thermal
noise parameter, which is wrongly treated as the excess noise factor in literature.

The EKV3 physics-based compact model was used to validate measurements.
The impact of short-channel effects, namely velocity saturation, channel length mod-
ulation and carrier heating on the excess noise factor was presented. The model was
validated through all investigated domains, i.e. frequency, scaling and bias, from
technology nodes of 180 nm down to 22 nm.

Using the extracted model parameters, an LNA operating at 5 GHz was designed,
biased close to the center of moderate inversion. Its overall high performance and
minimum power consumption proves the validity of this work. Indeed, the trend of
all individual FoM with channel length and scaling are correctly applied to RFIC
design.

In summary, we have shown that despite the certain difficulties arising from
downscaling, design trade-offs among certain FoM become more relaxed as CMOS
scales down to the deca-nanometer regime, since optimum performance is obtained
around the threshold voltage. Therefore ultra low power nanoscale RFICs can be
obtained by properly choosing their biasing points according to qualitative FoM.

Following the philosophy of this thesis the investigated performance characteris-
tics of RF devices can be further expanded in measuring and modeling state-of-the-
art technologies, e.g. 40 nm or 28 nm CMOS, or beyond. For example, the excess
noise factor whose importance was highlighted here, can be investigated in devices
where short-channel effects will be even more dominant. Since the optimum per-
formance of such advanced CMOS technologies is expected to be achieved close to
the center of moderate inversion, the realization of RFICs - particularly LNAs - bi-
ased within this region will also substantiate that low-power operation and high RF
performance are two concepts that can co-exist constructively.
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Appendix A

Basics of the EKV3 Model

The Appendix introduces basic definitions of the EKV3 charge-based model. The
relation between inversion charge and voltages is presented. Expressions for the
channel current are derived and inversion coefficient, which is massively used in the
thesis, is determined.

A.1 Charges and Potentials in MOSFET

The gate voltage, Vi, of a MOS device is given by (A.1). ¢us is the gate work
function difference between the gate and the substrate. ¥, and ¥; is the oxide and
surface potential, respectively.

Ve = ¢MS + \Pox + lPs (Al)

The mobile inversion charge Q; which is obtained by integrating the electron mobil-
ity npbelow the surface of the silicon is given by (A.2). The inversion charge can be
normalized by introducing a specific charge Qgpec.

Oi= —61/ npdz (A.2)
0
qi = Qi/Qspec (A3)
, where Q_{spec} is given by (A.4):
Qspec = —2nUrCoy (A4)
The slope factor, n, is given in (A.5), where ¥y, is the pinch-off surface potential.
0w,
= : A5
" [ Vo ] (A-)
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The pinch-off voltage Vp can be approximated by (A.6), in which Vr¢ is the threshold
voltage. The normalized pinch-off, vp voltage is calculated by dividing Vp with
the normalization constant for voltages, which is the thermal voltage Ur. Thus,
vVp = Vp / UT.

Ve —Vro

Vp o~ ——= (A.6)
n

The relation between normalized inversion charge and normalized local channel volt-
age, ucy, is given in (A.7).
2qi+1In(qi) = vp — ucn (A7)

In weak inversion, it holds that: g; << 1. Thus, the linear term in (A.7) becomes
negligible. The mobile inverted charge can be approximated by:

qi = exp(up — ucp) (A.8)

In strong inversion: ¢; >> 1. Thus, g; is equal to:

up —Uu
gi= P2 ch (A.9)

A.2 Static Drain Current and Inversion Coefficient

Drain current, including its drift and diffusion components and assuming constant
mobility, i, is given by (A.10). The transfer parameter, 8, of the transistor is equal
to (A.11). Equation (A.10) shows that Ip can be obtained directly from Q;(V) as
depicted in Figure A.1. The integral in (A.10) can be rewritten according to (A.12).

o —0;
=8 o dv (A.10)
Vg ox
W
B =nCos (A.11)
=8 —0i dv —B _QidV:IF—IR (A.12)
Vs Cax Vp “ox

Therefore drain current can be expressed as the difference between a forward current,
Ir and a reverse current Ig. Ir depends on Vp and Vg, while Ig depends on Vp and V.

All currents can be normalized to the specific current which is given by (A.13).
The quantity 2nU12~ UC,y is called technology current, Ip. Forward and reverse nor-
malized currents are expressed by (A.14) and (A.15), respectively, as functions of
normalized inversion charges in source (g;) and drain (g ).
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'Ql/ cox

E
; - h
8 A B - DA
- D B A VoV
Vs Vo Vo Voo VsV Vs Vp

Figure A.1: Drain current expressed through its forward and reverse components.

w
Lipec = 2nU3 WCor =2nP U2 (A.13)
. Ir
leI :qf—l—qs (A.14)
spec
. Ig
i = 7 =g+ 4 (A.15)
spec

The inversion level of the whole transistor can by characterized by a quantity
called inversion coefficient, /C. In forward saturation, where Ir >> Iz = Ip =
Ir. Therefore IC = iy. The value of IC directly indicates the inversion level of the
transistor, independently of device type and geometry. Specifically:

e For IC < 0.1, the device is in weak inversion.
» For IC > 10, the device is in strong inversion.

e For 0.1 < IC < 10, the device is in moderate inversion.

A.3 Transconductances and Charges

Drain current can be rewritten with respect to drain, source, and gate voltage, ac-
cording to (A.16).

dlp dlp dlp
Alp = =—AVs+ —AVg+ —AVp =
D Vs S+8VG G+8VD D

= —gmsAVs + gnAVG + gmaAVp (A.16)

gms»> &m and g,,q are the source, gate and drain transconductances, respectively, given
by (A.17).
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) )
8ms = &Vsa 8m = 8VG’ 8md = aVD

Relations between drain and source transconductances and normalized inversion
charges are expressed in (A.18) [234]. Ggpec is a normalization quantity, given as
the ratio of specific current to thermal voltage (A.19). g, is expressed as a func-
tion of g,,s and g,,4, according to (A.20). In saturation, where Iz << Ir, and hence
&md << 8&ms> (A.20) simplifies to g, = gms/n.

(A.17)

8ms(d) = Gspechs-(d) (A.18)
Ispec
Gspec = Ur (A.19)
— ‘ G
o = 8ms . 8md _ .S:EC (Qs _qd) (A.20)

A.4 Capacitances and Charges

Relations among intrinsic capacitances and normalized inversion charges are ex-
tensively presented in [234]. The general expressions for gate-source, gate-drain,
gate-bulk, bulk-source and bulk-drain normalized capacitances, valid in all inversion
regions are given below. The total gate capacitance, is then derived by (A.26).

4s 295 +49a+3

CGSi = 3 (@t qut1)? (A.21)
coni =% % (A22)
cGBi = nn;l(l — CGSi — CGDi) (A.23)
cpsi = (n—1)cGsi (A.24)

cgpi = (n—1)cgpi (A.25)

¢G1 = ¢Gsi +¢Gpi + CGBi (A.26)
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