ITOAYTEXNEIO KPHTHX

TMHMA MHXANIKQN ITAPATQI'HX
KAI AIOIKHXHX

Coordinated ramp metering for large-scale motorways

(Xovtoviopevog EAeyX0g pAPNII®V 100000 OF
AOTOKIVI|TOOPOP0DG PEYANG KApaKag)

Atatpifr) moo veBAnOn ya TV pePIKI) IKAVOIOINOT T®V ATIALT0EDV Yid
Vv anoktnon Metamntoyiakov Auneopatog Edikevong

Yo

loavvn Mapywvy

Xavia, Oxtopplog 2006




© Copyright oo Iedavvn Mapyavn
2006

ii



H dwatppn) tov Ieavvn Mapywvn eykpivetat

Aéxt. Ioavvng HanapiyanA

Kaf. Mapkog ITanayswpyioo

Enixk. Kaf. HAlag KoopatomovAog

111






ITegieyopeva

TIEPIENOPEVA ..ttt \Y
KatdAoyog ZXNPATOV ...cviviiiiiiiiiiiiiiiciictce s ix
KatdAoyog TTIVAK®DV ..o xiii
EOXAPUOTIEG ...oiiiiiiiiic e XV
ZOVTOPO BlOYPAQIKO. ...t Xvii
TIEPIAIIUII] ot Xix
ADSETACE ... xxvii
1  Introduction to Ramp Metering............cccccooviiniiniiiiiiiiiiiiicice, 1
1.1 INEOAUCHON ...t 1
1.2 A Basic PrOPErtY.....cocvoveueeiiieiiiieiiiiiciicietcicictcectete e 2
1.3 Why Ramp Metering?..........cccoveeeoiniiinciiiiiiicciicicecciciseccss 3
1.3. 1 FIrSt ANSWET c..eouiiiiiieierieeceeteeeie ettt ettt st 3

1.3.2  SeCONA ANSWET .....ccoviiiiiiiiiiicieceeece e 4

1.3.3  Further impacts.......cccccceiviiiiiiiiiiiiics 5
1.3.4 When not to use Ramp Metering ............ccccoceevviniiinniiiinicicne, 6

2 A Review of Ramp Metering Strategies .............cccccovvviniiiiiiniiiciininns 7
2.1 INFFOAUCHION .. 7
2.2 Classification of Ramp Metering Strategies.............ccccccvvvevvcicnennn. 7
2.3 Auvailable Ramp Metering Strategies ..............ccoovvvvvvveieieieciiiiieranencnn, 8
2.3.1 Fixed-Time Strategies..........cccovriiiiniiiiiiniiiiicccccee 8
2.3.2  Reactive Strategies..........ccoooeeiiiiiiiii 9
2321 Local StrAteies...........ccccccvuvivueucueieicicicicicicicicicciccsss s 9
Demand — Capacity Strategy .........ccccviiiiiiiiniiiiiiiicices 9
Occupancy SHrategY .......covveeiiiiiiiiiiicicc s 10

ALINEA Lottt ettt sttt be sttt es 11

Fuzzy Logic AIgOrithm.........ccccooiiiiiiiiiiiiiiiiiiii s 12

2.3.2.2  Coordinated SrALEGIES............ccovvvevrveieieieieieieieieicieeiciccccc, 12
METALINE ..ottt 12
Bottleneck Algorithmi.........cccoiiiiiiiiiiiiiii 13

Minnesota’s Zone & Stratified Zone Metering Algorithm ..........cccccoevviininnen. 13



Helper Ramp AIGOrithi.......cccoeuiiiiiiiiiiic 14

Linked Ramp Algorithmi........cccooiiiiiiiiii 15

Sperry AlGOTItRIN......cooiiiiiiiii 15

Compass AIGOTItNIN ..o 16

System Wide Adaptive Ramp Metering........ccocoeveveiiiiniininiccccee 16

2.3.2.3  Nonlinear Optimal Ramp Metering Strategies................c.cocovveveueunnns 17
Advanced Motorway Optimal Control ... 17

2.3.2.4  Other Strategies.............ccccouviviviviririciciciciciciciiiiiictesciciseee e 17

3 Modelling of traffic flow on motorway networks ............cccceeveverinnnn. 19
3.1 INFFOAUCHION . 19
3.2 The METANET traffic flow model ..............ccccocovviinciininiiciiiiiccnnns 20
3.21 Modelling of network links.........c.cccoovoviiniiiiniiieecee 20
3.2.1.1  Motorway LiNKS.........cccvevemeueieieieiicieieeicee e 21

3.2.1.2  Store and Forward [inKs ............ccccoeveioivvciiniciiieeiieeee, 23

3.21.3  OFIQINIINKS ....ovvvviiiicetcc e 25

3.2.1.4  Destination [iNKs ..........ccccccovvuveuiinieeiiiisiciiceectceeee e 26

3.2.2 Modelling of network nodes............ccccccoevviiiiiiiiniiii 26
3.2.2.1  Flow DistriDUtiON ......c.ooveeieieieiiieiiieiiieicieiscseee e 26

3.2.2.2  Upstream Influence of Density..........ccccocovvvivivvviccnisiiiicccsisiiiinnnes 27

3.2.2.3  Downstream Propagation of Speed.................ccccccvvvvvcccrccennnnnn. 27

3.2.3 Performance Criteria..........cccooveiiririiiininiiiciiiecceeeeceecee s 28
3.2.3.1  Total Travel Time .......c..ccoeueevvinirenieiiieiiieiseiseteet et 28

3.2.3.2  Total Waiting Time at network origins...........cccececvevreevvvnereenernnne. 28

3.2.3.3  Total Waiting Time at SAF [inks .........cccccccevivviviniiiiiiiicccc, 29

3.2.3.4  Total Time SPent .........cweeeeeeeeeiiiiiiiiiiiicicieieee e 29

3.2.3.5  Total Distance Travelled...............ccccoccccovrveiineciineeiiaeeeeene, 29

3.2.4 Total Amount of Fuel Consumed..........cccccoveiriiiniiinciineinciicieeee 30

3.3  The METANET Simulation Program .............ccccccueveveiienniiiiiiennnnnns 31

4  Optimal Control and Hierarchical Optimal Control............ccccccooevuenine 33
4.1 INEOAUCHION .o 33
4.2 Advanced Motorway Optimal Control............ccccccccvcvvviiicciinincnnnns 33
4.3 Hierarchical CONtYOL............ccccouveinivivinieinieiiieiiieieiciecieeseeee 35
43.1 Estimation/Prediction Layer ..........cccocooiimniiiiiiiinneicceee 37
4.3.2 Optimization Layer ... 38
4.3.3 Direct Control Layer.........ccccviuiiiiiiiiiiiiiiiiiiiccccccccs 38
434 Rolling Horizon Technique.........ccccooeviviiiiniiniiicccccce 41

5 The Amsterdam Network .........ccoccciviiininiiiniiniiiiiciccceeeenes 43
5.1 INHOAUCHION ..o 43
5.2 The Network MOdel.............cccoeirivioincinieiiieicieieisieicieeiseeeee 44
5.3 The Amsterdam Test MOdel ..............ccoocovveinieiineinieiincisieiiee, 46

6 Simulation ReSULES......cccooiviririiiiccc e 47

vi



6.1 TTUVOAUCHION e e et eeaaaea e 47

6.2 The 10-CONTOL CASE .......c.ooveeiieiiieieiicieiiieicieeeeeeeceeee 47
6.3  Description of the Simulation SCenarios..............ccccoeceecovevrneccnncne. 49
6.4  Application of ALINEA ......cccccooveimivininiiiieiiieciecieeeeeeee 50
6.4.1  EffiCIeNCY..ccciiiiiiiiiiiiciicc e 50
642 BQUILY coocccovvoeeeeeeeeesossoeeeessesessssseeesssesssssssseeesssssssssseeees s nsssseeeee 59

6.5  Application of AMOC ..........ccccoovviiiviiiiiiiiiiicciiciccccccec 61
6.6  Application of Hierarchical Control...........cccoccocvvinivvcciniiinicccnn, 71
6.7  Comparison of the examined StrAtEIES ............cccccvvvreueucuioveineccenn, 85
6.7.1  EffiCIENCY..coiviiiiiiiiiiiiiiic s 85
6.7.2 BQUILY coocecvovoeeeeeeeeesoosoeeeessesesssssseessssesssssssseeessssssssssseeees s nsssoeeeee 87

7 Conclusions and Recommendations............ccceccoeviiuiiiniiiiininiiicnccnnnne, 89
7.1 CONCIUSIONS ..t 89
7.2 RecOMMENAALIONS........cveveveieieiinieieisiieeieteeeetestee s 90
REFEIENCES ...ttt 93

Vil






Katahoyog Zynpatwy

Figure 1-1: A general traffic network..........ccccooooviiiiiiiiiii, 2
Figure 1-2: Two cases of an on-ramp: (a) without ramp metering, (b) with
ramp metering. The grey areas represent congestion zones..............cccceueeee. 3
Figure 1-3: Two cases of a motorway stretch: (a) without ramp metering,
(b) with ramp metering. The grey areas represent congestion zones............. 4

Figure 1-4: Two cases of a motorway stretch: (a) without ramp metering,

(b) with ramp metering. The grey areas represent congestion zones............. 5
Figure 2-1: Demand-Capacity (DC) strategy ...........ccoeevnveiiiininiiiinnnnnns 10
Figure 2-2: Fundamental diagram.........ccccocoeveeieiiiicininiciceccceee 11
Figure 2-3: ALINEA strategy ........ccccoviviniiiiniiiiicce 11
Figure 3-1: The origin-link queue model.............cccccoccoiniiniininie 26
Figure 4-1: Hierarchical control structure. ...........c.cccoooveveiiiniiiiiiceee 36
Figure 5-1: A map of the Amsterdam area...........c.cccocevvveveeieeeeeeicece 43
Figure 5-2: The motorway network around Amsterdam ..............cccccceveennes 44
Figure 5-3: The Amsterdam network model .............ccccoviiiiiniinn 45
Figure 5-4: The counter-clockwise direction of the Amsterdam ring road. 46
Figure 6-1: No-control case density profile............cccocoeeieiiiiiiiiiccene 48
Figure 6-2: No-control case ramp queue profile. ..o 48
Figure 6-3: ALINEA scenario 1 density profile. .........ccccccoeiiiniiniinnnn. 50
Figure 6-4: ALINEA scenario 1 queue profile. ..........cccocciviniiniiniiinincnnne. 51
Figure 6-5: ALINEA scenario 2 density profile. ........cccccoceeeieniiiinnnnnnn 51
Figure 6-6: ALINEA scenario 2 queue profile. ..........ccccoeeeiiiiiiennnnnnn 52
Figure 6-7: TTS values when ALINEA is applied for the different scenarios.
................................................................................................................................ 53
Figure 6-8: ALINEA scenario 3 density profile. ..........ccccocoeeiiiiiininnnnnn 53
Figure 6-9: ALINEA scenario 3 queue profile. ..........ccccooeenniinininnnnn 54
Figure 6-10: ALINEA scenario 4 density profile. .........c.cccoeieiiiiniinininnne. 54
Figure 6-11: ALINEA scenario 4 queue profile. .........ccocccevviciniiniininnnnne. 55

Figure 6-12: ALINEA scenario 5 density profile. .........c.ccccevciiiiniiinnnnne. 55



Figure 6-13: ALINEA scenario 5 queue profile. ...........cccoeeeiiiiinninnnnnn, 56

Figure 6-14: ALINEA scenario 6 density profile...........ccccoeiviiiiiiinnninns 56
Figure 6-15: ALINEA scenario 6 queue profile. ..........cccccceviivinininiinnnninnes 56
Figure 6-16: ALINEA scenario 7 density profile. .............cccocoeveiininnnnnnnn, 57
Figure 6-17: ALINEA scenario 7 queue profile. ..........ccccooeeiiiininnnnnnnn, 57
Figure 6-18: ALINEA scenario 8 density profile...........ccccoeiviiiiiiinnnnnns 57
Figure 6-19: ALINEA scenario 8 queue profile. ..........cccccceviiiiiiiiinnnnnes 58
Figure 6-20: ALINEA scenario 9 density profile..........cccccoeiviiiiiiinnnnnns 58
Figure 6-21: ALINEA scenario 9 queue profile. ...........cccooveveviiiinnnininnnnn, 58
Figure 6-22: ALINEA scenario 10 density profile. ...........ccccocoeveiiinnnnnnnn, 59
Figure 6-23: ALINEA scenario 10 queue profile. ........ccccccviiiiniiiiinnnninns 59
Figure 6-24: Equity graph for no-control case, ALINEA scenario 1 and

ALINEA SCENATIO 4ot 60
Figure 6-25: AMOC scenario 2 density profile...........ccccccoeeiiiiiinnnnnn, 62
Figure 6-26: AMOC scenario 2 queue profile...........ccccceeiiiiiiiiiininninns 62
Figure 6-27: AMOC scenario 1 density profile..........ccccoccciviininiiiiinnnninns 63
Figure 6-28: AMOC scenario 1 queue profile...........cccccoeeiiiiiiiiiiiicnnnns 63
Figure 6-29: AMOC scenario 4 density profile............cccocoeeiiiiiinnnnnnn, 64
Figure 6-30: AMOC scenario 4 queue profile...........cccoeeeeeiiiieiiieneicnennnn, 64
Figure 6-31: AMOC scenario 5 density profile...........cccccoonniiiiinniinnnnnn. 64
Figure 6-32: AMOC scenario 5 queue profile...........ccccceeiiiiniiiiiiiinnnnns 65
Figure 6-33: AMOC scenario 6 density profile.............cccocoeeiiiiiinnnnnn, 65
Figure 6-34: AMOC scenario 6 queue profile...........cccocoeveeiiiiieininienenennnn, 65
Figure 6-35: AMOC scenario 3 density profile...........cccccoonniiininniinnnnnn. 66
Figure 6-36: AMOC scenario 3 queue profile. ... 66
Figure 6-37: AMOC scenario 7 density profile.............cccocoeeiiiininnnnnnn, 67
Figure 6-38: AMOC scenario 7 queue profile...........cccceevveeiieieiinicneenennnn, 67
Figure 6-39: AMOC scenario 8 density profile.............cccocoeeiiiiiinnnnnnn, 68
Figure 6-40: AMOC scenario 8 queue profile...........cccccoeiiiiiiiiiincnninns 68
Figure 6-41: AMOC scenario 9 density profile..........cccocecvviiiniiiniinnnninns 68
Figure 6-42: AMOC scenario 9 queue profile...........cccocoveeeiiiieinieeieiennnn, 69
Figure 6-43: AMOC scenario 10 density profile...........c.cccocoeeiiiiinnnnnnn, 69
Figure 6-44: AMOC scenario 10 queue profile...........cccocecvviiviiiiiiinnnnnnes 69



Figure 6-45: TTS values when AMOC is applied for the different scenarios.

................................................................................................................................ 70
Figure 6-46: Real and predicted demand at the A1 mtm on-ramp. ............. 71
Figure 6-47: Real and predicted demand at the A8 mtm on-ramp. ............. 72
Figure 6-48: Real and predicted turning rate at the A2 off-ramp.................. 72
Figure 6-49: Real and predicted turning rate at the A4 off-ramp. ................ 73

Figure 6-50: Hierarchical Control with direct application of optimal flows
density profile for Scenario 4...........cccccecveiiviiininiiiiniiii e 74
Figure 6-51: Hierarchical Control with direct application of optimal flows
queue profile for SCENATIO 4.........ccceveveveieiiiiieiicc e 74

Figure 6-52: Hierarchical Control with optimal flows used as set points for

ALINEA. Density profile for scenario 4. ..........ccccccevuviiniiniiiniiniciice 74
Figure 6-53: Hierarchical Control with optimal flows used as set points for
ALINEA. Queue profile for scenario 4. ........cccceeeeeieieieieinineieeeeeeeeees 75

Figure 6-54: TTS values for demand prediction under- or overestimation
for different methods in the Direct Control Layer for scenario 4................. 76

Figure 6-55: TTS values when Hierarchical Control is applied for the

different SCENATIOS. .......ccccvviviiiiiiiiiiiici 78
Figure 6-56: AMOC Hierarchical Control scenario 1 density profile........... 79
Figure 6-57: AMOC Hierarchical Control scenario 1 queue profile............. 79
Figure 6-58: AMOC Hierarchical Control scenario 2 density profile........... 79
Figure 6-59: AMOC Hierarchical Control scenario 2 queue profile............. 80
Figure 6-60: AMOC Hierarchical Control scenario 3 density profile........... 80
Figure 6-61: AMOC Hierarchical Control scenario 3 queue profile............. 80
Figure 6-62: AMOC Hierarchical Control scenario 5 density profile........... 81
Figure 6-63: AMOC Hierarchical Control scenario 5 queue profile............. 81
Figure 6-64: AMOC Hierarchical Control scenario 6 density profile........... 81
Figure 6-65: AMOC Hierarchical Control scenario 6 queue profile............. 82
Figure 6-66: AMOC Hierarchical Control scenario 7 density profile........... 82
Figure 6-67: AMOC Hierarchical Control scenario 7 queue profile............. 82
Figure 6-68: AMOC Hierarchical Control scenario 8 density profile........... 83
Figure 6-69: AMOC Hierarchical Control scenario 8 queue profile............. 83
Figure 6-70: AMOC Hierarchical Control scenario 9 density profile........... 83
Figure 6-71: AMOC Hierarchical Control scenario 9 queue profile............. 84

xi



Figure 6-72: AMOC Hierarchical Control scenario 10 density profile. ....... 84
Figure 6-73: AMOC Hierarchical Control scenario 10 queue profile........... 84
Figure 6-74: Equity graph for no-control case and hierarchical control
SCENATIO 3, 4 ANA .ottt 85
Figure 6-75: TTS values when urban on-ramps are controlled for different
admissible ramp queues for the mtm on-ramps...........cccccoeveiiiiiiiiinicnnnnes 86
Figure 6-76: : TTS values when urban on-ramps are not controlled for
different admissible ramp queues for the mtm on-ramps............ccccceueuenneee. 87
Figure 6-77: Equity graph for no-control case, ALINEA and Hierarchical

CONLLOL DOt fOT SCEMATIO e e e e e e e e e e e e 88

xii



Kataroyog ITivaxwy

Table 5-1: Values of the common parameters .............ccccecvvrurviiiiiiniiccinnnnns 45
Table 6-1: The scenarios examined............ccceceiviiiiiiiiniiiniiiiiiicce 49
Table 6-2: Results of the application of ALINEA and improvement
compared to the no-control case............cccoeueeeieiiiiiiieic 52
Table 6-3: Results of the application of AMOC and improvement compared
to the NO-CONLrol CASE. ....c.coviiiiiiiiiiii e 61
Table 6-4: Results for different methods in the Direct Control Layer for
SCENATIO 4.ttt 73
Table 6-5: TTS (veh*h) values for demand prediction under- or
overestimation for different methods in the Direct Control Layer for
SCENATIO 4.ttt 75
Table 6-6: Results of the application of the hierarchical control structure,
improvement compared to the no-control case and difference to the open-

10OP SOIUEION. ... 77






Evyaxgtotieg

®a ffeha mdpa moAd va evyaplotiom Tov Kabnynt) kvpo Mdpko
[NTanayewpyiov mov pe epmOoTeDTNKE KAl POL €000 TV LKAIPLA VA OUPPETEXD
oto Epyaompo Avvapikeov Zvompateov kKat Ilpooopoiwong. Emiong ta
Oeppotepd pov evyapot® otov emPAénov kabnynt) pov, Aéxtopa lwdvvn
[Manapiyan, ywa myv amneplopiotn Porbeia moo npoocepepe kab” OAn mv Stapkela
TG EKIIOVNONG TNG HETAIITOXLAKIG OtaTP1Pr)g aAAd KAt YTl P aVIHETOIIOE KAt
pov ovpreplpepOnke oav @ilog oe OAN T didapKela TG ovvepyaotag pag.

Axopa Oa nfeha va eoyaplotom TNV OWKOYEVEld poL yia v nbur) xat
OWKOVONIKI] OOHIIAPAOTAOT OAA ALTA TA XPOVIA T®V OIOLO®V HOV. Xe IePLOITy)
O¢on ot kapdid pov éx® OAovg Tovg PiAovG Kat Pileg MOV AIEKTNOA ALTA TA
XPOVLA KAt TI§ AVeKTipnTeg aro Kabe dmoyr) epmetpieg oo {rjoape padi.

Ae Oa n0eAa va aperjon va avagépem tov Anootolo Kototalo mov av xat
dev mpoldafape va obvepydotovpe yid peyalo Xpoviko dwaotnpa Pornbnoe xat
aoTog PE TOV TPOIO TOL OTNV Hapovoa epyacia. Mépog g napovoag dovAeidg
xpnparodotinke amd v Evpenaixkr Emttporr) ota mAaiota Tov epeovnTtikod
npoypapparog EURAMP (IST-2002-23110).






Xovtopo Broyoapixo

O Mapywvng leoavvng yevvriOnke tov ZermtépPpro tov 1980 omyv Apta.
Ag@ov népace anno Aapoa, Ludwigsburg (I'eppavia), Apta, xateAnSe ota Xavia
orov kat omovdace oto tpnpa Mnyavikeov Ilapaywyng xat Awoiknong tov
IToAvteyveiov Kpning. Amogottnoe to 2004 pe duthopatikr) epyaocia pe 0épa
«[Thonynon, TnAem\onynon TG CDTOKIVODHEVIG POPIIOTIKYG IAATPOPHAS
Hellenak xat aviyvevon epriodiov». ZovEX10e TG OIIODOEG TOD OTO PETAIITOXLAKO
npoypappa ornovdmyv Tov Tpnpatog otov topéa g Emyetpnowaxrg Epeovag kat
epyaotmke oto Epyaompio Avvapikeov Zovotpdarev Kat IIpocopoimong oav
EMOTNPOVIKOG ovvepydtng. Exel Owatehéoer vmevbovvog epyaotnpiov wg Ponbog
oto mporrtoxtako pabnpa «Avvapkog Ipoypappatiopog» moov S10AOKeTAl OTO
pa Mnyavikev Ilapayeyrg xat Awoiknong amo tov xkabnynty Mdpxo

[Nanayempylov Kat £xel COUPPETACYEL O EPEDVITIKA IPOYPAPHATAL.






ITegiindn

Ot 0dwkég aptnpieg avtipetonifoov ohodva Kat aviavopeva npoPArnpara
kKabwg 1 KvnuKOTTa HPoo®nev kKat ayabwv axolovbel otabepd avinrikn
nopeta. To amotéheopa etvat va mapovotalovial KOKAOPOPIAKEG OOHIPOPOELS
aKOpa Kat o€  auTOKWNTOOpOHOLG ODWNANG Kavotntag, pe enakolovba
xabooteproelg, petwpévn 0d1Kr) aoPalela, avinpévn Kataval®or Kavoipov Kat
oofPap1 atpoo@aipikyy poravorn. H oovexr|g eréktaon g vrdapyxovodag orrodoprg
dev pmopet mAéov va efaleipet TAPOG TNV KOKAOPOPLAKI] OLHPOPN O KAl Tig
APVNTIKEG OLVEMEEG TNG Yl AOYODG OLKOVOPIKODG, OIKOAOYIKODG 1) KAt amAd
ENewyng xopov. Mia evaANAKTIKI KAl TALTOXPOVA EPIKTI) IIPOCEYYLON Yid TNV
EIMADOL TOV KDKAOPOPLAK®OV IIPOPANPAT®V, 1) ontoia dexOnke 1oxvpr mbnon pe tig
alpatwdelg e§eifelg oV TEXVOAOYIA TOV ENKOWVMOVI®OV KAl TOV NAEKTPOVIK®V
LIIOAOY10T®V (TnAepartika)), eivat  opfoloyikr) Kat IAr|png aglomoinon Kat xpron
MG DIAPYOLOAG LIOOOPIG PEO® TNG AVAIITLING KAl DLAOHOINONG CLYXPOVOV
Hopp®V eAéyxOL Kat dtaxeiptong.

H napovoa pelétn acyoleitatl pe To ODVTIOVIOHEVO EAeyXO TG KOKAOpopiag
dktd®V  avtokvnTodpopwv  peydAng  kKAipaxag. ‘Exoov mpotafet  kat
epappolovtat Otagopeg oTpaTnylkeg Kat pedodot eAéyxov g KukAogopiag
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OXNHAT®Y, 1] AIOQPLYI| TG OLHPOPINONG HEO® TOL EAEYXOL TNG €L0O000L TV
OXNPAT®V Ao TI§ PAupmeg £00d0v, dLVATAlL Va aAmo@LYeElL KAl LT TV
KATAaotaon.

Ot oTpatnyikég EAEYXOL TOV PAPI®OV €L0000D 08 ALTOKWVIITOOPOHODG etvat
apketa Oradedopeveg Kat IOANEG éyovv avarrtoyxOel kat epappootetl oe didapopa
pépn tov xoopov. Ot oTpatnykég avtég prIopovV va Katnyoptonombooy eite oe
otabepod YPOVOL eite Oe OTPATNYIKEG IIOL XPNOUHOIIOODV  HETPNOES OF
IPAYPATIKO XPOVO. ADTEG HIIOPODY VA XOPLOTOLV O TOIKEG OTPATIYIKEG KAl OF
OTPATNYIKEG ODVIOVIOHEVOD €AEyXOV. ZTO 2° KeAAAO IIAPOLOoldfovTal KAIIoteg
ano TG dwabéolpeg otpatnyikég eAeyyxov papnmv ewodov. Ot oTpatnyikeg
otabepod xpOVOL XPNOLHOIIOLV 10TOPIKA Oedopéva Kat ovroloyifoov v
OTPATNYIKI €K TV IPoTépnVv. Ot mo ovovnbiopéveg oTpatnyikég TOIKOD eAéyx0D
IOV XPNOIOIIO0DV PETPIO0ELG 08 IPAYHATIKO XPOVO elvat 1 otpatnyky {ftnong —
wavotntag (demand — capacity), n otpatnykn I060oTod KATAANYIG (Occupancy)
IIOL &elval OLOWAOTIKA OTPATNYIKEG ENEYYOL avOolyTov Ppoxov  amoppuyng
dwatapayng kabwg kat 1) ALINEA mov etvat pia Tomiky) otpatnyiki) Bactopéve) oe
WOXLPEG Kal evpwoteg pefdodovg avTOpdTov eAéyxOL pE  aAvatpo@odoTnor).
ZIPATNYIKEG ODVTIOVIOPEVOD eNeyxoL eivat 1 molvpetaPAnt) oOTPATNYIKY
pvOpong METALINE, o alyopiBpog Bottleneck, ot ahyopifpotl Zone kat Stratified
Zone Metering, ot akyopiBpot Helper Ramp kat Linked Ramp xat dAAot. Emriong
EV® Ol IIPONYOLHEVEG OTPATNYIKEG IIpooriabovv va avildpacoov oe pia 10n
SLapPOPP®HEVI] KATAOTAOT LIIAPXOLV KAl OTPATYIKEG IOV €lval OXeOIAOPEVES HE
Baon ) Bewpia PEATIOTOD eAéy)OL KAl AViXVELOLV TA AiTlA PlAg CLPPOPNONG
npv AdaPet xopa Kdat ev ooveyeia mpoodiopifoov tov BeAtioto tpomo avrtidpaong.
Mua tetowa otpatnyiky etvat to AMOC, pia otpatnyikr pn-ypappkon PEATIoTon
e\éyxov mov Paoiletal oe éva PedAloTIKO POVTENO T1G KUKAOQOpPLAaKIg pong. H
otpatnywr) AMOC neprypagetatl napakdte Kabmg Kat oto 4° Ke@dAdato.

[a wmv peletn evog @QULOKOL QAIWVOPEVOD ON®G I KOUKAOPOPLAKI| POI)
xpewaletatl va xpnowporowu)det KAIolo poviéNo. Zy HePUIT®OI) TOL PAIVOHEVOD
TG KOKAOQOPLAKI)G PONG Oe OIKTLA ALDTOKIVNTOOPOP®MV evpetag KApaxag, ta
pabnpatikd IpoOTLIIa IOV TNV HIEPLYPAPOLY PIIOPOLY va Tagivopnboovy oe Tpelg
Katnyopieg avaloya pe to Pabpo axpifeiag tng meptypa@rng. Xty IIP®TI)
KATtnyopia aviKovv Td HPIKPOOKOIIIKA HOVTEAd Td omoia HapakoAovfodv tnv
aTopIKI) Kivnon kabevog oxnuatog Sexoplotd kabwg tadidedel péoa oto SIKTLO.
2t Oevtepn KATNyopld KATATACOOVIAL TA HEOOOKOINIKA HOVTENA Ta OIoia
apaxkoAovdovv Kat emPAEIIONY TV Kivion OPAO®V OXHAT®V IIOL £XODV KAIIOLA
Kowda yapaxktnpotikd. H tpitn katnyopia, Ta PAKPOOKOIKA HOVTEAQ,
IIEPLYPAPOLY TNV KOKAOPOPLAKI] PO} OaV &Va PeLOTO IOV XAPAKTPifeTal aro
PAKPOOKOIKEG HETAPBANTEG, OIIMG 1] KOKAOPOPLAKY| POT), 1) IOKVOTTA KAl 1) péon
Tax\LITA TOV OXNUATOV. XTNV IIAPODOA HENETH, Yld TNV HOVIENOIOINOn Thg
KoK OQoplag xpnowpomnoteitat To AOYOHIKO HAKPOOKOIIKIG IIPOOOHOI®ONG
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METANET. H npocopoiwon tng KokAo@optakxng pong Paociletatl oe éva povieho
215 tadng. To Olktvo avamapiotatat oav MPOCAVATONOHEVOG YPUAPOG OIIOL Ot
OLVOEOPOL AVTUIPOORMIIELOLY PEPT ALTOKIVNTOOPOp®V. Ot KOpPot Torobetovvat
oe onpeta aAAayr|g g yeopetpiag, Staotadp®or 1) eVeor 00O ALTOKIVITOOPOU®V
1] éV@OI aLTOKWVNTOOPOP®V He pdupma ewodov 11 e§odov. Ymdapyoov 4 tdnot
oLVOLOP®V:  OOVOEOPOl  ALTOKIVNTOOPOH®Y, OLVOEOHOl PAPI®V  €100000V,
obvdeopol papnev e§odov kat ocvvdeopot anobrkevong xat mpowdnong. Xtovg
KOpPovg povielomoteital 1 KATAVOPN NG POng 1 avavin enidpaon g
IIDKVOTNTAG Kal 1) Kataviy emdpaon g tayovintag. Ta xplmpia IIov
XPNOWOIIOODVTAL Yid TOV DIOAOYIOHO TG amodoong Kabe oTpatnylkng Kot
vrohoyifovtat arnod to METANET, eivat o ZovoAikog Xpovog Tadidwov (ZXT), o
ZovoAkog Xpovog Avapovrg Eioodov (ZXAE), o ZovoAikog Xpovog AVApovig
ot1g ovpég TV ovvdiopwv Amobnkevong kat [Tpowbnong (EXAAIT), o ZovoAikog
Xpovog (2X), 1 Zovolkn) AwavoOeioa Aniootaorn (ZAA) kat 1) Zovolikr) [Toootta
Kavoipev (ZI1K). Avalotikr Ieptypa@r] Tov HOVIEAOD KAl T®V KPUTPleVv yivetdat
010 3° KeQAAao.

H otpatywrn ehéyyoo AMOC epappolel OLVTOVIOHEVO EAeYXO OTIG PANIIEG
e100600. To mpoPAnpa eAéyyov TOoL OIKTOOL ADTOKIVITOOPOPWGV pOPQOIIOtEiTAl
oav &va pn-ypappiko mpoPAnpa  PeATiotov eAéyxov OAKPLTtod YPOVOL e
reploplopovs. H xokAogoprakr| por| Oempeitat oav pa dtadikaocia mmov eAéyyetat
p€o® NG porg o Kdbe pdpria e100600 TOL HIKTLOL XPNOHOIOIOVTAG KATANNAA
OLOTHATA  QPATEWVIG ONPATOOOTNONG IOV &elval eyKATEOTPEVA O  dUTEG.
Aappdavovtag omoyn TNV TPEYOLOA KATAOTAO TOL OLOTHHATOS KAl TG
npoPAeyelg T@v Olatapaymy, PeAtiotonotel éva KatdAAnAo KPLtr)plo KOOTOLG KAt
vroloyiet Tig BENTIOTEG TPOXEG EAEYXOL He PAOI TO PN-YPARPIKO HOVTEAO TN
KOKAOQOplak1)g porg Tov Owktoov. Kabopilet, dnAadr), moteg eivat ot emttpertég
POEG Y1 TIG PAPIIEG 1000V 0g ONO TO diKTLO.

ITapolo mov ot TpoxEg eAeyyov nov npoodiopifovrat amod to AMOC etvat
BéAtioteg, n vAomoinon Tovg dev Statnpet avty) Vv WOt Ta. Ot Adyot yia toog
ormoiovg avtd ovpPatver eivat i) n extipnon g APXKIG KATAOTAONG TOL
ovotpartog Oev eivatr akpiPng eite eNeiyel apketov Oedopevov eite AOyw
meploplopévng axpifelag tv alyopibpwv extipnong, ii) n mpoPleyn tov
Slatapaxmv £xel MEMEPAOHEVT] AKPIPELA APOD £XOLV OTOXAOTIKO YAPAKTPA KAt
apa n npoPAeyn tovg avarogevkta mephapPdvel Adbn oo petadidoviat oto
POVTENO TNG KLKAOQPOPLAKIG PONG KAt dpd To HPOPAnpa PeATiotornoinong oo
emAvet o AMOC Oev avtamokpivetrat oto Dpaypatiko npoPAnpa aild oe pua
IIPOOEYY1on avtov, iii) 1 memepaopévn akpifeta extipnong TOV IAPAPETPOV TOD
POVTEAOD TNG KOKAOPOPLAKIG POT|G 1) AANayT] T®V IAPAPETPOV KATA 1) OldpKela
EPAPPOYNG TOL €A&yXOD, KAl iv) KAMOwo amnpoPAento ovpPdav Onwg KAIolo
atoynpa. [a v avtipetonion avtov 1oV IPoPANPATOV epappodeTat 1) TEXVIKD)
TOD KODAOpEVOD opilovIal Kail €l0dyeTe Pla EPAPXIK] Oopr) eleéyyov. Ztnv
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MEPUIT®OI] LEPAPXIKOD OLVTOVIOPEVOD EAEYYOD 1] tepapykn) dopr) amotelettal amo
tpia emineda: to emimedo extipnong/mpoPAeyng, to eminedo PeAtTioTonoinong Kat
10 emimedo eNéyyov. To mpoto eminedo €xel wg otoxo TOV Kaboplopod oe
IPAYPATIKO XPOVO T®V APYIK®V OLVONK®V TOL OLOTHPATOG KAl T®V IAPAPETPOV
tov povtélov. llpaypatomotel axopn pra mpoPAeyn TV diatapax®v IO
IIPOKELTAL VA €MEVEPYNOOLY 0T StdpKela TG Meptodov mpoPAeyng. Zto devtepo
emnedo ypnotponoteital n otpatnyiki) eAéyxoo AMOC. Zav etoodo Séxetat v
TPEXOLOA KUKAOQPOPLAKI) KATAOTAOL TOL OIKTOOD, T1§ HAPAPETPODS TOL HOVTENOD
Kat TG 1mpoPAéyelg Tov  Olatapax®v  ylia Tov  Xpoviko opilovia Tng
BeAtotonoinong. To AMOC, emAvovtag 10 pn-ypappiko npoPAnpa BeAtiotoo
eNéyxov dlakprtod xpovoo, mpoodiopilet Tig PEATIOTEG TPOXLEG ENEYXOD KAl TIg
avtiotolyeg PEATIOTEG TPOYLEG TG Katdaotaong tov dwktoov. Ta amoteAéoparta
MePVAVE ®G €l0000¢ OTO €MOPeVo emmedo, Ormov dvvaATAl €lTe VA EPAPPOOTOOV
aneobetag otig eheyyopeveg pdpreg eite va ypnotporoumovv og oTtodxol IIoL
npéret va netdvyet 1 pédodog tomkov edéyxyoo ALINEA yla pla ovykekpipévn
IeP1000 ePAPPOYNG. ADTO YIVETAL Y1ATL O TOIMKOG EAEYKTNG €XeL T dvvatotnta va
avtdpdoet Imo dpeca Og IEPIIT®OON IOL AOY® KAIOoL OLPPAVTOg ot
KOKAOQOplaxég oovOrkeg alAagoov mptv 1 otpatnyixi) eAéyxoo evnpepobel 1y va
€§L00PPOIINOEL TUXOV OPUAPATA OTOLG DIIOAOYIOHODG TG OTPATHYIKIG TTOL PIIoPEl
va o@ethovtal ot OToXAaoTiKy) @von TG HIpoPAeyng g {nong 1 otV
MIENEPAOHEVT] AKPIPELT EKTIPNONG TOV IAPAPETPDV TOD POVTENOD.

Qg Paowo OlkTvo yla T peAétn TG KOKAOQopPiag Kat v emdpact Tov
eNEYXOL O ALTIV XPIOIPOIOLELTAL TO MEPLAOTIKO OIKTDO AVTOKIVITOOPOP®DV TOL
Apotepvtap. To x0plo pepog oL SIKTLOL ATIOTEAEL O TIEPLPEPELAKOG DAKTOALOG
A10. O A10 mepiapPavetr dvo onpayyeg, ) onpayya Coen kai ) onpayya
Zeeburg. Emiong ota Popeia oovdéetar pe tov avtokwvntodpopo A8, ota
VOTIoOLTIKA pe Tov A4, ota votwa pe tov A2 kat votoavatolika pe tov Al. To
diktvo vrokettat kabnpepva oe ovpPoOpno N onota etvat Wiattepa peyaln oto
Bopelodvtiko tpnpa tov Al0 eve etvat Atyoteprn oto avatoAko tprpa. To Siktoo
povtelomou)fnke kat ywa Tig dvo karteobdvoelg movo onpaiver ot 143 km
xopiotnkav oe 654 ovvdéopovg (249 oovvdeopol avtoKwvnrodpopwy, 231
obvdeopot amobnkevong kat mpowdnong xat 174 ewovikoi ovvdeopor). Ot
OoLVOEOPOL T®V ADTOKLVNTOOPOP®V amotehovvtat arod 291 tprjpata pe To PrKog
tovg va kopatvetat aro 400 ¢ng 800 pétpa (péoo prikog 491,4m). [a to povtélo
TOL OIKTLOL £y1Ve APXIKA MOCOTIKI) EMKOP®ON TOV IAPAPETPOV OIIOD pd Opada
HAPAPETPOV APXIKA eKTPNONKE Kat otn ovvéxela emKopminke. XIn ooveyela
£Y1VE IIOL0TIKI) EMKDPMOT] TOL POVTEAOD PIE OKOIIO VA PIIOPECEL VA AVAIIAPACTI|OEL
IEOTIKA TNV HOPAyRATiKy] dovapikn) tov ovotipatog. [a v mapovoa pelét)
xpnoworou)fnke povo TO KOppdatt ToL OaktoAiov Tov AlQ0 mov &yet
aplotepootpo@n Qopd. To OLYKEKPIPEVO KOPHATL €xel prjKog Iepirrov 32 km xat
nephapPaver 21 pdpneg ew0odov  katr 20 papmeg e§odov  OTIg  Omoieg
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OLPIEPINAPPAVOVTAL KAl O1 OLVOECELG JIE TOLG ALTOKIVITOOPOPoLG A8, A4, A3 kat
Al. O daktoAlog ywpiletal oe 76 drakpita Tpnpata pe péoo prkog 421 m. Avto
onpatvet 0Tt To diavoopa Katdotaong £xet dwaotaon 173. Av vnobécoope ot
eNEyxovTal OAeg O1 pdpIeg e10000L TOTE TO Oldvoopa eAeyxov £xetl Oraotaor) 21 kat
T0 davoopa v Swatapayxmv éxet didotaon 41. ITapatnpeitat 0Tt T0 poviedo
IIPOCOPOLMVEL IKAVOIIOUTIKA TO PAIVOHEVO T1)G KOKAOPOPLIAKIG POTG OTO OIKTDLO
avTo Kat propet va xpnowponow)et yia 1o oxedlaopo Pag oTPaTnyiKr|g EAEY Y00
aA\d KAt yid TV PETENELTa aSloAOY10n) avTr.

Zmv epyaocia epappootnke 1 pebodog tomod eléyyov ALINEA, p
otpatnywr] AMOC xat o epapxikog éAeyxog oto Oiktoo tov Amsterdam kat ta
arotedéopatd tovg ovykpinkav petadd tovg ald Kat pe TNV MePUITOor) OIIov
dev epappoletat kavévag éleyyog. Ol IPOOOPOWOELG £ytvav pe T XPHon
Opaypatik®v dedopévav ya T {ntnon xat 1ig poég otig e5odovg. Ta dedopeva
agopovoav evav xpoviko opifovia 4 pmv. Xprnotponolovtag éva dtakpttd Prpa
Tov poviélov too pe 10 sec mpokovrrtooy 1440 Pripata wg xpovikog opilovtag g
pooopoimong. Xt mepimtworn omov Oev epappoletal kavévag éleyxog o ZXT
rpoxoIrtet ioog pe 14268 oxnpata*wpeg. Xto diktvo éxel avarrtoxbet copPoOpnON
oe TIOAN\A onpeta oo PIAOKAPEL APKETEG PANPIIEG L0000V OITOL KAt oxnpatifovat
PeYaleg ovpEg oL apyoLY va dralvbovv. 2t ovvexela yve 1) IPOCOPOIWOT| PE
11§ mapanave pedodovg yia 10 Stagopetikd oevapla ta onoia eite Bewpody OTL
eNéyxovTal HOVO Ol dOTIKEG PAPIIEG €10000D OTOV ADLTOKIVNTOOpOpO eite Ot
oLVOEOPOL PETASD T®V ALTOKWVITOOPOP®V eite ONeg aveSaipetwg ot papreg. Ta
oevdpla Ola@popoIIoodVIAL OTO0 HNKOG TV OLPAV IOV  EMTPLIETAL VA
avamtoyfovv otovg ovvdiopovg petald v avtokiwvnrodpopwv. H ALINEA
KATagépvel va PBeATiooel otd MEPLO0OTEPA IO TA OEVAPLA TG KOKAOPOPIAKES
ovvOrkeg apketda. Ooo avfavetat n dvvaromta yia dnpovpyia OLPOV OTOLG
oLVOEOPOVG PETASD TV ALTOKIVNTOOPOP®V Ta anotedéopara PeAtiwvovtat. Ta
KAADTEPA ATIOTEAEORATA IIPOEKLYAV Y1d TA OEVAPLA HE TO PEYIOTO EMTPEIIOPEVO
priKog ovpdg omov napatnpndnke PeAtioon otov ZXT péypt xat 46%. I'a éva
€00 EMITPEIOHPEVO PIJKOG ODPAG IOV eivat Kat éva mto mbavo oevapto 1 PeAtioon
etvat nepirioo 19%. IMapola avtd, akopa Kt €tol oxnuatifetat oopgopnon Kat
gxoope Kat ovpég mov otov A4 gravoov péxpt kat 1200 oxrpata. Oocov agopd tnv
100TIpia ITOD ENTTDYXAVETAL OTNV AVIIHET®IION TOV 00Ny®V IOV E10£PYOVTAL OTOV
JUTOKIVITOOPOJO, IO diKal) KATAVOHN] T®V OLPOV KAl TV Kabvoteproemv
IPAYPATOHOLELTAL OTA CeVAPLA IOV €XODV €VA HECO EMITPENOPEVO HIKOG ODP®V.
H epappoyr) too AMOC bivetl Beapatika anoteAéopata. H PeAtioon oe OAa ta
oevapla kopativerat amno 22% £mg kat 50% pe m peyalvtepn Pertioon oto ZXT va
ep@avifetal otav emrpénetal 1 dnplovpyla peydAov ovp®V OTOLS OLVOEOPODG
petado 1@V avtokivntodpopmv. Qotdoo 1) Abon avty elvatl avolytod Ppoxov Kat
dev Ba propovoe va napatnpnbet oe pa epappoyr) oy npaypatkomta. Ta

aroteAéopara Oop@g egakolovboovv va elvar xprolpa KAt PIopovv  va
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xpnowpornomfodv og éva ave Oplo yid TV AMOTEAEORATIKOTTA OMIOI0ONIOTE
OTPATNYIKIG EAEYXOV. TNV EPAPHOYL] TOL lEPAPXIKOL eAéyxov pe T pébodo tov
KOALOpevoo opifovia apyikd opilotnke o XpOVog ToL opifovTa epappoyT|g KAt Tov
opifovta mpoPAeyng. Ov tpég mov ypnowpomoufnkav etvatr 10 Aerrta (1 60
Pripata tng mpooopoinong) kat 60 Aemrta (f 360 Pripata Tng IPOCOHOI®ONG)
avtiotolya. Xt OLVEXEWD EYLVE EQPAPHOYI] TOD LEPAPXLKOD eEAEYXOD Je Tig BeATIoTEg
TPOXEG eNéyXOL TOL TIPOEKLYAV amo To emmedo Pehtioromoinong  va
epappofovtat amno to eminedo avdabeong kabnkoviev ameobeiag otig eheyxopeveg
pdumeg €00000 Kat ovykpifnke pe Vv mepimtoon Omov yivetat xpron ng
tomkng otpatnykng ALINEA pe yprion tov PEATIOTOV TPOXIOV €AEYXODL @G
OTOXOUDG IIOL IIPEIet Va Kavorombody amnd avt). Ta anotehéoparta pe T xpron
g ALINEA oto eminmedo avabeong xabnkoviev vieptepodoav otav £ywve
EPAPPOY] PE LIOEKTIPNON 1) vbHepektipnon g {rjtnong oto eminedo mpoPAeyng.
Avto opethetat oto yeyovog ot pe T Porfeta oo tomkov eheyktr 1) pébodog éxet
) dvvaromta va avrarnokpifel kavtepa oe mbava opalpata ot IpoPAeyn
g CNtnong 1) g KATAOTAONG TOL JIKTOLOL. 2T OLVEXELA OAEG Ol IIPOCOHPOIWOELG
éywvav pe xprjon g ALINEA oto emimedo avabeong xabnkoviev. Ta
AIIOTEAEOPATA TIOD IIPOEKDWYAV NTAV IIOAD KAAd. Ztd Oevdpla Omov vInpSe 1)
duvatotnta eSuImPETNONG HEYAADV OLDPOV OTIG PAPIIEG EL0OOOD, TA ATIOTEAEOHATA
mAnotacav avtd g Avong avoiytov Ppoxov. H Peltioon mov emtedyOnxe
Kopavinke amno nepinov 10% éwg kat 50% oe oxeon pe v Hepimt®on orov dev
epappoletat xavévag eleyxos. Ta amotedéopata av ovykpllBodv pe avtd tov
e\éyxov avorytod Bpoyov pe to AMOC eivat xelpotepa, Oneg eivatr Aoyiko.
Q01000 000 peyalDTepeg elval ol  EMTPENIOPEVEG OLPEG 11 dagopd
e\ay1loTomoteital pEXPL oL y1d TA OEVAPLA P T1g PEY10TeG OVVATEG EMITPENOPEVEG
ovpPEg Ta amoteNéopata oxedov TavTifovial pe avtd Tov ENEyYODL avolyToL
Bpoxovo. Ta ocevapla pe éva pEOO PNKOG EMTPEIIOPEVOV OVPMV AMIOOEIXTNKE VA
elvat apketd mo Oikata oe oxéon pe ta vrnoloura. [Tapatnpndnke ot 1 emPoln
IIEPLOPIOPMV PEYLOTHG ovPAg propet va Bewpnbetl oav évag tpomog va yivet mo
Ww0OTInN 1) OTPATNYIKY] dIEVavTl OTobg oOnyodg IIOL  EL0EPXOVIAL OTOV
JOTOKIVITOOPOPO aIld OlIPOPETIKEG PANIIEG KATAVEROVTAG Tig Kabvoteprjoetg.
Emiong @avnke 0Tt 1 100TIpia KAl 1) AIOTEAEOPATIKOTITA PIAG OTPATNYKIG elvat
HEPIK®DG AVIAYDVIOTIKA KPITNPLa. 2e oxéon pe mVv epappoyn) aming ALINEA, n
EQPAPHOYN] TOL 1EPAPXIKOL €AéyxOL elval oapmg Kalvtepn. AKOpa KAt ot
XEWPOTEPN MEPUTTI®ON O EPAPYIKOG EAeyX0g KopdvOnke ota idwa emineda pe v
ALINEA. Befaiwg otav vroapyet dabéopog xmpog yia my Onprovpyia ovpov
OTlg PApIEg 100000 O 1EPAPXIKOG €AeyXOG KaTAPEépvel va PedTimoet Tig
KOKAOQOPLAKEG OLVONKeg IIAPA IMOAD KAl Of APKETEG IIEPUTTMOELG AIIOPEDYETAL 1)
dnpovpyia oopgopnong. Eniong o tepapykog éleyyog amodeikvidetat va eivat Kat
mo OiKalog IPog TV KATavopn Te@V Kabvoteprjoe@v otovg odnyovg damod Tig

DIIOAOUIEG OTPATIYLKEG,
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ZOPIEPACPATIKA pHopel va eutobel OTL 1) XP1)ON TG TOIIKIG OTPATYIKIG
avadpaong ALINEA ftav emttoyng kat katdgepe va pewwoet atotnta tov ZXT,
KATAPEPVOVTAG va OlaAboel TV OLPQPOPNON HEXPL €VOG onpelov IIOL OTIg
IIEPLO0OTEPEG TIEPUTTMOELG eSAPTATAL KAl ATIO TNV duvatotta dnpiovpyiag ovp®y.
To xvplo opwg npoPAnpa g Onpovpylag peydaing ovpdag otov A4 dev nrav
dovatov va anogevxbet. Ta amotedéopara too AMOC eivat Oeapatikd alla
AVTUIPOO®IIEDOLY HPld WOAVIKY] KATAOTAON KATl MHov Ogv 10xLel MOTE O
IIPAYHATIKEG EPAPHOYEG. L20TO00 PIIOPOLV Va Xpnotporofovy @g eva ave Oplo
ywa my arodoon xabe orpatnyng eAéyyov. O epapyikog éheyxog pe 1o AMOC
oto eninedo PeAtioronoinong xat v ALINEA oto emrinedo avadeong kabnxovieov
arodidet KaAbTepa arod OTL 1) |1 OLVIOVIOPEVH] XPI)ON TNG TOIIKIG OTPATIYIKIG
eNéyyov. Ta amotehéopata g pebodov  Kpivovial IMePLOOOTEPO  AIIO
IKAVOIIOUTIKA. XTI XEPOTePN MEPUIT®OT), Omov Oev emttpénetal 1 dnplovpyila
ODPAOV OTODG OLVOECPODG TOV ADTOKIVITOOPOP®V, Ta daroteAéopata g pefodoo
etvat tooAayiotov 6oo kald kat g ALINEA kat otnv kaAOteprn) HepiItoor), O1Iov
vrIapyet 1 SovatoTa yid eCOINPETON PEYAADV OLPDV, TA ATIOTEAEOHATA elval
oxedov 1o 1010 Kald pe v Avor) avorytov poxov oo AMOC.

Me v ovvexry mpoodo TV DIOAOYIOT®V, 1) DIOAOYIOTIKI] 10XDG IIOD
AIIOLTELTAL Y1d TV EQApPpoyn TG pefodou etvat OAo Kat Atyotepo onpaviiky). Amo
my Hapovoda pelétn avadvbnke 1 avaykn yla TV e0ayoyn eéAéyxoo Kdat oTig
PANIIEG TIOD EVOVOLV avTtoKivntodpopovs. H xprion eAéyyov otig pdprmeg 100600
aro ta aotikda SikToa PeATiwoav KATKg TV KATAoTAOo A T0 peyalbTePo pOAO
érraie 1) XP1)01) TOV PAPIOV IIOD EVOVOLY ALUTOKIVITOOpopovg. Me 1) dovatom)ta
dnpovpyiag ovpwv éng xat 200 oxnpAT®V OTIG PEAPIEG IIOD  EVAOVOLYV
ALTOKIVITOOPOPOVG O EPAPXIKOG EAEYYOG KaTAPepe va PeATimoetl Tig ovvinkeg
Katd 48%. Ot tomkég apyég diotafoov ovxva va emPBAaAAooV éAeyX0 Ot avTég Tig
papmeg ald kKat xwpig éleyxo oxnpatifoviar ovpég oe ALTEG KAl PANOTA
peyalotepeg. H PeAtioon mov priopet va emi@epet 1) 10Ay®yr| EVOG TETOL0D HETPOD
PIIOPel VO HETPLAOEL KAl TIG AVAPEVOPEVEG AVTIOPACELG TOL KOWVOD OTOV ENey)O
TOV PAPIOV IOV EVOVOLV ADTOKLVITOOPOPOLG. Zav enopevo Prjpa Oa propovoe
va avarrtoybet pua otpatnyikr) moov Oa pipeitat v COPIEPIPOPA TOL LEPAPXIKOD
eNéyxov Xwpilg Opwg va eival amapatrnt) n DpoPAeyn g Jnong Kat tov
II00OO0TMV OTPOPI|G OTLG PAIIEG £SOO0D.
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Abstract

Motorway networks around the world have to deal with increasing
problems because the movement of persons and goods is constantly growing. As
a result congestion appears even on motorways with high capacity, which leads
to delays, reduced safety, increase in fuel consumption and severe environmental
pollution. The constant expansion of the existing infrastructure is not able to
address the problem and its negative consequences; the reasons are economic,
environmental or just lack of space. An alternative and feasible approach to the
traffic problems is the rational and full exploitation and use of the existing
infrastructure through the development and implementation of modern control
and management methods.

This study is concerned with the coordinated control of large-scale
motorway networks through ramp metering. Ramp metering strategies aim to
determine the vehicle flow, which should be allowed to enter the mainstream of a
motorway from every on-ramp in a period of time.

A nonlinear model-predictive hierarchical control approach is presented for
coordinated ramp metering of motorway networks. The utilized hierarchical
structure consists of three layers: the estimation/prediction layer, the
optimization layer and the direct control layer. The previously design optimal
control tool AMOC is incorporated in the second layer while the local feedback
control strategy ALINEA is used in the third layer.

For the modelling and simulation of the traffic process the macroscopic
simulation program METANET is used. Simulation results are presented for the
Amsterdam ring-road. ALINEA, a well-known and widely used local ramp
metering control method based on powerful and robust automatic control
methods, AMOC, an optimal control strategy employing a non-linear traffic flow
model to calculate the optimal control trajectories by minimizing a suitable cost
criterion, and the proposed Hierarchical Control approach are compared to the
no-control case. Hierarchical Control outperforms uncoordinated local ramp
metering with ALINEA and its efficiency converges to the one obtained by the
optimal open-loop solution of AMOC. Hierarchical Control is also able to



produce good results even in situations where the available predictions are not
accurate. It is shown that metering of all on-ramps, including motorway-to-
motorway intersections, leads to the optimal utilization of the available
infrastructure.
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1 Introduction to Ramp Metering

1.1 Introduction

Motorways originally were conceived and designed with the aim of
providing virtually unlimited mobility to the users. With the constant increase in
cars new motorways had to be built or the old ones had to be expanded. However
the cost, both economical and environmental, is very high and it is not allowing
the motorways capacity to grow quick enough. The lack of available space is also
a problem. Except that, it has become obvious that the existing infrastructure in
most cases is actually more than sufficient and is able to accommodate the
demand except for special occasions resulting in congestions. These exceptions
can be either non-recurrent, like an accident that shrinks the motorway’s capacity,
or recurrent like morning or evening peak hours.

It has become apparent that it is possible to ameliorate the traffic conditions
by implementing some kind of control on the motorways. Various solutions have
been proposed like the use of speed limits, variable message signs (VMS),
introduction of tolls, ramp metering or other approaches that integrate two or
more methods. Ramp metering is probably the most efficient mean to this end.
Several control strategies that implement ramp metering have been developed
(see chapter 2) and manage to improve traffic conditions in exchange for short
delays usually at the on-ramps.

Ramp metering aims at improving the traffic conditions by appropriately
regulating the inflow from the on-ramps to the motorway mainstream and is
deemed as one of the most effective control measures for motorway network
traffic. In Kotsialos and Papageorgiou (2005b) and Papageorgiou (2006) the
reasons why ramp metering is effective in ameliorating traffic conditions is
thoroughly analysed. In the following sections these reasons will be presented.



1.2 A Basic Property

Let’s consider a traffic network (Figure 1-1). It is obvious that if a time
interval of a day, for example, is taken, any vehicle that enters the network will
also leave. In other words the demand over a certain time is equal with the exit
flows as no vehicle disappears or appears out of nothing in the network. If a time

interval T is introduced with a discrete time index k=1,2,...K and the total
demand (independent of control actions) is represented as d (k) , the exit flows as
S(k) and the total number of vehicles in the network at time k with N (k) then

the time spent in the network is represented by

=T N TS d()-TS 80| @)

The aim is to minimize the time spent in the network. Since the first two

terms of the outer sum are independent of the control measures, minimization of

T, is equivalent of the maximization of

S:ngis(k):Tzz(K—k)s(k). (1.2)

This means that the time-weighted outflows have to be maximized in order
to minimize the time spent in the network. The time-weighted outflows are
maximized if the vehicles are able to leave the network as early as possible. It is
clear that congestion is not helping and any control measure should aim to

achieve the early exit of the vehicles.
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Figure 1-1: A general traffic network.
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1.3 Why Ramp Metering?

1.3.1 First Answer

In Figure 1-2 two cases for an on-ramp are considered. In the first case no
control measures are used, in the second case ramp metering is implemented. It is
known that in case of congestion the motorway outflow is 5-10% lower than the
motorway’s capacity. By applying a ramp metering strategy to maintain capacity
flow on the mainstream a queue is formed on the on-ramp but nevertheless an
amelioration of the total time spent, including the ramp waiting time, is achieved.

The amelioration AT, (in %) is given by equation (1.3), where q, is the upstream
flow, d the ramp demand, ., the mainstream outflow in presence of congestion

and 0, the motorway capacity.

qcap ~ Oeon
Gn + d- Oeon

AT, =

S

100 (1.3)

For example, if the total demand exceeds the motorway capacity by 20%

(g, +d=1.2q,,) and the capacity drop due to congestion is 5% (0, = 0.95,,)
then from equation (1.3) AT, =20%, an improvement of 20%. This is a good

demonstration of the importance of ramp metering.
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Figure 1-2: Two cases of an on-ramp: (a) without ramp metering, (b) with
ramp metering. The grey areas represent congestion zones.



1.3.2 Second Answer

In Figure 1-3 two cases for a motorway stretch are considered. The
motorway stretch includes an on-ramp and an off-ramp. In the first case no
control measures are used, in the second case ramp metering is implemented. An

assumption is made that ¢, =, in order to concentrate on the effect of ramp

metering in this case and clearly separate with the previous case. A portion of
vehicles are exiting the mainstream at the off-ramp with a rate y (O<y <1).

Since the off-ramp is blocked by congestion in the first case the exit flow will be
given by equation (1.4) while equation (1.5) holds for the second case where the

off ramp is not blocked.
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Figure 1-3: Two cases of a motorway stretch: (a) without ramp metering, (b)
with ramp metering. The grey areas represent congestion zones.

When a congestion has been formed it is implied that (l— }/) G,+d>0,,-
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Hence, ramp metering increases the outflow, thus, decreasing the total time
spent in the system. The amelioration in this case has been shown to be given by :

AT, = 7100. (1.6)

This means that with an exit rate of y =0.05 the improvement is AT =5%.

If more than one off-ramp is blocked by the congestion it is obvious that the

amelioration from the introduction of ramp metering can be even higher.

1.3.3 Further impacts

If the results of both section 1.3.1 and 1.3.2 are examined, it is intelligible
that the improvement of the traffic conditions can be even better.

Other impacts of ramp metering can be the better utilisation of the reserve
capacity on parallel arterials. The users of the road infrastructure choose their
respective routes in a way that minimizes their individual travel times.
Introduction of ramp metering may change the travel times of some routes and in
response some drivers may change their routes to take advantage (or to avoid a
disadvantage) of the new situation Figure 1-4. As their behaviour can be
predicted, the introduction of ramp metering may be used to impose a desired
distribution of the traffic flow in the overall network.
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Figure 1-4: Two cases of a motorway stretch: (a) without ramp metering, (b)
with ramp metering. The grey areas represent congestion zones.

Also, several studies have shown that introduction of ramp metering leads
to an increase of traffic safety. The merging behaviour at intersections is safer and



because of less congestion fewer lane changes are performed and driver stress is
less, which means reduced accidents. Furthermore the efficiency of the network
increases leading to reduced pollutant emissions and to economic benefits due to

smaller delays in the transportation of persons and various goods.

1.3.4 When not to use Ramp Metering

Ramp metering is able to improve traffic conditions when introduced in a
traffic network but there are some cases were it is not able to help the current
situation and may even have negative impact.

A condition where ramp metering is not certain to improve traffic
conditions is when a congestion forms due to a bottleneck usually caused by a
lane drop or an incident. In such a case, if the congestion spills back in the
network, to impose ramp metering on an on-ramp that is further upstream has no
effect on the cause of the congestion and may even hold back vehicles that would
have exited the motorway from an off-ramp before the bottleneck.

A similar case is when congestion propagates upstream from an off-ramp
that is not able to accommodate all the vehicles exiting the mainstream. In this
case the metering of an upstream on-ramp, as in the previous case, may not be
useful as it will hold back vehicles without having any effect on the congestion.



2 A Review of Ramp Metering Strategies

2.1 Introduction

Motorways around the world are not able to fulfil their original purpose of
providing an efficient and reliable way of transportation of goods and persons
because of congestion. The problem of congestion occurs when traffic demand is
higher than the one that the infrastructure is able to cope with and can be
recurrent or non-recurrent. Congestion results in delays, reduced safety,
increased pollution and reduced utilization of the motorways’ capacity at the
moment where it is most needed.

The solution to the problem of congestion can not simply be the expansion
of the existing infrastructure or the construction of new; economic cost,
environmental implications and lack of space are some of the reasons. The
constantly increasing number of vehicles is bound to bring any new or expanded
motorway soon to its limits.

Taken under consideration the fact that the consequence of congestion is the
reduced capacity of the motorway, which means the infrastructure is not fully
taken advantage of, it becomes obvious that there is the need to have a control
method in order the whole capacity of a motorway. Ramp metering is the most
efficient means to this end (Papageorgiou and Kotsialos 2002).

This review aims at presenting the available ramp metering strategies, how
they operate, how and where they are implemented.

2.2 Classification of Ramp Metering Strategies

Ramp metering strategies can be classified in a number of ways. In Jin and
Zhang (2001) the algorithms are categorized as isolated (local) or coordinated.



Local ramp metering methods decide the metering rate of a ramp based on the
local conditions. Depending on the strategy, measurements of flow, density and
occupancy - among others — upstream, downstream or on the ramp, are taken
under consideration. The second category, coordinated strategies, is divided in
three subcategories, cooperative, competitive and integral. Cooperative
algorithms try to address the problem of congestion by computing the metering
rate for each on-ramp based on local information and making further adjustments
based on information coming from other ramps; competitive algorithms compute
more than one metering rate for each ramp based on both local and global
conditions and select the most restrictive one; integral algorithms aim at
optimizing an objective function that is either explicitly or implicitly affecting the
control action.

From the control systems point of view, we have either fixed-time strategies
or traffic responsive strategies. In the first case, metering rates are computed off-
line based mostly on historical data and are fixed for particular times-of-day; in
the second case the rates are subject to constant change and are computed in real
time based on the motorways’ current state. The strategies can either be local or
coordinated.

It is not the intention of this review to classify the available ramp metering
strategies. Their classification is used merely for organizational reasons.

2.3 Available Ramp Metering Strategies

Ramp metering strategies have been developed and used on various
locations, mainly in North America and Europe, for many years. Other strategies
proved to be efficient and others not. During the years most of the strategies have
evolved as has the infrastructure of motorway networks and also ramp meters.

The information about the ramp metering strategies that are presented next
originates mostly from previous reviews (Bogenberger and May 1999; Jin and
Zhang 2001; Papageorgiou and Kotsialos 2002; Kotsialos and Papageorgiou 2004a;
Hadi 2005; Kotsialos et al. 2005;).

2.3.1 Fixed-Time Strategies

Fixed-time ramp metering strategies, as mentioned before, are simple static
models that are computed off-line using only historical data. Fixed-time strategies
are fixed to clock time.



Various approaches to derive a fixed-time ramp metering strategy have
been suggested. Most of the formulations proposed lead to linear-programming
or quadratic-programming problems. These problems can easily be solved via
various computer programs available.

The downside to fixed-time strategies is that their results are based on
historical data. Historical data are valuable and can give a notion of what to
expect but are not always accurate as demands can change within a time-of-day
or vary from day to day. Demands also may change in the long term causing the
optimized settings to ‘age’. Another weak point is that the drivers’ response to the
strategy is difficult to foresee and can not be taken under consideration in
advance. If the drivers behave differently then the strategy implemented will not
be efficient. Incidents and other disturbances may render a fixed-time strategy
useless because they are not taken into account. All that can cause either
underutilization or overload to the motorway and stress the need for strategies
that consider and react to real-time traffic conditions.

2.3.2 Reactive Strategies

2.3.2.1 Local Strategies

Demand — Capacity Strategy

The Demand-Capacity (DC) strategy (Masher et al. 1975) uses mainstream
measurements of flow and occupancy upstream of the on-ramp. The goal is to
add as much ramp flow as necessary to the upstream flow to match the known
downstream capacity, as long as the measured upstream occupancy is
undercritical. In case the upstream occupancy becomes overcritical the ramp flow
is reduced to a minimum flow, which is also the minimum flow allowed to avoid
ramp closure.

The strategy reads:

_ % —an(k-1) . 0,(k-D<o,
r(k)—{ . o (k-D)>q 2.1)

min cr

where 1 (k) is the allowed ramp flow at time k, ¢, (k—1) is the last measured
upstream motorway flow, Om(k—l) is the last measured upstream motorway

occupancy, Q, is the downstream motorway capacity, r, is the minimum

min

admissible ramp flow and 0O, is the downstream critical occupancy.



It is clear from the formulation of the DC strategy that it is a feed-forward
(Figure 2-1) disturbance-rejection scheme, which is generally known to be

sensitive to various disturbances.

qin qoul
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Figure 2-1: Demand-Capacity (DC) strategy

Occupancy Strategy

The Occupancy (OCC) strategy (Masher et al. 1975) approximates the left-
hand side of the fundamental diagram (Figure 2-2) via a straight line. It uses
measurements of the ramp’s upstream occupancy. The upstream flow is

V: -0
calculated as g, = L " where V; is the free speed and ¢ is known as the g-

factor.

By replacing ¢, in the DC strategy equation we get the OCC strategy:

K =K;-0,(k-1) , o,(k-))<o,
r(k)_{ r , 0,(k-1)>0 (2:2)

min cr

\
where K; =0, K, =—" and r(k) is between r and ., where I is the

max /

ramp’s estimated flow capacity.
It is clear that the OCC strategy is, like the DC strategy, a feed-forward
scheme based on occupancy. Because of the linearity assumption of the

fundamental diagram and the estimated values of vV, and g, this strategy is even

more inaccurate than the DC strategy.
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Figure 2-2: Fundamental diagram.

ALINEA

ALINEA (Papageorgiou et al. 1991) stands for Asservissement Linéaire
d’Entrée Auotroutiére and is a local feedback ramp metering strategy (Figure 2-3)
based on powerful and robust automatic control methods. The control law is

r(k)=r(k-1)+Ky[6-0,, (k-1)] (2.3)

where 1 (k) is the metering rate at timek, K, >0 is a regulator parameter, 0 is

the set (desired) value for the downstream occupancy (typically 6=0, ) and 0,

is the measured downstream occupancy.

ALINEA has been implemented at various sites with very good results.
Comparative field evaluations demonstrated the clear superiority of ALINEA
compared to the DC (Demand - Capacity) and OCC (Occupancy) strategies
(Papageorgiou et al. 1997).

quI:
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Figure 2-3: ALINEA strategy
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Apart from its basic form, there have been a number of modifications and
extensions of ALINEA suggested by Smaragdis and Papageorgiou (2003). These
include Flow-Based ALINEA (FL-ALINEA), Upstream-Occupancy Based
ALINEA (UP-ALINEA), Upstream-Flow Based ALINEA (UF-ALINEA) and
Ramp-Queue Control (X-ALINEA/Q), where X can be any of the aforementioned
ALINEAs. Another development is Adaptive ALINEA (AD-ALINEA) presented
by Smaragdis et al. (2004).

Fuzzy Logic Algorithm

Fuzzy logic ramp metering control has been implemented in both Seattle
and Zoetermeer with good results. According to Bogenberger and May (1999) in
the case of Seattle it showed improved results in comparison to the existing
bottleneck algorithm that lead to the conversion of the existing control strategy
(bottleneck algorithm) to fuzzy logic control.

The algorithm as it is implemented in Seattle uses 7 inputs, 5 measurements
of occupancy and 2 of speed at locations on the ramp, at the merging point and
also upstream and downstream of it. Then the classic fuzzy logic process is
realized, that means the measured values undergo fuzzification, are run through
a rule base and after defuzzification a metering rate is produced.

2.3.2.2 Coordinated Strategies

METAILINE

METALINE is a multivariable regulator control strategy and may be viewed
as a generalization and extension to ALINEA. It is developed on the basis of
linear quadratic (LQ) optimization theory (Papageorgiou et al. 1990b). Although a
motorway traffic system is a nonlinear system, LQ control can be applied after
linearization around a steady-state of the nonlinear system.

METALINE has been implemented and tested either by simulation or at the
field at various sites such as the Boulevard Peripherique in Paris, in Milwaukee.
The results showed METALINE to be successful in improving traffic conditions.

Two alternative types of METALINE have been considered, a classical LQ-
control law (equation (2.4)) and a linear quadratic integral (LQI) control law
(equation (2.5)), with the latter being the one recommended due to easier
implementation (Papageorgiou et al. 1990b).

r(k)=r(k-1)—-K,[o(k)-o(k-1)] (2.4)
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r (k)=r (k-1)-K,[o(k)-0o(k-1)]+K,[ O-0 (k)] (2.5)

where r is the vector of controllable on-ramp volumes, 0 is the vector of the

measured occupancies on the motorway stretch, O is a subset of 0 that includes
occupancy locations for which pre-specified set values O may be given and K,
K, are the constant gain matrices of the regulators and must be suitably

designed.

METALINE applies LQ and LQI control on a nonlinear system that
undergoes linearization, as mentioned before. This means that the gain matrices
may be optimal for the approximated linear system but will be suboptimal for the
nonlinear system. The results of METALINE’s application depend on how well
the nonlinear system is approximated by the linear system. The gain matrices
require careful tuning that is specific to the location. An example of a study for
the application of METALINE at a stretch on the A10-West in Amsterdam can be
found in Diakaki and Papageorgiou (1994).

Bottleneck Algorithm

The bottleneck algorithm was developed by the Washington Department of
Transportation (WDOT) and is implemented at the Seattle area. The results of the
use of the algorithm showed a decrease in travel time and accident rates without
causing big delays at each metered ramp.

The algorithm is of competitive manner. It uses a two-level structure, the
local and the global level. At the local level, metering rates are calculated so that
the measured upstream demand plus the ramp flow equals the downstream
capacity, in other words the DC strategy is used. At the global level, when a
bottleneck is identified, a volume reduction for the area is calculated based on
flow conservation and is distributed to upstream ramps that are in the bottleneck
area of influence according to predetermined weights. The most restrictive of the
two calculated rates is then chosen.

After the ramp metering rate is specified, further adjustments are made for
high occupancy vehicles (HOV) and also to avoid queue spillback on the arterial
street network.

Minnesota’s Zone & Stratified Zone Metering Algorithm

The zone algorithm was implemented at the Twin Cities area in Minnesota.
Periodical evaluations of the metering system have shown improvements in

traffic conditions. Nevertheless, after a study ordered by the Minessota’s
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Department of Transportation (Mn/DOT) in 2000, it was decided to develop a
new algorithm that is now used and is known as stratified zone metering.

The original zone algorithm segments a motorway into zones with variable
lengths. Each zone has usually an upstream free-flow area and ends downstream
in a bottleneck area. The goal of the algorithm is to have the traffic volume that
enters the zone to be no more than the volume that can leave the zone. The
metering rate for each ramp is selected from six distinct predefined rates varying
from no metering rate to a full cycle length. To account for localized congestion a
second metering rate is calculated based on local detector data. The most
restrictive rate is then chosen.

One of the downsides of the zone algorithm is that it does not take under
consideration on-ramp queues resulting in long waiting times and spillback to
local streets. The new, modified, algorithm is accounting for long queues and
delays and even tries to share the delays across corridor ramps.

Helper Ramp Algorithm

The helper ramp algorithm was introduced in 1981 in the Denver area. In
1988 and 1999 evaluations of the strategy were conducted and the results showed
that centralized control was effective only in the case when speeds were less than
90 km/h. During the years of its implementation there have been minor
adjustments to the strategy.

The algorithm consists of a local traffic responsive algorithm combined with
a centralized algorithm that is able to override local control in the case that
specific congestion thresholds are reached. The controlled ramps are divided into
groups, with each group having 1 to 7 ramps.

The local strategy selects for each ramp one of 6 available predefined
metering rates based on measurements of the upstream occupancy. In case of
excessive queue build-up on the ramps, it is detected and the metering rate is
changed one level per time interval to clear them. A smoothing function makes
sure there are no wide swings in metering rates.

The centralized strategy monitors each ramp. When a ramp’s metering rate
is at the most restricting level or the queue on it exceeds a certain threshold, local
control is overridden. If the ramps state does not change for three consecutive
time intervals the metering rate of the next upstream ramp is then reduced by one
level. As long as the problem exists this process is repeated and moves upstream
one ramp each time interval until all ramps in the group are overridden. In that
case if the problem still consists the process is continued in the next upstream
group. The coordinated control state stops and is changed back to the local
control strategy when all ramps return to a normal state.
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Linked Ramp Algorithm

The linked ramp algorithm operates in the area of San Diego since 1968.
Until 1994 the San Diego Ramp Metering System (SDRMS) was partially
coordinated but that changed and the meters operate as local traffic responsive
control.

The base of the SDRMS is the demand-capacity theory. Historical ramp flow
and origin-destination information is used to assign the capacity of each roadway
segment to the mainline and to all the influencing upstream ramps. A target flow
rate is then determined for each segment based on historical data and the
minimum ramp metering rates. A 16-level metering rate system with linearly
distributed rates between the minimum and maximum values is used. The rate to
be implemented is decided locally according to the upstream measured flow. If
the measured flow exceeds the target flow rate then the lowest metering rate is
used. A second rate is calculated based on occupancy measurements to
compensate for the case of low flow due to congestion. The most restricting rate is
used.

When a ramp’s metering rate is one of its lowest three possible rates the
next upstream ramp is signalled to begin metering at the same rate or less. The
situation is constantly re-evaluated and it is possible to move to next ramp if

necessary. It is even possible to move on to the next area of influence.

Sperry Algorithm

The Sperry ramp metering algorithm is implemented in northern Virginia
and was developed by the Virginia Department of Transportation. The first ramp
meters were installed in 1985. Since then no expansion of the system has taken
place.

The algorithm has two modes, non-restrictive metering and restrictive
metering. The latter case, restrictive metering, is the default state and is
implemented when traffic conditions require it. It uses a demand-capacity
equation, which tries to keep centralized demand below capacity nevertheless
trying to have fair-play between the ramps. The motorway is divided in control
sections with several on and off ramps and up to ten meters. The algorithm starts
at the furthest downstream ramp calculating its rate and moving upstream, one
ramp at a time. Non-restrictive metering is implemented when spillback of the
ramp queue to the arterial network occurs. The metering rate is then increased
until the spillback is contained.
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Compass Algorithm

The compass algorithm is implemented in Toronto since 1975. The
algorithm can be operated both manually and in automatic mode.

In the manual mode the metering rate can be selected from 17 different rates
for each ramp. The automatic mode consists of both a local and a global strategy.
The strategy’s main characteristics are the control section, control period, control
algorithm and queue override. A control section consists of motorway segments
that have an influence of a downstream point. A control period defines when the
system should activate and deactivate the automatic metering control. The control
algorithm can either be local or global. The local strategy chooses the metering
rate from a look-up table based on local mainline occupancy, downstream
mainline occupancy, upstream mainline volume and other predefined
parameters. The global strategy computes the metering rates off-line. The most
restrictive of the two rates is selected. In the case of queue spillback the metering
rates are overridden and are increased by one level until occupancy falls under a
predefined threshold level.

System Wide Adaptive Ramp Metering

The System Wide Adaptive Ramp Metering (SWARM) algorithm is in
development since 1996. It also uses a 2 level structure, of local and global control.
The main difference to other algorithms is that the metering rates are decided
based on predictions made with use of Kalman filtering on detector data.

SWARMLI is the algorithm responsible for the forecasting of a density trend
at each detector location for the next time interval. To achieve this, a process of
linear regression and Kalman filtering is used on data collected in previous time
intervals. The predicted density is then compared to the saturation density to
calculate an excess density that is used to prevent congestion. After a few
calculations the algorithm returns either volume reduction or volume excess
values for each detector location. These values are then distributed to upstream
ramps within a predefined area of influence according to weighting factors and a
metering rate is produced.

SWARM?2 is a local algorithm, which assigns metering rates to each ramp
based on each ramp’s upstream density.

The most restricting rate of the two is selected for implementation as long as

it is between predefined minimum and maximum values.
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2.3.2.3 Nonlinear Optimal Ramp Metering Strategies

Adpanced Motorway Optimal Control

Advanced Motorway Optimal Control (AMOC) formulates the coordinated
ramp metering problem as a discrete-time dynamic optimal control problem with

constrained control variables which can be solved numerically over a given

optimization horizon K. Motorway traffic flow is considered to be the process

controlled via the various ramp meters installed at on-ramps.
AMOC is described in great detail in chapter 4.

2.3.2.4 Other Strategies

Other ramp metering algorithms already in use or under development
include dynamic metering control algorithm, linear programming algorithms,
BALL Aerospace/FHWA corridor control algorithm, advanced real-time
metering system (ARMS), coordinated and/or local metering using artificial
neural networks (ANN), metering model of non-recurrent congestion and others.
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3 Modelling of traffic flow on motorway networks

3.1 Introduction

The study of natural phenomena, like traffic flow, is made easier by the
existence of mathematical models that describe them. There can exist more than
one model that describes a phenomenon. Each one can be more or less accurate
and detailed and covers different needs.

The mathematical models for traffic flow can most of the times be classified
in three categories based on their level of accuracy; microscopic models,
mesoscopic models and macroscopic models. Microscopic traffic flow models
keep track of every individual car movement in the network, which accounts for
great complexity. Mesoscopic models observe groups of vehicles with similar
characteristics. Macroscopic traffic flow models have a different approach. They
consider traffic flow as a fluid that can be described with variables like flow,
density and speed.

Modelling of traffic flow on motorway networks is a useful tool for several
traffic engineering tasks. It can be used for the development and evaluation of
traffic control strategies, for the evaluation of the impact of new constructions and
the comparison of alternatives, for the evaluation of the impact of capacity
reducing events (e.g. road works, accidents) or increased demand, for the
prediction and surveillance of the traffic state in complex networks.

When a model is chosen for the simulation of a phenomenon, there are
various aspects to consider. Speed and accuracy are usually competitive, available
data and needed results are other factors. Microscopic and mesoscopic models are
more detailed but therefore need more computational power; macroscopic
models are simpler and much faster to compute. Macroscopic models are
probably better suited for the simulation of traffic flow on motorway networks.
Their lack of detail has not a negative effect on results and they are much faster,

which is more important in case of real time applications.



The first macroscopic modelling theory for traffic flow on a highway stretch
is usually called the LW model because of a paper by Lighthill and Whitham
(1955) that laid the foundations of the kinematic wave theory. A more accurate
second-order model was proposed by Payne (1971) and was later extended by
Papageorgiou et al. (1990a) to improve some aspects of the model particular in
merging areas such as on-ramps or lane-drops.

The importance of traffic flow modelling and the relationship with traffic
control is studied by Kotsialos and Papageorgiou (2001b). In the present research
the macroscopic model METANET (Messmer and Papageorgiou 1990; DSSL and
Messmer 2000) is used for the simulation of traffic flow on motorway networks
and the development of control strategies.

3.2 The METANET traffic flow model

The METANET model for motorway network simulation is based on a
purely macroscopic modelling approach. The motorway network is described as a
graph with the use of network links and network nodes. The network links
represent motorway stretches and the nodes are placed at places where a change
in the geometry occurs, for example at junctions or lane drops.

3.21 Modelling of network links

The simulation of traffic behaviour in the network links uses an approach
that is based on Payne’s (1971) model with the extensions introduced later by
Papageorgiou et al. (1990a). The model's variables are the traffic density o
(veh/km/lane), the mean speed VvV (km/h), and the traffic volume (or flow) Q
(veh/h).

The time and space arguments are discretized. The discrete time step is

denoted by T. Motorway links are denoted by mand are divided into N
segments of equal length L. Each segment i of link m at discrete time t =KT,
k=0,...,K, where K is the time horizon, is then macroscopically characterized
via the following variables: the traffic density p,,; (k) (veh/lane/km) is the
number of vehicles in segment i of link m at time t=KT divided by L, and by
the number of lanes A ; the mean speed v,; (k) (km/h) is the mean speed of the

vehicles included in segment i of link M at time t = KT ; and the traffic volume or
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flow Q,; (k) (veh/h) is the number of vehicles leaving segment i of link m
during the time period [kT,(k + 1)T:| ,divided by T.

There are 4 types of network links: motorway links, on-ramp links, off-ramp
links and store and forward links.

As stated before, each link mhas to be divided into N, segments of equal

length L . The following relationship has to hold true:

L >v

m

f,m'T ’ (31)

where V;  is the free speed and T the simulation time step. This relation ensures

that a vehicle travelling with free speed through the segment will not pass it
during the simulation time step. Typical segment length is between 300 and 800
meters for a simulation time step of 10 seconds and free speed around 100 km/h.

3.2.1.1 Motorway links
For every segment i the following equations are used:

Continuity Equation:

pus (k)= s () + G0, (W] 32
Gy (K) = oo (K)- Vi, (K)- 2. (3.3)
Speed Equation:
v, (k+1) = v, (k){[v(pmj (K)) Vi (K) ]
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Fundamental Diagram (Figure 3-1):

1 pmi (k) "
V{pm (K))= : -— : 3.5
(pm,l ( )) Vf m exp [ ,Dcr’m j ( )

7, v and x are parameters that have the same value for all network links.

An represents the number of lanes of link M. The values for free flow speed v, _,

for the critical density p, , and for the exponent @, are specific for the

fundamental diagram of each link m. While free speed and critical density are
required as a user input, the parameter @, is internally computed using one of

the following equations depending on the data available:

1
a, = _—q ,
In| —™
Vf ,mpcr,m

am
|n qcapGO,m pcr,m zi 1_ 60 ’ (37)
qcap,m 60 am pcr,m

6oV, "
In Sezpoom =_i fm } (3.8)
60vf,m a'm pcr,m e

When two or more links merge at a network node and the leaving links

(3.6)

have less or equal lanes than the incoming, the merging phenomenon occurs and
has to be considered. In this case the following term is added to equation (3.4):

T 4, (k) (K)
Lodn P (K)+&

(3.9)

where ¢ is a global parameter.
In case the leaving lanes are more than the incoming, dedicated lanes exist.
If the inflow is below the capacity of the leaving link or links, equation (3.9) is not

applied else the exceeding flow is used as ¢, .
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Lane drops are other phenomena that have to be considered. In this case the
speed is reduced and has to be accounted for in equation (3.4). The following

term, where AA is the number of lanes being dropped, is added to equation (3.4):

4T Adpy,, (K)
Lmim pCr,m

Vi, (K)* (3.10)

Incidents have also to be considered. To define an incident, the time,
duration and location have to be specified as well as the severity (capacity
reduction). Equation (3.3) is modified as follows

Oace = (1_ U) qcap,mﬂ’m ' (3 11)

Gy (K) = Min{ o7 (K) Vs (K) Ay sOle | (3.12)

with U representing the severity of the incident, U=0 means in fact no blocking
and U =1 means complete blocking.

9.,

1,

=

flow (veh/hour)

¥

density (veh/'km/lane) Pm ax

Figure 3-1: Fundamental diagram.

3.2.1.2 Store and Forward links

Store and forward links (SAF) do not describe traffic flow as accurate as
motorway links. The traffic that enters a SAF link is added at the end of a link

queue W, after a time delay T,

sal ag,saf
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W (K+1) = Wey (K)+ T | Ghogowcor (K) =0y (K) | (3.13)

The outtflow Qg of a SAF link is modelled with the following equations

qsaf = rsaf qmax,saf

q _ min{qinﬂow,saf + Wsaf q } (314)
maxsaf — ?* Mposs, saf
T

where ., o 1S the delayed by time T, flow that enters the SAF link, w_, is

ag,saf

the length of the existing waiting queue, Q. is the current maximum outflow

from the link, g, is the current outflow capacity of the link and ry € [0,1] is

the metering rate.

The outflow capacity is defined according to the downstream

q poss, saf

density p,

ﬁ’ 1 < crou
qpos,saf—{Q”Wf = PP (3.15)

- Qmaxsafﬁ’safp ’ pyzpcr,u

with Q

haxsas D€INgG the geometrical capacity and 0< p<1 a factor that reduces

the flow allowed to leave the SAF and is calculated by:

_ pﬂ _pCr,lH
pmax_pcr‘y

p=1 (3.16)

A traffic density pg; is calculated for the link, which may affect the traffic

volume entering the SAF from the upstream node. This density is calculated as
follows:

(Wsaf + nd,saf ) L
l o A

saf

psaf :pmax (317)

saf

where p, ., is a global parameter representing the maximum permissible traffic
density, N, o is the number of vehicles that have entered the SAF but haven’t

reached the queue yet due to the internal travel time, | is the length of the link,
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A

< 1S the number of lanes and L is the mean vehicle length that its default value

is set to 0.006 km.

3.2.1.3 Origin links

Origin links are considered the furthest upstream links of a motorway and
the on-ramps. They act as boundary conditions for the model and are modelled
with a simple queuing model (Figure 3-2) in conjunction with inflow limitation.
The queue is built as follows:

w, (k+1) =w, (k)+T-[d,(k)-g, (k)] (3.18)
with

4 =1 'qmaxp
. W, (3.19)
qmax,o =min do +? 7qpossp

where d is the demand flow at origin 0, W, is the length of the existing waiting

queue, is the current maximum outflow from the origin into the network,

qmaxp
Oposso 1S the current outflow capacity of the origin link and T, e[O,l] is the
metering rate.

The outflow capacity q,., is defined according to the downstream density

Pu
Qmax ) 2'0 4 p < pcr L
Uposs.o = ° ‘U (3.20)
Qmax,o'j’o'p ) p/,—pcr,u
with Q, ., being the geometrical capacity and 0< p<1 a factor that reduces the

flow allowed to leave the origin link and is calculated in the same way as for SAF
links:

pﬂ _pcr,y

p=1- .
Pmax ~ P o

(3.21)
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Figure 3-2: The origin-link queue model.

A similar approach applies to motorway-to-motorway (mtm) interchanges.
The evolution of the origin queue W, is described by an additional state equation
(conservation of vehicles). Due to the complex nonlinear and dynamic nature of

the macroscopic model the critical density of a simulated motorway is not fully
determined by the considered fundamental diagram. Thus the motorway flow

g,, in merge segments is maximized if the corresponding density p,, takes
values around a factual density p;_, ,, which is determined via simulations, and

not the critical density p, , provided by the fundamental diagram of that link.

3.2.1.4 Destination links

Destination links are considered the furthest downstream links of a
motorway and the off-ramps. These accept the traffic volume of the network and
forward it to the environment. As is the case with origin links, destination links
act as boundary conditions to the model. It is assumed that the environment has
infinite capacity. Nevertheless the outflow of the network is limited by the ability

of the upstream motorway link.

3.2.2 Modelling of network nodes

3.2.2.1 Flow Distribution

In general, traffic enters a node n through a number of input links and is
distributed to a number of output links. The incoming flow is merged in the node
and then distributed to the leaving links as expressed by equations (3.22) and
(3.23) respectively.

Q. (k)=2.a,x, (k) (3.22)

uel,
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Ono =B (K)Q, (k) VmeO,. (3.23)

Q, (k) is the total traffic volume entering node n at period K. The turning
rates [, specify the portion of Q, (k) that leaves the node through link m, | is

the set of links entering node N and O, is the set of links leaving.

3.2.2.2 Upstream Influence of Density

In each segment, the dynamic evolution of speed is influenced by the
density of the next downstream segment as is obvious from equation (3.4). In case

the segment is not the last in the link, the downstream density can easily be

obtained. But in the case of the last segment | in a link m of |, segments, a
density py,, ., has to be calculated.

In the case of only one leaving link from the node the value of the
downstream density is the value of the density of the adjacent downstream
segment. But in the case of two or more leaving links this value has to be
calculated by considering the density value of the adjacent downstream segment
of all leaving links. This is done by taking an appropriate weighted average of
these values:

Z pj,l
pm,lm+1 = = Vme In (324)

z pﬂ«l

1e0,

where p,, is the density of the first segment of a leaving link . By use of this

equation a quadratic weighting of the leaving links densities is performed. This
way the fact that heavily loaded stretches contribute more than proportionally to
spillback is taken into account. A congestion of one of the leaving links is often
sufficient to produce spillback into the input link, as is usually observed in real
world.

3.2.2.3 Downstream Propagation of Speed
In each segment, the dynamic evolution of speed is also influenced by the

mean speed of the upstream segment as is stated by the speed equation (3.4).
Again, in case of a segment not being the first in a link the upstream mean speed

27



is easily obtained from the adjacent upstream segment. But in case of the first

segment in a link M a speed V,, , has to be determined.

In case of only one input link at a node this value is easily obtained from the
speed of last segment of the input link. But in case of several input links the value
of the speed has to be calculated by considering the speed in all incoming links.

This is done by taking the mean over the speeds Vv, at the end of the incoming

links x weighted by the according incoming flow:

Zvﬂ'Qﬂ

Vyo =2 ——— VMeO, . (3.25)
2.Q
uely
3.2.3 Performance criteria

To assess the performance of traffic control strategies and compare them
with each other there is the need of introducing some performance criteria. There
are various such criteria. The most important criteria are described below. The
macroscopic simulator METANET is able to compute these criteria during
simulation and present them together with the rest of the results.

3.2.3.1 Total Travel Time

Total travel time (TTT) 75 (veh*h) is comprised of the sum of travel time of
vehicles in the normal links 7, and in the SAF links 7 g . It is calculated as

follows:
T =Ton +Tomr =120, 0 ka2 Pmi (K)+TD D Ny o . (3.26)
k m i k saf

where N, . represents the number of vehicles that have entered the SAF link but

have not exited yet.

3.2.3.2 Total Waiting Time at network origins

The Total Waiting Time (TWTO) 7,,, (veh*h) criterion represents the

waiting time at all network origins over the simulation horizon. It is calculated by
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Two =T, . W, (k) (3.27)

with O being the total number of network origins.
The waiting time at the origins is the result of existing queues. The queue
may be created by congestion spillback from the downstream part of the network

or due to excessive demand or because of metering control measures.

3.2.3.3 Total Waiting Time at SAF links

The Total Waiting Time at SAF links (TWTSAF) 7, . (veh*h) criterion

represents the waiting times at all SAF links in the network over the simulation
horizon and is calculated by

Twse =T 2,2 Wy (K). (3.28)

As is the case with origins, the waiting time at SAF links is caused by
queues created for similar reasons as for origin links.

3.2.3.4 Total Time Spent

The Total Time Spent (TTS) 74 (veh*h) in the network is calculated as the
sum of TTT, TWTO and TWTSAF:

Ts=Tg+Tywo+ Ty - (3.29)

3.2.3.5 Total Distance Travelled

The Total Distance Travelled (TDT) L (veh*km) is the distanced travelled

by all vehicles during the simulation horizon and is calculated as the sum of the
distance travelled in the normal links and in the SAF links:

Lo =Llen T lose = ZTZqu’ (k) L +ZTZ Ot (k) Ly (3.30)

where ( is the flow entering the SAF link.
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3.2.4 Total Amount of Fuel Consumed

The Total Amount of Fuel Consumed (TFC) V; (veh*]) criterion represents

the amount of fuel that is consumed by the vehicles travelling in the network. It is
calculated as the sum of the consumption in normal links, SAF links and the

origin links.

Vs =Van Voo Vo ur (3.31)
with
b+v C(k) +a(Vy, (k)—60)2 . Vi (K)> 60
T m,i
Ven = Zﬁ)z Lmz O, (k) c
“ mo b+ . Vp (k)< 60
Vi (K)
(3.32)
b+——+a(v,(k)-60)° , v,(k)> 60
T v, (k)
GO_ZH o(k)VO(k) c
“ ° b+ , v, (k)<60
Vo (k)
(3.33)
T
VG,SAF :Zk:r'ogb'qsaf (k) Lsaf +C'W§1f (334)
where Vv, is a virtual speed value calculated as Vo(k) = qo(k) where P, 1S
pqueue 0

considered fixed at 100 veh/km. The coefficientsa, b, ¢ have the following
meaning:

Consumption term units
a | Speed-dependent per mileage | 1/km/veh*(km/h)-2*100
Speed-independent per mileage | 1/km/veh*100

C | per time (e.g. when queuing) 1/h/veh*100

In the macroscopic simulator METANET the values used for @, band c
respectively are 0.0016, 4.49 and 122.
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3.3 The METANET Simulation Program

METANET is a program for motorway network simulation based on a
purely macroscopic modelling approach. This leads to relatively low
computational effort, which is independent of the load (number of vehicles) in the
simulated network and allows also for a real-time use of the model. The overall
modelling approach allows for simulation of all kinds of traffic conditions (free,
dense, and congested) and of capacity-reducing events (incidents) with prescribed
characteristics (location, intensity, and duration).

METANET may be applied to existing or hypothetical, multi-origin, multi-
destination, multi-route motorway networks with arbitrary topology and
geometric characteristics including bifurcations, junctions, on-ramps and off-
ramps. By use of a special modelling option (store-and-forward links), METANET
provides also the possibility to consider non-motorway links in a simplified way.

METANET considers the application of traffic control measures (some of
them were covered in the previous sections), such as collective and/or individual
route guidance as well as ramp metering and motorway-to-motorway control, at
arbitrary network locations. Several options are offered for describing or
prescribing the average route choice behaviour of drivers groups with particular
destinations. Route guidance and dynamic traffic assignment considerations in
METANET are based on the notion of splitting rates at bifurcation nodes rather
than on path assignment. Among other advantages, this approach enables
consideration of route guidance or traffic assignment for a part of the network
(rather than the whole network) if so desired by the user.

Simulation results are provided in terms of macroscopic traffic variables
such as traffic density, traffic volume, and mean speed at all network locations as
well as in terms of travel times on selected routes. This is done on a configurable
output time interval that is chosen usually significantly longer than the
simulation time step (typically 5 to 20 s). Visualisation of results is provided both
by time trajectories of selected variables and by graphical representation of the
whole network. Global evaluation indexes such as total travel time, total travelled
distance, total fuel consumption, total waiting time at network origins, total

disbenefit of routed drivers, etc. are also calculated.
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4 Optimal Control and Hierarchical Optimal Control

4.1 Introduction

In this chapter, an approach to the coordinated ramp metering problem is
presented. The optimal control theory and the corresponding numerical solution
algorithms are used. An Advanced Motorway Optimal Control (AMOC)
algorithm has been developed (Kotsialos et al. 2002) with satisfactory results
(Kotsialos and Papageorgiou 2004b; Kotsialos and Papageorgiou 2004c). The
AMOC strategy has been cast into a hierarchical control structure and a rolling
horizon scheme is used further enhancing its efficiency (Kotsialos 2004; Kotsialos
and Papageorgiou 2005a, Kotsialos et al. 2005).

4.2 Advanced Motorway Optimal Control

AMOC formulates the coordinated ramp metering problem as a discrete-
time dynamic optimal control problem with constrained control variables which

can be solved numerically over a given optimization horizon K,. Motorway

traffic flow is considered to be the process controlled via the various ramp meters
positioned at on-ramps. AMOC employs the same equations as METANET to
model the traffic flow and uses a well known feasible-direction non-linear
optimization algorithm (Papageorgiou and Marinaki 1995) for the numerical
solution of the problem.

In general a process is described by its state vector X, control variables
Uand the uncontrollable external disturbances d. In this case, the state vector X

(equation (4.1)) is comprised of the densities p,,; and the mean speeds Vv, ; of

every segment i of every link m and the queues W, of every origin 0. The



control vector U consists of the ramp metering rates I, of every on-ramp O under
control. The disturbance vector d consists of the demands d, at every origin of

the network and all the turning rates S at the networks bifurcations. The

disturbance trajectories are not controllable but are presumed known or at least
predictable. The prediction can either be based on historical data or on real-time
estimations (Wang et al. 2003; Wang et al. 2006).

x(k+1)=f[x(k),u(k).d(k)] x(0)=x, (4.1)

The formulation of a dynamic problem requires a suitable cost criterion. The
cost criterion can be any of the criteria presented in section 3.2.3. Minimization of
a different cost criterion leads to a different optimal control trajectory. In the case
of AMOC the goal is to eliminate congestion on the motorway but without having
major queue build up on the on-ramps. The most relevant criterion thus is the
TTS (Total Time Spent) (equation (3.29)). In Papageorgiou and Kotsialos (2002) it
has been shown that minimization of the TTS is equivalent to the maximization of
the time-weighted total network outflow. The final form of the cost criterion is

3 :T;{Em:zpm,i (K) LA, +Zol[wo(k)+af [r,(k)-1, (k=1 + aww[wo(k)]z}}

(4.2)

with

v w, (k)] =max{ 0w, (K) =W, o (4.3)

where a;, a, are weighting factors. The first two terms of equation (4.2)

correspond to the TTS, the term with weight a; is included in the cost criterion to
suppress high-frequency oscillations of the optimal control trajectories and the
term with weight a,is included in the cost criterion in order to enable the control
strategy to limit the queue lengths at the origins to the desired level. To adjust the
weight factors a; and @, trial-and-error method is used. The aim is to strike a

balance between acceptable time-variations in the optimal control trajectories and
queue constraint violations on one hand and efficiency and fast convergence to

the optimum on the other hand. The control sample time T, may be different than
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the model sample time T . As a result if we assume T, to be a multiple of T then

T, =2T with Z e N.Then k = intege{h}.
z

The theory of non-linear optimal control that lies behind AMOC is
described in great detail in Kotsialos et al. (2002b).

4.3 Hierarchical Control

The control strategy AMOC accepts as input the current situation on the

network - which is considered as the initial state - and the predictions of the

disturbances. Based on the traffic flow model of the network and by optimizing

the cost criterion the strategy calculates the optimal control trajectories. In other

words, AMOC defines how the available traffic control actuators have to operate.

The solution of AMOC is optimal but of an open-loop nature. This means

that the application of the solution might lead to traffic states different than the

calculated ones. The reasons are various:

i

ii.

iii.

iv.

The initial state estimation X(O) may be erroneous. A dense network of

detectors that provide enough information for a reliable state estimation
diminishes this problem to a minor issue (Wang and Papageorgiou
2005). In the Amsterdam network that is used for the evaluation of the
strategy and is presented in chapter 5 it is safe to assume that the system
state is always known because the distance between loop detectors is
500m.

Errors associated with the prediction of the future disturbances. AMOC
computes the optimal solution assuming that future disturbances are
known, but errors in the prediction of the on-ramp demands and off-
ramp turning rates are unavoidable. This means that the result of the
optimization does not correspond entirely to the real problem.

The model parameters with which AMOC determines the optimal
solution may not be absolutely correct. Change of weather conditions or
other reasons can lead to a mismatch between the parameters of the
model and the real parameters. This means that however good the
knowledge of future disturbances is, the evolution of the traffic states is
possible to be different than the one predicted.

Errors due to unpredictable incidents in the network. Incidents may
introduce bottlenecks resulting in capacity reduction which would
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create a mismatch between the real and the anticipated flow at the
incident area.

In order to address the likely problem of the actuators not achieving to
implement the optimal solution as calculated by AMOC a hierarchical control
scheme is chosen (Figure 4-1) similar to that proposed in Papageorgiou (1984). To
address any mismatch between the predicted and actual system behaviour due to
the estimation, prediction and modelling errors, a receding (or rolling) horizon
approach (model-predictive control) is employed.

|

Historical data

State estimation
Prediction of Estimation/Prediction Layer

Measurements disturbances

Y

Current state estimation
Predicted disturbance trajectories

Optimal control

(AMOC) Optimization Layer

Open-loop optimal solution
Optimal state trajectory

A 4

Local Local Local Direct Control
regulator regulator regulator Layer
A
COMPUTER
REAL WORLD
A A
Total
L Freewav network traffic flow process I Time —»
coway network uaimic nOW proCess
Spent
On-ramp Weather IncidTents Routing
demand conditions behaviour

Figure 4-1: Hierarchical control structure.

The hierarchical control structure consists of three layers. The
Estimation/Prediction Layer, the Optimization Layer and the Direct Control

Layer.
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4.3.1 Estimation/Prediction Layer

The Estimation/Prediction Layer’s aim is to decide in real-time the initial
state of the system, the parameters of the model and make a prediction of the
disturbances for a period in the future.

The inputs to the layer are:

i. Information about incidents. In case of an incident the system is
informed about where it has taken place and its severity. This data can
be given to the system by a technician at the control center or by an
automated incident detection system. Automated incident detection is
not an easy task; a lot of data from the sensors are required.

ii. Historical data. They are used by the disturbance prediction algorithms.

iii. Real-time measurements from any kind of sensors. The measurements
can be the mean speed, traffic flow and occupancy.

The output of the layer is the current state estimation, the predicted
trajectories of the disturbances and the model parameters vector.

AMOC is based on a macroscopic description of the traffic flow. This means

the current state is defined by the traffic density p,;.(veh/km/lane) and the
mean speed V,,; (km/h) for segment i of link m, and queues W, of the on-ramps

or SAF links 0. Thus the state vector for N links with N segments and W on-

ramps will be

T
X= |:p1,lvl,1"'plN1VlN1 ~ON YN 2PN Iy WY r'\/\(/v] : (4.4)

An algorithm that estimates the current system state has to deliver the state
vector X(k) at the present time k which we consider k=0. This is a classical

estimation problem. A lot of effective tools exist in the automated control theory
field with Kalman filter being the most prominent. In this case the extended
Kalman filter has to be used as the problem encountered is non linear. In Wang
and Papageorgiou (2005) an estimation approach using the extended Kalman
filter is presented.

The inputs to the traffic flow that cannot be controlled and originate from
the network environment are called disturbances. The detail in which the
disturbances are described depends on the nature of the disturbances as well as
from the model. In the model used, the primary disturbances that are of interest
are the demand at the networks origins and the turning rates at the networks
destinations. Other disturbances such as speed at the origins and density at exits
are not so important and can be omitted. All disturbances can be expressed with
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the vector d =[dl...doﬂl”h..,3g'5 T with d ,0=1,...0 being the demand at the

networks O origins and £ the turning rates at the networks B bifurcations.

The problem of demand prediction can be addressed by various approaches
(Okutani and Stephanedes 1984; Lin 2001; Smith et al. 2002). The turning rates can
be determined based on historical data.

To estimate the parameters of the model is not an easy task. It is time
consuming and has to be done for various weather conditions so as to use the
right set of parameters in each case. The models parameter estimation does not
need to be in real-time but should be done in regular time steps to adjust to
changes in the behavior of the users of the network.

4.3.2 Optimization Layer

The Optimization Layer is the most important part of the hierarchical
control structure. It accepts as input the current situation of the network

expressed by the vector X(O), the parameters of the macroscopic network model

— in this case the parameters of METANET - and the predictions of the
disturbances d. The inputs span over an application horizon K, in discrete time

steps. Based on this input data, the control strategy solves the optimal control
problem and produces the optimal control trajectory (translated into optimal on-
ramp outflows) and the corresponding optimal state trajectory. These trajectories
are forwarded as input to the next layer as goals that have to be accomplished by
the local controllers.

The optimal control strategy applied at the optimization layer level is, in
this case, AMOC, that was described in detail in a section 4.2. AMOC’s solution of
the optimal control problem is a decision on a strategic level and is forwarded to
the local controllers to implement the decision on a tactical level.

4.3.3 Direct Control Layer

The purpose of the Direct Control Layer is to implement the optimal control
strategy that has been decided in the previous layer. It accepts as input the
optimal control and state trajectories calculated by AMOC that fully describe the
traffic condition as it is supposed to develop over the application horizon K,;.
Given these optimal trajectories the decision problem in this layer consists in
implementing an appropriate control strategy at every local regulator.
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For each on-ramp O with merging segment ( ,u,l) (Figure 3-2) a local
regulator can be applied with control sample time T .=2zT, z eN (eg.
T.=30sec= ) in order to calculate the controlled on-ramp outflow ¢, (kc) for

the next control interval. The purpose of using I as a superscript in (] is to

differentiate the on-ramp's 0 outflow calculated from the regulator, from the
outflow calculated from the maximum queue considerations (equation (4.8)); the

latter is indicated with the use of W as superscript The average quantities

Pu(k) =2 Pz, 9.(k) =201 (22 and
q, (kc)zzl;ic “q / Zc can be defined, where the *-index denotes optimal

values delivered by AMOC.

Two cases can be distinguished for later comparison. The optimal control
trajectories can be directly applied to the traffic process or the state trajectories
can be passed on to local regulators as set-points.

In the first case the optimal control trajectories correspond to optimal ramp
flows and the direct application to the traffic process implies

0o (k)= (k. ). (4.5)

In the second case, the Direct Control Layer is actually introduced. The
optimal state trajectories are passed on to local regulators as set-points for each
controlled on-ramp. In this case the local regulators employed are either ALINEA
or flow-based ALINEA (FL-ALINEA) (Papageorgiou et al. 1991; Smaragdis and
Papageorgiou 2003) (see also section 2.3.2.1). The ALINEA local regulator with

set-point p,, reads

qg(kc):qcr)(kc_l)-i_Kr [ﬁ;;,l_py,l(kc)jl (46)

where K is the feedback gain factor. The flow-based ALINEA with set-point G, ,

reads
q (k) =05 (k. =1)+K, [ q,,—d,.(k)] (4.7)

where K, is the feedback gain factor. The calculated ¢ is bounded by the

maximum ramp flow Q, and a minimum admissible ramp flow @ .. In order to

39



avoid the wind-up phenomenon, the term Q; (kc —1) used in both equations (4.6)

and (4.7), is also bounded accordingly.

Creation of long ramp queues can be avoided with the application of a
queue control policy (Smaragdis and Papageorgiou 2003) in conjunction with
every local metering strategy (equations (4.5) - (4.7)). The queue control law takes
the form

ch)V(kc):—Ti[woﬁmax—wo(kc)]+do(kc—1) (4.8)

C

whereW, . is the maximum admissible ramp queue. The final on-ramp outflow

is then

q (k) = max{a; (k.) a'(k.)} - (4.9)

The flows ﬁ;,l are preferable as set-points for local regulation because they

are directly measurable without the uncertainty caused by modelling. However,
flows do not uniquely characterize the traffic state, as the same flow may be
encountered under non-congested or congested traffic conditions. Moreover,
whenever AMOC optimal results indicate capacity flow at specific ramp-merge
areas, the corresponding flow set-point would be equal to AMOC's flow capacity
value; it is known, however, that the real flow capacity in a merge area may vary
quite substantially from day to day due to reasons that are not well understood
while the critical density (or occupancy), at which capacity flow occurs, seems to

be more stable. For these reasons, a flow set-point ql,,lzq;,l(kc) is used (in

conjunction with FL-ALINEA), only if p,,(k,)< p;_ o, and T,,(k,)<0.90, ..,
i.e. only if the optimal flows are well below the critical traffic conditions. If
Poi(k)=pi o, and T, (k. )<0.90,,, then the AMOC optimal results tolerate
an overcritical traffic state and hence ALINEA is applied with set point
Pur= /_)ﬂ l(kc) ; in all other cases ALINEA with p,, = p; ., is applied in order
to guarantee maximum flow even in presence of various model-parameter or
disturbance-prediction mismatches. Additionally, no matter which is the outcome
of these rules, whenever the on-ramp queue calculated by AMOC is equal to zero,

ALINEA with p,, = p;_, , is applied in order to guarantee that the real demand

arriving at the ramp will be allowed to enter the motorway; this is done in order
to avoid cases where an underestimation of the demand in AMOC would lead to
an on-ramp flow that is lower than the one that the network can accommodate,
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thus leading to a ramp queue and corresponding driver delays without a real
reason. In all of the above cases the factual critical density is used which is

determined via simulations.

4.3.4 Rolling Horizon Technique

As mentioned before, the core of the hierarchical strategy is AMOC which
calculates the optimal solution that minimizes the cost criterion based on the

estimation of the disturbances over an application horizon K, . The optimal state
trajectory X (k) is used to adjust the parameters of the local regulators. This
optimal solution incorporates errors made in the estimation of the initial state
vector X(O), in the estimation of the model’s parameters and in the prediction of
the disturbances. In order to reduce the influence of the accumulated errors a
periodical renewal of the initial state X(O) and of the prediction of disturbances
has to be made. This is done for a period K, < K,. At any application of AMOC
the current state estimation is used as the initial condition X(O) and with the
predicted disturbances the optimal control trajectories are calculated over a
horizon of K, but are used only for a horizon K,. After the application period
K, the optimal control problem is solved again with updated state estimation

and disturbance predictions. Thus the control loop is closed and AMOC is not
any more of an open-loop nature but has feedback. This control scheme is
generally known as rolling or receding horizon optimal control or Model
Predictive Control (MPC). An issue associated with this kind of control is the
computation time required for the calculation of the open-loop optimal solution.
A long optimization horizon K, has the advantage of taking into consideration
the system dynamics and the control consequences early in time but having as
disadvantage the required computation time. Shorter K, may require less time
but increases the possibility of myopic control actions. On the other hand the
update period K, results in improved feedback for AMOC when shorter but it
also means more frequent time consuming tasks such as the state estimation, the
disturbance prediction and the optimization procedure. In conclusion as a general

rule the control actions have the tendency to be more efficient with increasing K,

and decreasing K, .
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5 The Amsterdam Network

5.1 Introduction

As a test bed for the network-wide ramp metering hierarchical strategy the
road network around Amsterdam has been chosen (Figure 5-1).

The main part of the network consists of the A10 ring-road (Figure 5-2). The
A10 contains two tunnels, the Coen Tunnel at the North-West and the Zeeburg
Tunnel at the East and has four main connections with other motorways, Al at
the South-East, A2 in the South, A4 at South-West and A8 in the North. In the
south there is also the A9 which forms a bypass for traffic between the North-East
on the one hand and the centre of the country as well as the region between
Amsterdam and The Hague including Schipol airport on the other.
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Figure 5-1: A map of the Amsterdam area



Figure 5-2: The motorway network around Amsterdam

5.2 The Network Model

The whole network has been modelled for both directions. That means 143
km divided in 654 links (249 motorway links, 231 SAF links and 174 dummy
links). The motorway links consist of 291 segments of length between 400 and 800
meters (average length of 491,4m) (Figure 5-3).

This network model has been used for an extensive validation of the
parameters of the traffic flow model against real data. The process of the
validation had two phases, the quantitative and qualitative phase (Kotsialos 2004;
Kotsialos et al. 2002).

In the quantitative approach, a group of parameters that reflect particular
characteristics of a given motorway stretch were at first estimated and then
verified. This process was performed for four different motorway stretches. The
resulting parameters were the same for all stretches except for the critical density
(Table 5-1) (Kotsialos et al. 1997; Kotsialos 2004; Kotsialos et al. 2002).
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Figure 5-3: The Amsterdam network model

Table 5-1: Values of the common parameters

Parameter Value
a., 2.34
Vi i (km/h) 102
T (seconds) 18
o 0.012
v (km2/h) 60
K (veh/km) 40
Vi, (km/h) 7.5
Prax 180

In the qualitative model validation the aim was to address traffic conditions
for the entire network. The model should be able to capture the network-wide
dynamics of traffic congestion. In other words the goal was for the model to be
able to predict the location, duration and propagation of congestion as

encountered in real data. These often meant the manual calibration of parameters
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via repeated computer simulations and comparison of the results with real data
(Kotsialos 2004; Kotsialos et al. 2002).

5.3 The Amsterdam Test Model

For the simulation and testing of the optimal control strategy only a part of
the larger network model of the Amsterdam area was used. In particular, for the
purposes of the study, the counter-clockwise direction of the A10 was used
(Figure 5-4). This part of the network is approximately 32 km long. It has 21 on-
ramps and 20 off ramps including in both cases the connections with motorways
Al, A2, A4 and AS8. It is assumed that it is possible to implement ramp metering
at every on-ramp, even at the motorway-to-motorway (mtm) ramps. The ring
road is divided in 76 segments with an average length of 421m. As a result, the
state vector has a dimension of 173 (76 segments with variables for density p and
mean speed V, and 21 ramps with variables for queue W). When ramp metering
is applied to all on-ramps and mtm ramps the control vector is 21-dimensional
and the disturbance vector is 41 dimensional (demands for 21 on-ramps and
turning rates for 20 off-ramps).
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Figure 5-4: The counter-clockwise direction of the Amsterdam ring road.
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6 Simulation Results

6.1 Introduction

The application of ALINEA as a stand alone local controller, of AMOC and
of the Hierarchical control structure is presented in chapter. The simulation was
realized in the METANET simulator for the counter-clockwise direction of the
Amsterdam ring-road that is described in section 5.3.

The simulation was performed using real (measured) time-dependent
demand and turning rate trajectories as input. The simulation spans over a time
horizon of 4 hours. It spans from 16:00 until 20:00 of an evening in June 1996. This
time period includes the evening peak hour. With a time step of T =10se( a
simulation horizon of K =1440 steps is considered which results in a large-scale
optimization problem with 254160 variables for a control sample time of 1 minute

and all on-ramps, including mtm ramps, metered.

6.2 The no-control case

The no-control case will be used as the basic reference against which all
control scenarios will be compared. In this case no control measures are applied.
As a result heavy congestion appears in the motorway and large queues build up
at the on-ramps. The congestion begins shortly after the start of the simulation
because of the excessive demand and the uncontrolled entrance of vehicles into
the motorway. This congestion appears at the point where the Al connects with
the A10 and is spread upstream blocking the A4 and a large part of A10. At the
time this congestion tends to dissolve, a new congestion appears and moves
upstream catching up with the previous congestion that never comes to a
complete resolution. This way the A4 entrance to the Al0 is blocked and the



congestion spills back to A4 through the mtm on-ramp of A4. On several on-
ramps long queues are built. The TTS is used as a performance criterion. For the
no-control case it has a value equal to 14168 veh*h.
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Figure 6-1: No-control case density profile.
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6.3 Description of the Simulation Scenarios

On-ramps can act as a buffer for the storage of vehicles. In times where the
density of the mainstream is near the critical density and congestion may occur,
holding back some of the vehicles that aim to enter the motorway may prevent
the creation of congestion. When the density falls back under a predefined level
the vehicles may enter the motorway. However, holding back vehicles on the on-
ramps leads to queue build-up on the ramps and drivers may become disquiet if
they are waiting too long. Except that, the geometrical characteristics of the on-
ramps usually do not allow the build-up of long queues. Another issue is that
long queues may spillback on the urban network and cause congestion.

For the purpose of this study 10 scenarios were examined. The main
difference of the scenarios concerns the length of the queue that is allowed on the
urban on-ramps and mtm ramps. Urban on-ramps usually due to space limitation
are not able to accommodate a large number of vehicles. On the other hand mtm
ramps usually have a lot of space available and are able to serve more vehicles
but authorities are reluctant to the prospect of applying ramp metering to those
ramps. Scenario 1 is used as a reference scenario and the assumption is made that
space is not an issue. That means that both the urban on-ramps and the mtm on-
ramps are able to accommodate an infinite number of vehicles. In scenario 2, a
more pragmatical view is adopted; no mtm ramps are used and urban on-ramps
can store no more than 30 vehicles. In scenarios 3, 4, 5 and 6 mtm ramps are used
with a storage capacity of 100, 200, 300 and 400 vehicles respectively with urban
on-ramps having a capacity of 30 vehicles. Scenarios 7, 8, 9 and 10 use only mtm
ramps with 100, 200, 300 and 400 vehicles capacity, in order to be able to assess
the importance of metering mtm ramps in contrast to urban on-ramps. In Table

6-1 the scenarios are presented.

Table 6-1: The scenarios examined.

Allowed queues for Allowed queues for
Scenario | urban on-ramps when | mtm on-ramps when
controlled (# veh) controlled (# veh)

1 © o

2 30 not controlled

3 30 100

4 30 200

5 30 300

6 30 400

7 not controlled 100

8 not controlled 200

9 not controlled 300

10 not controlled 400
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6.4 Application of ALINEA

6.4.1 Efficiency

ALINEA may be used at each ramp as a stand-alone strategy without any
kind of coordination. The set-point for each controlled on-ramp 0 is set equal to

the factual critical density of the corresponding link ,i.e. p, ;= p;  ,,in order

to maximize the local motorway throughput. After exhaustive simulation

checking, this factual critical density is found to be p; u =1.1p, . The

application of ALINEA has lead to an improvement of the TTS for all scenarios
presented in Table 6-1 compared to the no-control case.

In particular in scenario 1 ALINEA has a TTIS of 7563 veh*h, an
improvement of almost 47%. The density profile (Figure 6-3) is almost flat which
means ALINEA manages to prevent congestion. A look at the queue profile
(Figure 6-4) however, shows the existence of a large queue at the A1 mtm on-
ramp. The result of this queue would be a spillback of the congestion to Al.
Except that, as a queue is built almost exclusively on the A1 mtm on-ramp it is

unfair towards those drivers.
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Figure 6-3: ALINEA scenario 1 density profile.
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When scenario 2 is considered, the amelioration of the traffic conditions is
just around 5.5%. The density profile (Figure 6-5) and the queue profile (Figure
6-6) reveal that ALINEA is much less efficient in this case. Although a maximum
queue constraint of 30 vehicles is imposed on the on-ramps it is clear that the
queues become much bigger. Especially on the A4 large queues are formed
reaching 1200 veh although ramp metering is not applied there. The TTS in this
case is 13402 veh*h.
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Figure 6-6: ALINEA scenario 2 queue profile.

In Table 6-2 the results for all the scenarios are presented. It becomes clear
that by controlling only the urban on-ramps the potential for improving the traffic
conditions is very small. It is necessary to control the mtm on-ramps as well. By
increasing the admissible ramp queue for the mtm on-ramps the results are
getting much better. From Figure 6-7 it becomes apparent how small the impact
of the urban on-ramps control is on the resulting improvement. The dotted line
represents the TTS value that would have been achieved if the storage capacity of
both urban and mtm on-ramps were infinite.

Table 6-2: Results of the application of ALINEA and
improvement compared to the no-control case.

Improvement
Scenario ALINEA TTS| compared to
(veh*h) |the no-control
case in %

1 (c0/o0) 7563 46,6%
2(30/-) 13402 5,4%
3 (30/100) 12583 11,2%]
4 (30/200) 11515 18,7%]
5 (30/300) 8526 39,8%]
6 (30/400) 7648 46,0%
7 (-/100) 12802 9,6%
8 (-/200) 12050 15,0%]
9 (-/300) 8580 39,4%]
10 (-/400) 7649 46,0%]

52



15000

L
14000 Urban on-ramps are

not controlled
13000

12000 B
£ 11000 " i
g Urban on-ramps are controlled
[0} with an admissible ramp
E 10000 queue equal to 30 veh 7
9000 B
8000 - B
....................................... .
7000+ B
| | |
uncontrolled 100 200 300 400

Admissible ramp queue for the mtm on-ramps (#veh)

Figure 6-7: TTS values when ALINEA is applied for the different
scenarios.

The density and queue profile for scenario 3 can be seen on Figure 6-8 and
Figure 6-9 respectively.
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Scenario 4 has a maximum admissible queue of 30 vehicles on the urban on-
ramps and 200 vehicles on the mtm on-ramps. In the case of the ALINEA
application the TTS value for scenario 4 is 11515 veh*h. This corresponds to a 19%
improvement compared to the no-control case. Compared to scenario 1 though it
is clear that the maximum queue constraint on both urban and mtm on-ramps has
its toll on the results. The density profile (Figure 6-10) shows clearly that the
congestion is not avoided although smaller than the no-control case.
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In Figure 6-11 it can be seen that the queue at Al reaches its maximum
admissible value for the entire simulation horizon. This leads to a congestion
creation that travels upstream and spreads ramp queues in the critical area
between the junctions of A1 and A4 with A10. The A2 also lies in this critical area
and it can be seen that it reaches its maximum allowed queue, like A1, for almost
half the simulation time. The congestion reaches A4 where the queue can not be
avoided and it even surpasses the allowed maximum and reaches 935 veh.

In the next pages the density and queue profiles for scenarios 5 through 10
are presented (Figure 6-12 to Figure 6-23). It becomes obvious when studying the
tigures that with increasing admissible queues on the mtm ramps the congestion

is decreasing.
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Figure 6-11: ALINEA scenario 4 queue profile.
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Figure 6-13: ALINEA scenario 5 queue profile.
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Figure 6-18: ALINEA scenario 8 density profile.
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Figure 6-19: ALINEA scenario 8 queue profile.
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Figure 6-20: ALINEA scenario 9 density profile.
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Figure 6-21: ALINEA scenario 9 queue profile.
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Figure 6-22: ALINEA scenario 10 density profile.
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Figure 6-23: ALINEA scenario 10 queue profile.

6.4.2 Equity

The results presented so far make it clear that it is necessary to hold back
vehicles and store them on the on-ramps to avoid congestion or at least keep it on
a lower level. With ramp metering TTS is reduced and the duration of congestion
is smaller. The cost for this amelioration of the traffic conditions is the queues that
form on the on-ramps. The formation of queues is acceptable if the result is better
conditions for the network and the drivers. These results however should benefit
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all the users of the network. Thus if a portion of the drivers experiences worse
conditions than the rest of the drivers or worse than the no-control case in order
to achieve the better conditions then the control strategy is not fair towards them.
The fairness of the control strategy is called equity. A thorough study on
how efficiency relates to equity was performed in Kotsialos and Papageorgiou
(2001a). In this study equity is measured by the average time t, spent by a vehicle

in the ramp queue plus travelling 6.5 km downstream on the motorway and is
calculated according to (6.1). In Figure 6-24 the equity is shown for the no-control
case and ALINEA application for scenarios 1 and 4. In terms of equity, scenario 4
seems to be the best. In scenario 1 travel times are low for every on-ramp but for
Al where a large peak occurs. In the no-control case, travel times are bigger
downstream of A2, at the west part of Al0, due to the congestion created there.
This graph shows that the most efficient scenario (scenario 1) is worse when it
comes to equity to less efficient scenarios which confirms the statement that
efficiency and equity are two partially competing properties of a control strategy
(Kotsialos and Papageorgiou 2004b).
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Figure 6-24: Equity graph for no-control case, ALINEA scenario 1 and
ALINEA scenario 4.

In the following equation (6.1), for each on-ramp 0, the average travel time

t, is computed, with @, being the link index number of the link downstream of
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0 and w, the link index number for whose segment £ <N, the considered

mainstream section of 6.5 km ends.

1wk e L
to=EZ{ )+. Z (k)} (6.1)

6.5 Application of AMOC

As mentioned before (section 4.3), AMOC is of an open-loop nature. This
means that the results obtained are under the assumption of a perfect model and
perfect information with respect to the future disturbances for the entire
simulation horizon. It is obvious that because of these assumptions the results of
AMOC would not be observed in a real-world application because the model, the
measurements and the predictions of the disturbances are not perfect.
Nevertheless the solution of AMOC is what we would get with ideal conditions
and therefore it is an upper bound for the efficiency that can be achieved by any
control strategy. The results of AMOC and the amelioration of the traffic
conditions compared to the no-control case are depicted for all scenarios in Table
6-3. These results can act as a goal and as a measurement of efficiency for any
other control strategy, including the hierarchical control strategy presented in
section 4.3.

Table 6-3: Results of the application of AMOC and
improvement compared to the no-control case.

Improvement
Scenario AMOCTTS | to the no-
(veh*h) |control case in|
0/0

1 (c0/0) 7088 50,0%
2 (30/-) 11005 22,3%
3 (30/100) 7574 46,5%)
4 (30/200) 7073 50,1%
5 (30/300) 7066 50,1%
6 (30/400) 7072 50,1%
7 (-/100) 8716 38,5%
8 (-/200) 7720 45,5%
9 (-/300) 7231 49,0%
10 (-/400) 7187 49,3%
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The improvement that AMOC manages to achieve compared to the no-
control case ranges from around 20% in the worst case to 50% in the best case. As
was expected scenario 2 has the worst performance. Its TTS is 11005 veh*h, an
improvement of 22%. The density and queue profiles for scenario 2 are depicted
in Figure 6-25 and Figure 6-26 respectively.
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Figure 6-25: AMOC scenario 2 density profile.
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On the other hand, scenario 1 is expected to achieve the best results. By
studying Table 6-3 it seems this is not the case as scenarios 4, 5 and 6 have better
values. In reality the difference of the results of these 4 scenarios (1, 4, 5 and 6) is
minimal and can be attributed to numerical instabilities when solving the optimal
control problem. The results of these scenarios can actually be considered equal as
the biggest difference is between scenario 1 and 5 and is only 22 veh*h which is an
insignificant value. As a conclusion that can be drawn from these results is that
with scenario 4 that allows for up to 30 vehicles to queue up on the urban on-
ramps and 200 on the mtm on-ramps, enough space is allocated to cope with the
congestion and it seems there is no need for bigger admissible queues. In the next
figures (Figure 6-27 to Figure 6-34) the density profiles for scenarios 1, 4, 5 and 6
are shown.
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Figure 6-27: AMOC scenario 1 density profile.
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The scenarios 3 and 7 improve the TTS by 46% and 38% respectively. These
scenarios both have an admissible ramp queue of 100 vehicles for mtm on-ramps
but in scenario 3 urban on-ramps have also an admissible ramp queue of 30
vehicles whereby in scenario 7 they are not controlled. The results of these
scenarios are good but not as good as scenario 4 for example. This is an indication
that 100 vehicles admissible ramp queue for the mtm on-ramps is not enough and
more space is needed. This is made more clear if scenario 3 is compared with
scenario 7. Scenario 3 has extra space available by controlling the urban on-ramps
opposed to scenario 7 where this is not the case. The better results of scenario 3
emphasize the importance of the extra space. The density and queue profiles for
the two scenarios can be seen in Figure 6-35 to Figure 6-38.
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Figure 6-36: AMOC scenario 3 queue profile.
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Figure 6-37: AMOC scenario 7 density profile.
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Figure 6-38: AMOC scenario 7 queue profile.

The rest of the scenarios are 8, 9 and 10. In these scenarios only the mtm
ramps are controlled with an admissible queue of 200, 300 and 400 vehicles
respectively. The efficiency of these scenarios is worse than the corresponding
scenarios that implement also ramp metering on the urban on-ramps. Especially if
scenarios 4 and 8 are compared the difference is quite significant. This means that
although the admissible queue on urban on-ramps is small it helps solve the
congestion problem. When the admissible queue on the mtm ramps rises over 200
the difference between the scenarios that control all the ramps compared to the
scenarios where only the mtm ramps are controlled fades away. In Figure 6-39 to
Figure 6-44 the density and queue profiles for the remaining scenarios 8, 9 and 10

are shown.
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Figure 6-39: AMOC scenario 8 density profile.
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Figure 6-40: AMOC scenario 8 queue profile.
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As said before, these values are of course an "upper bound" for the
efficiency of the hierarchical control strategy. It can be observed that the formed
queues at the mtm on-ramps are within the prescribed bounds of each scenario in
most cases. In particular, in scenario 4 AMOC is able to anticipate the creation of
the congestion and it counters its cause by creating queues to the extent, location
and duration necessary along with the respect of the imposed queue constraints.
Its anticipatory behaviour, as opposed to the reactive nature of ALINEA, deals
with the causes of the problem before their consequences are manifested.
Remarkably, when, e.g., the A4 ramp is metered, then the created ramp queue is
much shorter than when no metering is applied (as in no-control or in scenario 2).

In Figure 6-45 TTS values are plotted for different admissible ramp queues
for the mtm on-ramps. When urban on-ramps are not controlled (no-control case
and scenarios 7 to 10) TTS values are higher compared to those calculated when
urban on-ramps are controlled, with an admissible ramp queue equal to 30 veh.
Again, both trajectories converge towards the (dotted) TTS value that corresponds
to the value achieved by AMOC open-loop strategy if the storage capacity of mtm

ramps were infinite (scenario 1).
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Figure 6-45: TTS values when AMOC is applied for the different scenarios.
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6.6 Application of Hierarchical Control

As already mentioned before, because the assumption of exact
measurements and perfect knowledge of future disturbances cannot hold in
practice the results obtained by AMOC’s open-loop solution are not realistic. To
cope with this problem the hierarchical control structure with a rolling horizon
technique has been proposed.

To implement the rolling horizon technique, the values for K, and K,

have to be defined. The choice of these values influences both the quality and
speed of the solution as mentioned in section 4.3.4. In Kotsialos and Papageorgiou

(2004d) a study was performed for different values for K, and K, coming to a
conclusion that the most efficient application horizon is 10 minutes (K, =60)
with an optimization horizon of 1 hour (K, =360). These are the values that

were used also in this study of the hierarchical control. The assumption is made
that when AMOC is applied every 10 minutes the system state is known exactly.
Also it is assumed that a fairly good predictor is available for the predictions of
the on-ramps’ demand and the off-ramps’ turning rates so that the smoothed real
trajectories are used as the predicted ones for the simulation. In Figure 6-46 and
Figure 6-47 the actual and predicted demand for two different on-ramps are
shown as an example. Likewise, in Figure 6-48 and Figure 6-49 two examples of
actual and predicted turning rates for two off-ramps are depicted.
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Figure 6-46: Real and predicted demand at the A1 mtm on-ramp.
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In section 4.3.3, where the Direct Control Layer of the hierarchical control
structure is described, it is mentioned that there are two different methods
available to apply the optimal trajectories provided by AMOC in the previous
layer. The optimal trajectories can either be applied directly to the traffic flow
process or passed on to the local controllers, in this case ALINEA or FL-ALINEA,
as set points. If scenario 4 is examined, both methods have similar results. In the
tirst case the TTS is 7422 veh*h, an improvement of 47,6% compared to the no-
control case and just 4,9% worsening compared to the open-loop results. In the
second case the TTS is 7399 veh*h, practically the same as in the previous case
with 47,8% improvement to the no-control-case and 4,6% worsening to the open-
loop control. The results are summarized in Table 6-4. The density and queue

profiles for both cases can be seen in Figure 6-50 to Figure 6-53.

Table 6-4: Results for different methods in the Direct Control
Layer for scenario 4.

Improvement Worsening
Direct Control TTS to the no- |compared to
Layer (veh*h) | control case | open-loop
in % control in %
Direct
Application of 7422 47.6% 4.9%
flows
Use of ALINEA 7399 47.8% 4.6%
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Figure 6-50: Hierarchical Control with direct application of optimal flows
density profile for scenario 4.
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Figure 6-51: Hierarchical Control with direct application of optimal flows
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density (veh/km/lane)

140 —

120~
100 —
0 o,
= 3 = \? fj‘%’\‘\‘
o il g
s T Vo g s,
Ty "?‘?!f\.«t e SRR
25 LI ',I'\/ \\\‘Lﬁ-g»‘-*“ﬁ’e&c@. ey 1400
0] A e
S AR Ot e AR
o \» e .--;-,’:y,;ii‘f.§'s§*"(\\!\ 1000

\\\3 ¥ 600 .

time (sec % 10)

seqment B0

Figure 6-52: Hierarchical Control with optimal flows used as set points for
ALINEA. Density profile for scenario 4.

74



queue ([#eh)

1200 —

1000 —

600 —

e S
ST
500 — e e e
T e e e e e

e e e e ==

400 —| e e 4._"""""“":__"'".._-_..""
s \ e e
=== e A L7 =Ee—res e
A e P ~ rEEg ISR =
00~ _.—v&\\f\\éi_'-—--ﬁs-—.__ L AR S
e e e e e ==
0—t TRy "\\ e e e 1400
SR SR
A5 & _—§\\ === 1200
ST

time (sec x 10

an-ramp

Figure 6-53: Hierarchical Control with optimal flows used as set points for
ALINEA. Queue profile for scenario 4.

It seems that there is not any significant difference between the two cases.
This is due to the use of the smoothed real trajectories of the actual demand as a
prediction, which is a fairly good prediction. If the assumption that a good
predictor is available does not hold, the results differentiate. When uniform
under- or overestimated smoothed trajectories are used as the predicted ones, the
superiority of the second case where the ALINEA and the FL-ALINEA strategies
are employed in the Direct Control Layer becomes obvious. The results are
presented in Table 6-5. A graphical representation is shown in Figure 6-54. In the
same plot there is a line representing the TTS obtained by ALINEA for the same
scenario. Of course this TTS value does not depend on the error of the demand
prediction as the reactive nature of ALINEA needs no prediction at all.

Table 6-5: TTS (veh*h) values for demand prediction under- or
overestimation for different methods in the Direct Control
Layer for scenario 4.

10% 5% 5% 10%
Direct demand demand demand demand
. L. . .. Smoothed . L. . ..
Control prediction | prediction prediction | prediction
demand
Layer under- under- over- over-
estimation | estimation estimation | estimation
Direct
Application 8397 7584 7422 8591 8920
of flows
Use of 7502 7552 7399 7613 7625
ALINEA
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Figure 6-54: TTS values for demand prediction under- or overestimation
for different methods in the Direct Control Layer for scenario 4.

The results presented make clear that the Hierarchical Control structure
with ALINEA employed in the Direct Control Layer is better suited to reject
errors introduced into the predictions. The optimal solution of AMOC consists of
optimal ramp metering rates translated to admissible flows for the on-ramps.
AMOC calculates these metering rates in order to keep the traffic states of the
mainstream at certain levels. If the demand that arrives at every on-ramp is not as
predicted the metering rates computed by AMOC cease to be optimal in contrast
to the traffic states that are still optimal. The control structure with ALINEA aims
at achieving these states by calculating its own rates reacting to the current
situation rather than applying the rates without regard to the situation.

The hierarchical control structure with ALINEA employed in the Direct
Control Layer performs better and for this reason all further studies are carried
out following this method. The results of the TTS values obtained for all scenarios
are summarised in Table 6-6. It becomes obvious that it is not possible to have
results similar to the open loop solution if the mtm on-ramps are not controlled ot
if the admissible ramp queues are lower than 200 veh*h. This is clear because the
TTS for scenario 4 is just 4,61% worse than the corresponding open-loop solution
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and scenario 8 is even 2,56% better than the corresponding open-loop solution!,
while scenarios 3 and 7 are 55,93% and 47,54% worse than the open-loop solution
respectively. The improvement to the no-control case is 47,78% and 46,91% for
scenarios 4 and 8 respectively while only 16,64% and 9,23% for scenarios 3 and 7.
It becomes also apparent that even with infinite admissible queues the
amelioration achieved is on the same level as with an admissible ramp queue of
200 veh*h for the mtm ramps. In Figure 6-55 the TTS values are plotted for
different admissible ramps queues for the mtm on-ramps. When urban on-ramps
are not controlled (scenarios 1, 7, 8, 9 and 10), TTS values are higher compared to
those calculated when urban on-ramps are controlled with an admissible ramp
queue equal to 30 veh. This is true only for low values of the admissible queue for
the mtm on-ramps. For bigger values of the admissible queue for the mtm on-
ramps the TTS is almost identical. The trajectories converge to each other for an
admissible queue for the mtm on-ramps equal to 200 veh (scenarios 4 and 8) and
almost reach the (dotted) TTS value that would have been achieved by the
hierarchical control strategy if the storage capacity of mtm ramps were infinite

(scenario 1).

Table 6-6: Results of the application of the hierarchical control
structure, improvement compared to the no-control case and
difference to the open-loop solution.

Hierarchical Control Improvementhf)stel?emg

Scenario with ALINEA int | to the no- open-loop

the Direct Control | control case .

Layer TTS (veh*h) |  in % res‘{,}:s in
1 (c0/o0) 7396 47,8%] 4,3%
2(30/-) 13496, 4,7%] 22,6%
3 (30/100) 11810 16,6% 55,9%
4 (30/200) 7399 47,8% 4,6%
5 (30/300) 7442 47,5%] 5,3%
6 (30/400) 7414 47,7% 4,8%
7 (-/100) 12860 9,2%] 47,5%
8 (-/200) 7522 46,9% -2,6%
9 (-/300) 7357 48,1%] 1,7%
10 (-/400) 7430 47,6% 3,4%

1 this is due to numerical instabilities when solving the optimal control problem as
explained in a similar situation in section 6.5
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Figure 6-55: TTS values when Hierarchical Control is applied for the
different scenarios.

If the results of scenario 4 with the hierarchical control strategy are
compared with the results of ALINEA the differences of both approaches are
becoming clear. The density profile in the first case (Figure 6-52) opposed to
ALINEA (Figure 6-10) has no pronounced peaks. The queues are built early in the
simulation time in anticipation of the future congestion, contrary to the reactive
behaviour of ALINEA where queues are built in the second half of the simulation
horizon as a reaction to the congestion that has formed. In the case of the
hierarchical control, queues are built in such a manner that the maximum queue
constraints are taken into consideration and not violated and yet the strategy
achieves this without serious degradation of the strategy's efficiency. This
becomes clear when Figure 6-11 is compared to Figure 6-53.

To have a complete graphical representation of the results, in the next
figures (Figure 6-56 to Figure 6-73) the density and queue profiles of scenarios 1 to
3 and 5 to 10 are presented.

78



density (veh/krm/lane)

140 —

120 —
100 —
80 — =
LT R
AT o = <
60— o = T
ST l‘@‘g‘\_.‘ ST
3 N | T S ity
S ALl e GRSt
A5 LU AT TN R TR R SR
o] S e L S
§es e W
22 A, \é‘,’;‘;ﬁg&f{é‘\\\\g

600

seqment B0

Figure 6-56: AMOC Hierarchical Control scenario 1 density profile.
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Figure 6-57: AMOC Hierarchical Control scenario 1 queue profile.

density (veh/km/lane)

Al

140 —,
120 | ! i
SN
00 1 TR N s
i T R
80— i ,&I %‘%\.@6}\2&\}‘:2‘;&%@%, oni
: | ) L _: i NIk S rrze
| LD SeSeEEei e
© ] s N e Rt e
e E
— et SRR, AN '.1"!’
-.c-.'\ "’_f;:-

800

seqment B0

Figure 6-58: AMOC Hierarchical Control scenario 2 density profile.
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Figure 6-60: AMOC Hierarchical Control scenario 3 density profile.
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Figure 6-61: AMOC Hierarchical Control scenario 3 queue profile.
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Figure 6-62: AMOC Hierarchical Control scenario 5 density profile.
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Figure 6-68: AMOC Hierarchical Control scenario 8 density profile.
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Figure 6-69: AMOC Hierarchical Control scenario 8 queue profile.
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Figure 6-70: AMOC Hierarchical Control scenario 9 density profile.
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Figure 6-71: AMOC Hierarchical Control scenario 9 queue profile.
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Figure 6-72: AMOC Hierarchical Control scenario 10 density profile.
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In terms of equity, studied through the average time spent by a vehicle in
the ramp queue plus travelling 6.5 km downstream on the motorway, the
hierarchical control structure behaves quite well. The equity results for scenarios
3, 4, 6 compared to the no-control case are shown in Figure 6-74. The hierarchical
control manages to keep travel times significantly lower than for the no-control
case. The efficiency is practically the same for scenarios 4 and 6, as it is clear from
Table 6-6 and Figure 6-55, however the distribution of delays between the two
mtm on-ramps of Al and A2 is performed in a slightly more balanced and
therefore more equal way for scenario 4.

05 T
—— No-control
-—- Hierarchical Control with ALINEA - Scenario 3
Hierarchical Control with ALINEA - Scenario 4
--- Hierarchical Control with ALINEA - Scenario 6
0.4 f

o
w

travel time (hours)

0.2

0.1

0
A8 Ad A2 Al
oh-ramp

Figure 6-74: Equity graph for no-control case and hierarchical control
scenario 3,4 and 6.

6.7 Comparison of the examined strategies

6.7.1 Efficiency

In this study ALINEA as a standalone strategy, AMOC and Hierarchical
Control were tested and compared to the no-control case. The test was performed
by use of the METANET simulator for the counter-clockwise direction of the
Amsterdam ring-road.
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Various scenarios were considered which included ramp metering of urban
and/or mtm on-ramps with different admissible queues. In Figure 6-75 it is
shown how ALINEA and Hierarchical Control behave for the different admissible
queues on the mtm ramps and how they compare to the open-loop solution of
AMOC. In this case the results shown are with urban on-ramps controlled
(scenarios 2 to 6). It can be observed that when mtm on-ramps are not controlled
then ALINEA and the hierarchical control strategy perform equally well.
However, ALINEA is outperformed by the hierarchical control strategy when
mtm on-ramps are controlled. Additionally, when the admissible ramp queue for
the mtm on-ramps is equal to 200 veh, then the hierarchical control strategy
virtually reaches the efficiency of the optimal open-loop solution. Efficiency
remains the same for even larger values. For the case where urban on-ramps are
not controlled the results are shown in Figure 6-76. The situation is similar as
before, when the admissible ramp queue for the mtm on-ramps is equal to 200
veh, then the hierarchical control strategy virtually reaches the efficiency of the

optimal open-loop solution.
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1
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[0
,\)’
2 10000} i
'_
9000 - i
8000 - i
N
7000 - + +
1 | |
uncontrolled 100 200 300 400

Admissible ramp queue for the mtm on-ramps (#veh)

Figure 6-75: TTS values when urban on-ramps are controlled for different
admissible ramp queues for the mtm on-ramps.
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Figure 6-76: : TTS values when urban on-ramps are not controlled for
different admissible ramp queues for the mtm on-ramps.

6.7.2 Equity

Equity is a very important aspect of every control strategy. However well
any control strategy performs, if the amelioration of the traffic conditions is
achieved on the expense of a group of vehicles, then the strategy is not very
successful. The infrastructure is a social commodity and everyone should be able
to use it and have the same benefits (or disbenefits) as everyone else.

As first mentioned in section 6.4.2, equity is studied through the average

time t spent by a vehicle in the ramp queue plus travelling 6.5 km downstream

on the motorway and is calculated by equation (6.1). In Figure 6-77 the equity
diagrams are presented for the no-control case, ALINEA and the hierarchical
control both for scenario 4. Scenario 4 was chosen because, as mentioned before, it
is a scenario that the authorities could implement almost with no change at the
present infrastructure and has results that are almost the same with scenarios
which employ longer admissible queues on the mtm on-ramps. It is apparent that
for the hierarchical control the travel times are significantly lower than for the no-
control case or ALINEA strategy. The high peaks are either reduced (as the one at
A2) or even not present anymore (as at A4). Clearly, the hierarchical controller's
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distribution of delays is performed in a more balanced way, which is more
equitable for the drivers entering the mainstream at different ramps.
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Figure 6-77: Equity graph for no-control case, ALINEA and Hierarchical
Control both for scenario 4.
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7 Conclusions and Recommendations

7.1 Conclusions

In this study the results of the application of local feedback control
(ALINEA), optimal open-loop control (AMOC) and rolling horizon hierarchical
coordinated optimal control (Hierarchical Control) to the counter-clockwise
direction of the Amsterdam ring-road have been presented and compared to the
no-control case. The strategies were implemented for several scenarios and the
results were investigated for their efficiency as well as for their equity.

Uncoordinated local feedback control with ALINEA was quite successful in
reducing the TTS and resolving congestion up to a certain degree which in most
cases depends on the imposed queue-length restrictions. However, the main
problem, the large queues on A4, is unavoidable in the realistically restricted
cases.

Optimal open-loop control with AMOC has great results but is representing
an ideal situation where the traffic state is known exactly at the initial point and
the predictions of the disturbances are 100% accurate which is not always the case
in real world applications. However AMOC’s open loop solution can act as an
upper boundary for the achievable efficiency of any control strategy.

As expected, the hierarchical control with AMOC in the optimization layer
and ALINEA in the direct control layer outperforms the uncoordinated local
ramp metering approach. The results are very promising and in the worst case
they are at least as good as a standalone ALINEA and in the best case they are
almost as good as the open loop solution. The only downside of this approach is
the computation time needed, but there exist certain methodologies to address
this problem. With computer power increasing constantly this problem becomes
less significant.

This study made apparent the need to introduce ramp metering on the mtm
on-ramps. In the network studied and for the specific disturbance profiles used,
the introduction of ramp metering at the urban on-ramps reduced some local



traffic problems. However, a significant amelioration of the global traffic
conditions in the network calls for comprehensive control of the mtm on-ramps in
the aim of optimal utilization of the available infrastructure. By building queues
that do not exceed 200 veh on the mtm on-ramps, hierarchical control leads to a
47,8% improvement over the no-control case. The available storage capacity in
mtm intersections is sufficient to effectively and ultimately combat motorway
congestion for the network studied. Authorities often hesitate to introduce ramp
metering on mtm ramps but it is important to mention that without control of the
mtm ramps much bigger queues are built on them anyway. This means that the
introduction of ramp metering on mtm on-ramps actually manages to reduce
both the congestion and the length of the queues that are built.

By observing ALINEA and both open loop AMOC and Hierarchical
Control, some remarks were made. Local control with ALINEA as was employed
with set-values equal to the respective critical densities can be used at each ramp
as a stand-alone strategy without any kind of coordination. ALINEA maintains
the downstream traffic density around the set-point. Whenever traffic demand
received by an on-ramp exceeds the outflow calculated by the regulator, a queue
is formed at the on-ramp that may also be controlled by a maximum queue
constraint. When the queue reaches its maximum admissible value, motorway
congestion is created that travels upstream and activates local ramp metering at
the next upstream on-ramp as well and so forth, leading to a spreading of ramp
queues in reaction to the congestion that has formed. Thus, independent
(uncoordinated) application of ALINEA at each ramp (with limited storage space)
may ameliorate the traffic conditions (compared to no control) but cannot
eliminate the congestion forming queues at the on-ramps.

7.2 Recommendations

The results obtained by this study have lead to certain realizations and in
turn to suggestions for the future.

At first the point must be made that depending on the network and its
traffic conditions authorities have to take an important decision to implement
ramp metering on urban on-ramps and probably on mtm on-ramps as well.
Authorities are reluctant to use ramp metering on mtm on-ramps because it
usually is against the initial purpose of motorways to allow for free and without
restrictions flow of vehicles. Also, the users of motorways often do not like to
have restriction imposed on them. But the increased demand leads to degradation
of the infrastructure through congestions and long queue build-up which
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abolishes the initial purpose of the motorways anyway. Thus the implementation
of ramp metering, even on mtm ramps, actually is a step towards the initial
purpose of motorways. The public is certain to accept this kind of measures if the
improvement of the traffic conditions becomes apparent. Equity of the strategy is
another way to persuade the public to accept new measures. If the delays and the
deficiencies are the same for all, it will be easier to accept the imposed
regulations.

In the hierarchical control case the queues are built early in the simulation
time in anticipation of the future congestion due to AMOC's predictive control
nature and they are kept below the maximum admissible value in most cases.
However, the achievement of good results through the application of hierarchical
control requires accurate model, state estimates and disturbances prediction. The
efficiency of AMOC (and hence of the hierarchical control strategy) deteriorates
moderately but increasingly with increasing disturbance prediction errors or in
case of model-versus-reality mismatch. Moreover, AMOC (and hence the
hierarchical control strategy as a whole) is a rather complex code incorporating a
full macroscopic mathematical model of the traffic flow process as well as a
numerical solution algorithm for the addressed optimal control problem. Code
complexity, relatively intensive computations and the "black box" character of the
optimization procedure may be perceived as obstacles for ready and broad
application of the method.

In view of this discussion, it would be desireful to have a ramp metering
strategy that possesses the following features:

e It should coordinate local ramp metering actions in a suitable way so
as to avoid the pitfalls of uncoordinated ALINEA application.

e It should be simple and transparent, e.g. rule-based.

e [t should be reactive so that no external disturbance prediction is
needed.

e It should approach the efficiency of sophisticated optimal control.

e It should be generic (i.e. directly applicable to any motorway network)
without a need for cumbersome parameter calibration.

A control strategy possessing all mentioned features is under development;
the strategy was given the name HERO (HEuristic Ramp metering co-Ordination)
and future studies will further develop and test this strategy.
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