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Fast fault diagnosis for industrial processes applied to the reliable 
operation of robotic systems 

A. POULIEZOSt  and G. S. STAVRAKAKlSt 

Fault detection, identification and monitoring play a primary role in systems 
engineering. This also holds for advanced processes, such as robotic systems, with 
highest demands on reliability and safety. A method is presented lor fast fault 
detection and location, due to the data dewcighting in the identification procedure of 
the monitored process parameters and the iterative on-line calculation of the 
statistics of the fault detection scheme. This method has many advantages for 
microcomputer applicalions and guarantees a very early process fault detection. 
Application of the method to the fast fault detection of the dc motor actuators o f a  
robotic system is described. 

Notation 
Ni,  K m i ,  R,,  Li ( i =  1, 2, 3) are the gear ratio, the dc  torque constant, the 

armature resistance, the armature induc- 
tance of the dc-motors, respectively 
is the armature voltage (control input) of the 
ith dc-motor 
is the viscous friction coefficient of the ith dc- 
motor 
is the moment of inertia of the rotor of the ith 
dc-motor 
is the reflected shaft angular velocity 
is the 3 x 3 generalized inertial matrix which 
is symmetric and positive-definite 
is the 3 x 1 vector of the gravitational 
torques 
involves the centrifugal and the Coriolis 
torques (with h(q) = vector of gigj, i = 1,2,3, 
j = i ,  ..., 3) 
is the armature current of the ith joint 
actuator 
is the reflected electromagnetic torque of the 
ith joint actuator 
is the torque generated at the ith joint (re- 
flected load of the ith dc  motor) 

Received 8 February 1988. 
t Technical University of Crete, GR-731 00 Chania, Greece. 
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1234 A .  Pouliezos and C .  S. Sraurokakis 

1. Introduction 
Increasing demands on reliability and safety of industrial processes and their 

elements led to the development of methods for improving supervision and monitor- 
ing as part of the overall control of the process. This i s  also true for fine processes with 
highest demands on reliability and safety, e.g. robotic manipulators (see Nicosia and 
Tomei 1984, Tzabstas and Stavrakakis 1986, Paul 1981, Pouliezos er al. 1986). 

I n  the next sections, the elementary functions of process supervision are consi- 
dered, as they are given by Isermann (1984) and Geiger (1986). Figure I shows a block 
diagram for process supervision based on parameter estimation. 

The basis of thisclass of methods i s  the combination of theoretical modelling and 

coefficients Stage 2 

Statistical 

infornation Decision 

Fault 

Diagnosis 1 

F a d  t Fault Fault 

location size cause 

Decision an action to be adapted 

Figure I. Generalized structure of fault detection method based on parameter estimation and 
theoretical modelling. 
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Fast Joult diagnosis Jor robotic systems 1235 

parameter estimation of continuous-time models. A necessary requirement of this 
procedure is, however, the existence of the inverse relationship p =  F-'(0) when the 
relationship between the model parameters 0 ,  and the physical process coefficients p,, 
0 =f (p)  is well determined. Therefore, it may be restricted to well-defined processes 
(see lsermann 1984). In the case of the robotic systems studied in this paper, the dc 
motor or hydraulic actuators are well-defined processes and theoretical models can be 
found in almost all the robot systems control literature (Nicosia and Tomei 1984, 
Tzafestas and Stavrakakis 1986, Paul 1981, Pouliezos et 01. 1986). 

A fault is to be understood here as a non-permitted deviation of a physical 
parameter from the nominal value, which leads to the inability to fulfill the intended 
purpose. After the efect of a fault is known, a decision on the action to be taken can be 
made. If  the evaluated fault is tolerable, the operation may continue and if it is 
conditionally tolerable a change of operation has to be applied. However, if the fault is 
not tolerable, the operation must be stopped immediately and the fault eliminated. If a 
process fault appears, it has to be detected as early as possible. 

When the physical process coefficients p, which indicate process faults, are not 
directly measurable, an attempt can be made to determine their changes via the 
changes in the process model parameters 0 (see Fig. 1 and lsermann 1984). The 
estimation of the model parameters tli can result from the measurements of the signals 
At) and u(t), the process equation (derived by theoretical modelling) for the 
measurable input and output variables y(t) = J(u(r), 0) and modern estimation 
theory. 

A common occurrence is that data are received sequentially over time. Therefore, 
improved recursive discrete-time estimation techniques should be applied for better 
parameter estimation performance. 

After parameter estimation (stage I) and calculation of the physical process 
coefficients p(k) (stage 2), follows the fault identification procedure (stage 3). By fault 
detection is meant the algorithm for estimating no-fault and faulty case statistics of the 
monitored parameters in order to detect the exact instant of the fault occurrence and 
the size of the fault. In this paper a method to calculate iteratively the exact sample 
correlation for sequentially received data is given and proved. 

These improved estimation and fault detection methods permit very early process 
fault detection for general on-line microcomputer applications. The methods and 
applications for fault detection and location for the dc motor actuators of robot 
systems are described and simulation results are given. 

2. Dynamic models for the MRAC robotic manipulator 
Many resulls on the control of robotic manipulators have been derived and widely 

disseminated. Among the control algorithms developed, the so-called model reference 
adaptive control ( M  RAC) approachseems to provide a robust method for the control 
of processes with variable parameters, and/or unknown parts. The MRAC model 
assures convergence to suitable reference models for a class of processes, one of which 
is the manipulator. 

Nicosia and Tomei (1984) use the complete non-linear time-varying model 
including all second-order terms, resulting from a generalized application of langran- 
gian dynamics, to derive a robust MRAC algorithm for the manipulator based on 
Popov's hyperstability theory. In their paper, the dc-motor actuator dynamics are 
neglected resulting in sudden fluctuations lor the derived control torques. 
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1236 A. Pouliezos and G. S. Staurakokis 

Tzafestas and Stavrakakis (1986) extended this original approach by introducing 
the dc-motor dynamics with some improvement concerning the on-line calculation of 
the controlled parameters. The results can be compared with those obtained by 
Nicosia and Tomei (1984). I t  is easy to see that if the dc-motor dynamics are taken 
into account for the control voltage calculation, the control voltage is smooth and 
easier to apply in practice than the control torque proposed by Nicosia and Tomei 
(1984). The global dynamic model of a 3-DOF (degrees of freedom) robotic 
manipulator is derived based on the lagrangian approach and the dynamic equations 
for the armature circuit and the mechanics of the dc-motor actuators. These equations 
have the following form (see Fig. 2) 

with 

KRL = diag [t]. N = diag [Ni l  

R = diag [pi] 

J, = diag [J,,], i = I ,  2,3 

G(q) = C A M  + J,N21-' 

The M R A C  algorithm which provides a robust trajectory for robots using dc- 
motor actuator dynamics is fully presented by Tzafestas and Stavrakakis (1986). 
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Fast fault diagnosis for robotic systems 1237 

The value of the dc-motor constants play an important role for the calculation of 
the control law at any instant. On  the other hand, the correct operation of the whole 
robot depends strongly on the correct operation of the dc-motor actuators, i.e. on the 
conservation of their physical properties (parameters) during operation. Thus, sudden 
changes, modelled as faults, in the process parameters may lead to degradation of 
performance and even to instability. Sudden changes of the physical parameters ofthe 
actuators must, therefore, be automatically monitored in order to achieve a reliable 
and safe operation of the manipulator. 

Figure 2. Geometry of the three-link manipulator under study. 

3. Fast fault monitoring for the dc-motor actuators of a robot 
The MRAC robotic system described in the previous section must be supervised 

automatically. The first stage of this supervision (see Fig. 1 )  consists of the detection of 
changes (faults) in the dc motor actuators based on theoretically derived motor 
models and parameter estimation. After the effect of the fault is known, a decision on 
the action to be taken can be made. 

In many cases, the following variables may be assumed to be given: 

(a) measurements of the input y ( t )  and the output u(r) of the process; 

(b) more or less exact a priori information about the static and dynamic behaviour 
of the process. 
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1238 A. Pouliezos and C. S. Staurakakis 

3.1. Mathematical model for the dc-motor actuator 
The dynamic model for the dc-motor actuator is given analytically in Appendix A. 

Define 

uT(t) = C W )  T~i ( f ) l ,  Ht) = [id[) W ) I T  

Then the modcl ( A , )  of Appendix A can be formulated as a continuous-time multi- 
input multi-output (MIMO) system of two ( r  = 2) differential equations, for the actuator 
of each link; that is 

where 

A , = O E R ~ " ~ ,  Ao= 

Define 

that is 

OT = [B, 0, 8, 0 0, B,] E R6 

Then, if measurements of )(r) and u(r) are available, (2) leads to 

41) = yU'(r) - Y(t)O 

with 

3.2. Process paramerer estimation using data deweighring 
In this stage, measurements of the input and output signals are considered to be 

available at discrete times r = kTo, k = 1,2, .... N with To the sampling time. This 
means that measurements of ij(k), wi(k). &(k), TL,(k), k = 0, 1, ..., N are available. 

In the present case of the 3-DOF MRAC robot these measurements are obtained 
through simulation (numerical integration) of the complete robot model (I), where 
the input voltage V(t) is determined via the control algorithm proposed by Tzafestas 
and Stavrakakis (1986) in order to follow the desired trajectories. 

The parameter estimation requires the first-order time derivatives of the noisy 
output signal y(t). These derivatives can be calculated from the sampled measure- 
ments y(k) using numerical differentiation. The simplest way is to replace the 
derivatives by the corresponding (backward) differences. To reduce the influence of 
the noise interpolation formulae, interpolation by third-order polynomials or  Newton 
interpolation can be used. For calculating higher order derivatives, the use of state 
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Fast Jauir diagnosis for robotic systems 1239 

variable filtering is recommended (Isermann 1984, Geiger 1986). Suitable parameter 
estimation algorithms and their conditions for closed-loop applications are treated by 
lsermann (1982). 

In almost all practical estimation problems, data are received sequentially over 
time. As each new group of data is received, it is used iteratively to improve the 
estimate of the unknown parameters p. 

The outstanding numerical properties of the recursive discrete 'square-root 
filtering (DSF) and the classical RLS, provides a practical method for the detection of 
process parameter changes (Geiger 1986). However, if the iterative estimation process 
is carried out over a sufficient number of steps, one finds that the estimation error 
covariance matrix has decreased to very small values due to the repeated addition of a 
non-negative term to its inverse (Isermann 1982). This in turn causes the value of the 
estimator gain to become small. 

This means that the corrections made to the parameter vector p, in order to 
determine pk+ , , become small independent of what new or  surprising information 
may be contained in the latest measurements. In order to prevent the recursive 
estimator from failing to respond adequately to new data, some form of data 
deweighting is often used. 

The weighted least-squares method suggests that this can be realized by minimiz- 
ing weighted estimation error squares. This leads to an exponential forgetting 
memory and the well-known RLS method with forgetting factor (see lsermann 1982). 

These concepts can be extended to the DSF method described by Geiger (1986) 
through a lemma proved in Appendix B. These two methods are applied to the fast 
detection of the parameter changes of the de motor robot actuators. 

Let us define the error equation for MIMO-continuous time systems, formulated 
by a set of r-differential equations, as 

with process input and output vectors u ( t )  E Rp and f i t )  E R', respectively, and 
parameter matrices A, E R'X'and B, E K X p , p $  r. Observing the MIMO-system over 
k samples and storing the measurement vectors and matrices obtained from the 
continuous time system at discrete times, leads to 

with 
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A. Poulieios and G. S. Staurakukis 

where 0 is null vector E R', q = 1.2, ..., k 

and E R' is the jth row vector of the matrix A,,  (h i )T  E RP is the jth row vector of 
thematrix B , and i=O, I  ,..., n , j = 1 , 2  ,..., r ,n t=O,I  ,..., m. 

The process pararneters O in (5), that is all the elements of the matrices of the 
MIMO-system (4), can be estimated if they are not constant but slowly time-varying 
by minimizing the weighted squares euclidean norm 

with 

[E,(k)lT s [&(l)eT(I) ... c(k - l)eT(k - 1) &(k)eT(k)] 

D,(k) = [@, (k )  Y:"l(k)] 

[Y,("'(k)IT = [&(I) [y'"'(l)IT ... ~(k ) [~ ' " ' ( k ) ]~ ]  

The choice of 

leads to an exponential forgetting memory. The forgetting factor i. is a constant, and it 
has to be chosen within 0.95 6 i. < 0.995 for most cases (see lsermann 1982). 

Lemma 3.2 
The data deweighting discrete square root filter (D-DSF) estimator of the slowly 

time-varying pararneters 0 of the MIMO-system (4) can be given in a recursive 
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Fasr fault diagnosisfor robotic systems 

manner by the following algorithm: 

(a) Start with DJO) = 0, which is the null (rl + I) x (rl + I) matrix. 

Fork=O. 1 ,2  ,..., N ,... 

(b) Find an orthogonal transformation matrix T(k + I) such that 

where DJk + I) E R"" I '  ""'tl' is an upper triangular matrix. The matrix z(k + I) is 
defined as 

z(k + I )  = [Y(k + I) yl"'(k + I)] E R""l+l' (8) 

and it is the new group of data. The matrix triangularization required in this step can 
be accomplished directly by one of the two most promising algorithms, Householder 
transformation and modified Gram-Schmidt (MGS) orthogonalization (see 
Kaminski er 01. 1971). 

(c) The upper diagonal D,(k + 1) matrix is partitioned as 

where D,,(k + 1) E R'IX'', DoE(k + I) E R'IX1, DEa E R and 0 is an r1 null vector 
The minimization of(6) leads to the following estimator of O 

and the minimum value of V(k + I) is given by the value of DEE(k + I ) ,  for 
k = l , 2  ,..., N ,.... 

(d) G o  back to step (b) and continue the procedure as new data is available. 

Choosing the appropriate T may be interpreted as 'compressing' the deweighting 
data matrix D,(k) into the upper triangular matrix D.(k). 

3.3. Calculation of the process physical coeficienrs 
The physical process coefficients of the simulated robot dc-motor actuators were 

selected to be 

The relationship between process model parameters and physical process coeffi- 
cients p is given by 
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Fast fault diagnosis for robotic systems 1243 

Each hypothesis Hi can be associated with a gaussian conditional density function, 
where p(Hi) and 02(Hi)  denote conditional mean and variance for hypothesis Hi. 
Therefore, the non-error case is described by p(Ho), 02(Ho), whereas p(Hi), a2(Hi) ,  
1 < i < m, describe a fault of type i. 

When the no-fault mean and variance are not known, i.e. the values for the 
parameters are not known a priori, an estimation algorithm of p(Ho) and 02(Ho) is 
needed. 

The output of the fault identification stage is a fault vector 

F = [i jri(Hi) Ci(Hi)lT, I < i c m (13) 

where i represents the type of error, characterized by p(Hi) and Ci(Hi). The fault 
detection and localization is possible by computing the logarithmic likelihood ratios. 
The algorithm used here for estimating the nonerror statistics and the fault detection 
and localization is described by Geiger (1986), where a common window technique is 
used in order to calculate the relevant statistics of the fault occurrence. However, the 
procedure employed is non-iterative and this greatly increases computational time. In 
the present method, the relevant statistics are calculated iteratively using the following 
formulae (see Pouliezos 1980). 

(i) For the non-error case, Ho 

I 
( a )  &(k) = i[(k - l)jri(k - I) + @,(k)], i = I, ..., m, k = I, ..., N, (14) 

The algorithm is initialized by & ( I )  = ~ ~ ( 1 ) .  

k - 2 -  1 .  
(b) 32(k) = -o?(k- I) + -(pi(k) -&(k  - I ) ) '  i= I, ..., m, k = 2, ..., N, 

k-  l k 

The algorithm is self-initialized by 

of (2) = +(Pi(l) - Pi(2))' 

The sample size, N,, is chosen so that an accurate estimate for the above statistics is 
obtained. 

(ii) For the error-case, Hi, i =  I, ..., m, three quantities are needed. 

(a) Window mean 

where yi(k) = P,(k - N,) - Pi(k), i = I, ..., m. 

(b) Window variance 
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1244 A. Pouliezos and G. S. Sraurakakis 

1 
x [ 2 1 j ( k ) ~ ~ k -  I) - -y:(k) -M(k-  N.) +):(k)]. i =  I .  . .  m 

N. 
(16) 

X [fi:(k - N,.) - $(k) - ZF,y,(k)], i =  I, ..., m (17) 

The proof of this last recursion is given in Appendix C. 
These three iterative schemes need a starting window of N, sample values 6; in 

order to be initialized. The window size, N,, is chosen so that reasonable rates for 
missed alarms and false detections are achieved. The advantage of using a moving 
window of sample parameter values pi(k), i =  I. ..., n~ is in the improved speed of 
detection. This is oRset, however, by an increasing false detection rate. 

A fault in the ith parameter is declared at time k, if the quantity 

exceeds a predetermined threshold in M consecutive time instants. The threshold 
value and M may be chosen by simulation runs. Alternatively the comparable 
quantity may be 

with the threshold value modified accordingly 

5. Simulation results 
The physical process coefficients of the simulated dc-motor robotic actuator are 

These values are in the range of the coefficients for dc-motor drives found in the 
literature. The proposed method was simulated on an IBM-PC microcomputer. The 
required derivatives for the model equations (see Appendix A) were calculated using a 
third-order backward lormula 

where h is the sampling interval. In the simulation, h=0.0005 s. The non-error 
statistics are calculated using N, = 300 samples, whereas the detection window was 
N, = 50. The first parameter estimate to be used by the detection procedure was taken 
at time k = 70. giving a large initial sample. The threshold value was 11.20 and 
M =  10. 

Simulation tests were run for both estimation methods. The results are shown 
graphically in Fig. 3. In  plot PI the performance of the controller is seen in normal 
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Fasr Jault diagnosis Jor roboric systems 1245 

(no-fault) conditions. In plot P2 the same controller is graphed under fault conditions 
(a simulated rise in the motor resistance value from 1.04R to 1.09 R at t = 130). 
Clearly a method for detecting such changes is necessary, since the system output 
(actual angle) is diverging away from the input (desired) angle. 

In plots P3(A)-(E), the output of the least-squares estimator using a forgetting 
factor matrix B=diag  {I, I, I, 1, 1, I }  is shown. The actual parameter values are 
shown by the dotted line. The performance of the estimator is not satisfactory in this 
case, at least for the resistance and the inductance parameters. This may be explained 
by the fact that the estimator has infinite memory, so that data from the no-fault 
history influence the estimator. 

PI. Absolute dilTerence 01 (desired-actual angle), no fault. 

0.00000 3 0 50 100 150 200 250 300 350 

TIME (rnsec) 
PZ. Absolute dilference ol(desired-actual angle), fault at r = 130. 
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A. Pouliezos and C. S.  Sraurakakis 

P3 ( A ) - ( E )  Motor characteristics, fault at I = 130.//=(1.1). 
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P4 (A)-(E) Motor characteristic fault al 1 = 130,ff= (0.95, 0.99) 
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P5 (A). ( B )  Maximum value or likelihood function and its parameter index, fault at r = 130. 
JJ=(l . l ) .  
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A.  Pouliezos and G. S. Sfaurakakis 

P6 (A) ,  ( 6 )  Maximum value of likelihood function and its parameter index, fault at 1 = 130. 
f f= (0.95.0.99). 

Figure 3. 
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1254 A. Pouliezos and (2. S. Stavrakakis 

believed that due to thie recurslive nature of all the calculations, the proposed method 
is fast enough for on-line implementation. 

(iii) Further work is necessary on an actual robot in order to fully test the 
proposed mechanism. Possibly reorganization following detection and estimation is 
also an area for further research. 

Appendix A 
The dynamic equations for the armature circuit and the mechanics of a dc motor 

lead to the state-space representation for the actuator of the link i of the robot 

where V, is the calculated control voltage from the MRAC controller and TLi is the 
corresponding torque generated at the ith joint. 

Appendix B 
By observing the MIMO-linear continuous-time system (4) over k  2 1 samples, the 

following discrete time set of k  weighted equations is obtained 

The weighted square:s norm to be minimized is given by (6) 

K(.) = llEe(k) l l  = IIDe(k)o* l l  
where 

The basic idea of the discrete square root filtering applied here is as follows. Given 

De(k)0* = Ee(k)  

find an orthogonal transformation T ( k )  t R~'"" such that 

where Du(k)  is uppel- triangular, or equivalently, find Du(k)  and E' = ( k )  = T ( k ) E e ( k )  
directly. 
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Fizst fault diagnosis for robotic systems 1255 

This transformation does not change the cost function, i.e. 

Equation (B 3) leads to the estimator of 8 given by (10). For details see Geiger (1986) 
and Kaminski et al. (1971). Consider the data at the instant k + 1. If the data 
weighting procedure defined by (6) and (6 a) is considered, the system observation (4) 
at the instant k + 1 becoimes 

By multiplying both sides of (B II) and (B 5) b,y 1, the following set of k + 1 weighted 
equations is obtained 

Ake( 1) = lky(n)(l) - AkY(1)8 1 

From (B I), (B 3), (B 6), 6 and 8, it follows that 

Proposition 
Finding an orthogonal transformation T(li + 1) E R(k+ ' I r  ( k +  l)r , k 3 1, such that 

is equivalent to finding an orthogonal transforimation T(k + 1) E R[.('+ ')+ 'I [.(' + 'It l1 

such that 
r l + l  
A 

where z(k + 1) is the (k -t- 1)th group of data matrix, defined by (8). 

Proof 
The Householder and MGS triangularization algorithms have the property that 

given AER(" +') ', then 

where T is an orthogonal transformation. In addition, from (B 8), using (B 7), and the 
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1256 A. Pouliezos and C. S. Staurakakis 

property ( B  9) it follows that 

r ).D.(k) 

Thus the D-DSF algorithm of Lemma 3.2 can be derived. This implies also that the 
data matrix to be 'compressed' by the triangularization algorithm at  any instant k > I 
has constant dimension, depending on the number of parameters to be estimated and 
the order r of the physical process vector y(c) and it is independent of the sampling 
instant k .  0 

Appendix C 
The quantity + f ( k )  is given by 

This is the same as 

I .  
= $ ( k  - 1) - -[p'(k - N,.) - $ ( k )  - 2Fin(k)]  

N ,  

wherc y , ( k )  = p,(k - N,.) - f i , ( k ) .  
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