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Fast fault diagnosis for industrial processes applied to the reliable

operation of robotic systems

A. POULIEZOSYt and G. S. STAVRAKAKI5%

Fault detection, identification and monitoring play a primary role in systems
engineering. This also holds for advanced processes, such as robotic systems, with
highest demands on reliability and safety. A method is presented for fast fault
detection and location, due to the data dewcighting in the identification procedure of
the monitored process parameters and the iterative on-line calculation of the
statistics of the fault detection scheme. This method has many advantages for
microcomputer applications and guarantees a very early process fault detection.
Application of the method 1o the last fault detection of the dc motor actuators of a

robotic system is described.

Notation
Niv Krm', RI! Li (E= ly 2! 3}

;= Ny = Ny
Alq)

I'(q)

D(q)i(q)

i(1)
Ti(1) = K N;il1)

Tul) = T(t) = J i N — pi N0

are the gear ratio, the dc torque constant, the
armature resistance, the armature induc-
tance of the dc-motors, respectively

is the armature voltage {control input) of the
ith dc-motor

is the viscous friction coefficient of the ith de-
motor

is the moment of inertia of the rotor of the ith
dc-motor

is the reflected shaft angular velocity

is the 3 x 3 generalized inertial matrix which
is symmetric and positive-definite

is the 3 x1 vector of the gravitational
torques

involves the centrifugal and the Coriolis
torques (with h(g) = vector of §;4;,i=1,2,3,
=i ... 3)

is the armature current of the jth joint
actuator

1s the reflected electromagnetic torque of the
ith joint actuator

is the torque generated at the jth joint (re-
flected load of the ith dc motor)
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i. Introduction

Increasing demands on reliability and safety of industrial processes and their
clements led to the development of methods for improving supervision and monitor-
ing as part of the overall control of the process. This is also true for fine processes with
highest demands on reliability and safety, e.g. robotic manipulators {see Nicosia and
Tomei 1984, Tzafestas and Stavrakakis 1986, Paul 1981, Pouliezos er al. 1986).

In the next sections, the elementary functions of process supervision are consi-
dered, as they are given by [sermann (1984) and Geiger (1986). Figure 1 shows a bloek
diagram for process supervision based on parameter estimation.

The basis of this class of methods is the combination of theoretical modelling and
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Figure 1. Generalized structure of fault detection method based on parameter estimation and
theoretical modelling.
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parameter estimation of continuous-lime models. A necessary requirement of this
procedure is, however, the existence of the inverse relationship p = F~' () when the
relationship between the model parameters 8, and the physical process coefficients p,
8= f(p) is well determined. Therefore, it may be restricted to well-defined processes
(see Isermann 1984). In the case of the robotic systems studied in this paper, the dc
motor or hydraulic actuators are well-defined processes and theoretical models can be
found in almost all the robot systems control literature (Nicosia and Tomei 1984,
Tzafestas and Stavrakakis 1986, Paul 1981, Pouliezos er al. 1986).

A fault is to be understood here as a non-permitted deviation of a physical
parameter from the nominal value, which leads to the inability to fulfill the intended
purpose, After the effect of a fault is known, a decision on the action to be taken can be
made. If the evaluated fault is tolerable, the operation may continue and if it is
conditionally tolerable a change of operation has to be applied. However, if the fault is
not tolerable, the operation must be stopped immediately and the fault eliminated. If a
process fault appears, it has to be detected as early as possible.

When the physical process coefficients p, which indicate process faults, are not
directly measurable, an attempt can be made to determine their changes via the
changes in the process model parameters @ (see Fig. 1 and Isermann 1984). The
estimation of the model parameters 6, can result from the measurements of the signals
W) and u(z), the process equation (derived by theoretical modelling) for the
measurable input and output variables y(f) = f(u(1),#) and modern estimation
theory.

A common occurrence is that data are received sequentially over time. Therefore,
improved recursive discrete-time estimation techniques should be applied for better
parameter estimation performance. ‘

After parameter estimation (stage 1) and calculation of the physical process
cocfficients p(k) (stage 2), follows the fault identification procedure (stage 3). By fault
detection is meant the algorithm for estimating no-fault and faulty case statistics of the
monitored parameters in order to detect the exact instant of the fault occurrence and
the size of the fauit. In this paper a method to calculate iteratively the exact sample
correlation for sequentially received data is given and proved.

These improved estimation and fault detection methods permit very early process
fault detection for general on-line microcomputer applications. The methods and
applications for fault detection and location for the dc motor actuators of robot
systems are described and simulation results are given.

2. Dynamic models for the MRAC robeotic manipulator

Many resulis on the control of robotic manipulators have been derived and widely
disseminated. Among the control algorithms developed, the so-called model reference
adaptive control (MRAC) approach seems to provide a robust method for the control
of processes with variable parameters, and/or unknown parts. The MRAC model
assures convergence to suitable reference models for a class of processes, one of which
is the manipulator.

Nicosia and Tomei (1984) use the complete non-linear time-varying model
including all second-order terms, resulting from a generalized application of langran-
gian dynamics, to derive a robust MRAC algorithm for the manipulator based on
Popov's hyperstability theory. In their paper, the dc-motor actuator dynamics are
neglected resulting in sudden fluctuations for the derived conirol torques.
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Tzafestas and Stavrakakis (1986) extended this original approach by introducing
the de-motor dynamics with some improvement concerning the on-line calculation of
the controlled parameters. The results can be compared with those obtained by
Nicosia and Tomei (1984). It is easy to see that if the dc-motor dynamics are taken
into account for the control voltage calculation, the control voltage is smooth and
easier to apply in practice than the control torque proposed by Nicosia and Tomei
{1984). The global dynamic model of a 3-DOF (degrees of freedom) robotic
manipulator is derived based on the lagrangian approach and the dynamic equations
for the armature circuit and the mechanics of the dc-motor actuators. These equations
have the following form (see Fig. 2)

T
l:‘“] = —GHP{CHh*(w, T} —THP} + GXq)SV (n
where
g (=1, () g0} q;5(1)]
HUEILAUERAUERAG)
w'=[4, ¢ §i)
K 0
Gt(q)zr mN iIERﬁxﬁ
| 0 Glg)
C*aq) = (o ! (K"'”)dlx“jl g ROx12
| D(g) RN? —1I
[ h(w) .
Mw, T)=] w |eR'?, THp= I: :IE R®
I'(q)
. T
§— __(Kmh‘)-leL} e Rﬁx:‘
| 0
with
. Kmi 2 Ni 2
K. =diag {(__)L,(_)}
. R .
Kg =diag f]’ N =diag [N;]
R =diag {p:]
. -_Kﬂll'Ni
K, =diag L :l

Jo=diag{J.1, =1,2,3
G(q) = [4(q) + J,N?]"!

The MRAC algorithm which provides a robust trajectory for robots using dc-
motor actuator dynamics is fully presented by Tzafestas and Stavrakakis (1986).
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The value of the dc-motor constants play an important role for the calculation of
the control law at any instant. On the other hand, the correct operation of the whole
robot depends strongly on the correct operation of the dc-motor actuators, i.e. on the
conservation of their physical properties (parameters) during operation. Thus, sudden
changes, modelled as faults, in the process parameters may lead to degradation of
performance and even to instability. Sudden changes of the physical parameters of the
actuators must, therefore, be automatically monitored in order to achieve a reliable
and safe operation of the manipulator.
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Figure 2. Geometry of the three-link manipulator under study.

3. Fast fault monitoring for the dc-motor actuators of a robot

The MRAC robotic system described in the previous section must be supervised
automatically. The first stage of this supervision (see Fig. 1) consists of the detection of
changes (faults) in the dc motor actuators based on theoretically derived motor
models and parameter estimation. After the effect of the lault is known, a decision on
the action to be taken can be made.

In many cases, the lollowing variables may be assumed to be given:

{a) measurements of the input y(¢) and the output u(r) of the process;

{b) more or less exact a priori information about the static and dynamic behaviour
of the process.
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3.1. Mathematical model for the dc-motor actuator

The dynamic model for the dc-motor actuator is given analylically in Appendix A,
Define

W) =[V() Tu0], H)=[i() o]

Then the model {A4,) of Appendix A can be formulated as a continuous-time multi-
input multi-output (MIMO) system of two (r = 2) differential equations, for the actuator
of each link; that is

YWD + Ay () + Ao n(8) = Bou(t) (2)
where
LI LR
A, =0eR*** Ay= L b , By= .
_ Kai bi 0 1
J N mi Ji(N)?
Define
01=%’, osz"’*j‘N‘, 0,=Li£, 04=_Ji";i
; 1
msz %= 7N
that is

0"=[60, 6, 6, 0, 6; 8,JeRS
Then, if measurements of {1} and u(1) are available, (2) leads to

e(t) =y (1) — ()0

%Oz[—fU)udﬂ 0 O}Rhﬁ

with

0 0 =y u(0)

3.2. Process parameter estimation using data deweighting

In this stage, measurements of the input and output signats are considered to be
available at discrete times r=kT,, k=1, 2,..., N with T, the sampling time. This
means that measurements of i;(k), w(k), Vi(k), T, (k). k=0, 1,..., N are available.

In the present case of the 3-DOF MRAC robot these measurements are obtained
through simulation {(numerical integration) of the complete robot model (1), where
the input voltage V(¢) is determined via the control algorithm proposed by Tzalestas
and Stavrakakis (1986) in order 1o follow the desired trajectories.

The parameter estimation requires the first-order time derivatives of the noisy
output signal y(¢). These derivatives can be calculated from the sampled measure-
ments (k) using numerical diflerentiation. The simplest way is to replace the
derivatives by the corresponding (backward) differences. To reduce the influence of
the noise interpolation formulae, interpolation by third-order polynomials or Newton
interpolation can be used. For calculating higher order derivatives, the use of state
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variable filtering is recommended (Isermann 1984, Geiger 1986). Suitable parameter
estimation algorithms and their conditions for closed-loop applications are treated by
Isermann (1982). :

In almost all practical estimation problems, data are received sequentially over
time. As each new group of data is received, it i1s used iteratively to improve the
estimate of the unknown parameters p.

The outstanding numerical properties of the recursive discrete ‘square-root
filtering (DSF) and the classical RLS, provides a practical method for the detection of
process parameter changes (Geiger 1986). However, if the iterative estimation process
is carried out over a sufficient number of steps, one finds that the estimation error
covariance matrix has decreased to very small values due to the repeated addition of a
non-negative term to its inverse (Isermann 1982). This in turn causes the value of the
cstimator gain to become small.

This means that the corrections made to the parameter vector p, in order to
determine p,, ;, become small independent of what new or surprising information
may be contained in the latest measurements. In order to prevent the recursive
estimator from failing to respond adequately to new data, some form of data
deweighting is often used.

The weighted least-squares method suggesis that this can be realized by minimiz-
ing weighted estimation error squares. This leads 10 an exponential forgetting
memory and the well-known RLS method with forgetting factor (see [sermann 1982).

These concepts can be extended to the DSF method described by Geiger (1986)
through a lemma proved in Appendix B. These two methods are applied to the last
detection of the parameter changes of the dc motor robot actuators.

Let us define the error equation for MIMO-continuous time systems, formulated
by a set of r-differential equations, as

e(t) = y"(1) + ,20 A YN — 20 B u™(1) 4

with process input and output vectors u(t) e R? and p(r) € R’, respectively, and
parameter matrices A;€ R"*"and B, € R"*%, p < r. Observing the MIMO-system over
k samples and storing the measurement vectors and matrices obtained from the
continuous time system at discrete times, leads to

-0
E(K) = Y"(k) — B(k)0 = D(k)|: 1 } (5)

with

D(k)=[®(k) Y"'(k)]e R >+ 1

ET(k)y=[e"(1) ... eT(k}]eR™
[Y®wRIT =M™"(01° ... D™(k]"1eRY
W(1)
®k)=| : [eR"™" I=(n+1}r+(m+1)p

(k)
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[P 0 ... 0 0 1
Y¥(q) = 0 DO | 7 1)) L 0 e R
0 0 e AT ]

where 0 is nuil vectore RY, g=1,2, ..., k

Y] =[] -0Vl ... —-D"(@])"
[u(g)]" ["@]" ... [W™(g)] ]eR
g=12..k%
Ov=[67 67 .. 6']eR"
07 =0af)T ... (@)™ (bY)" .. (bL)TIeR’
j=1,2,..,r

and (af)" € R" is the jth row vector of the matrix 4;, (b4)T € R” is the jth row vector of
the matrix B, and i=0,},..,n,j=1,2,..,r,w=0,1,....m

The process parameters & in (5), that is all the elements of the matrices of the
MIMOQ-system (4), can be estimated if they are not constant but slowly time-varying
by minimizing the weighted squares euclidean norm

. -0
Il;(k) = ||E,(k)||2 = lgl Cz(i)eT(i)e(I') = De(k)[ 1 ] (6)

with
[E())"=[e(De'() ... etk—1e"(k=1) e(k)eT(k)]

D.(k) =[®.(k) Y)(k)]
s 1)W(1)

D (k) =
#(K)W(K)

[YMRT =D [y™(IT ... ek [y (k)]"]
The choice of
(i) = i%0 0<i<l (6 a)

leads to an exponential forgetting memory. The forgetting factor 2 is a constant, and it
has to be chosen within 0-95 < A < 0-995 for most cases (see Isermann 1982).

Lemma 3.2

The data deweighting discrete square root fiiter {D-DSF) estimator of the slowly
time-varying parameters ) of the MIMO-system (4} can be given in a recursive
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manner by the following algorithm:
{a) Start with D,(0) =0, which is the null (vl + 1} x (rl + 1) matrix.
Fork=0,1,2,....N,...

(b} Find an orthogonal transformation matrix T(k + 1) such that

i+

—M
I:}.D,,(k ] I:D,(k-q- 1)]},”1
Tik+ 1) ===~ = (7)
2k+1) 0 }r

where D (k 4 1) ¢ R¥* 1%+ 1) js ap upper triangular matrix. The matrix z(k + 1) is
defined as
Zhk+ 1} =[Wk+1) YW(k+HleR¢*D (8

and it is the new group of data. The matrix triangularization required in this step can
be accomplished directly by one of the two most promising algorithms, Householder
transformation and modified Gram-Schmidt (MGS) orthogonalization (sece
Kaminski er al. 1971).

{¢) The upper diagonal D, {k + 1) matrix is partitioned as

Du(k+ 1) = Dok + 1) Dgglk+ 1) 9)
- - 0 Deelk + 1)

where Dgg(k + 1) e R™*™, Dpe(k + 1) € R"*1, Dge € R and 0 is an #l null vector.
The minimization of {6) leads to the following estimator of

Bk +1)=Dgl(k + 1)Dye(k + 1) (10)
and the minimum value of ¥(k+ 1) is given by the value of Dgg(k+ 1), for
=12,.,N,....

{d) Go back to step (b) and continue the procedure as new data is available,

Choosing the appropriate T may be interpreted as ‘compressing’ the deweighting
data matrix Dg(k) into the upper triangular matrix D, (k).

3.3. Calculation of the process physical coefficients
The physical process coefficients of the simulated robot dc-motor actuators were
selected to be
pi=R Pa=1Jmi Vou=12V
pa=L Ps=ni
pa=K, N;=064
The relationship between process model parameters and physical process coeffi-
cients p is given by
0,

= — 11
" 9, {(114a)
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P2=G—3 (11b)
Nip3=g—j (11¢)
N?p4——££—34 (114d)
Ni2p5=—% (11f)

The case of a fault occurrence into the gear box is considered as an event with
probability 0. Under this consideration the relations (11 @)—(11f} hold for the
physical process coefficients. However, the case of a fault in the gear box, ie.
modification of the no-fault value of the gear ratio can be detected via the fault
occurrence or not in the parameters p;, ps, ps of the fourth stage.

The physical process coefficient vector p is used in stage 3 of the on-line fault
identification method as input data.

4. Fault detection and identification for the robot dc-motor actuator

Fault detection and identification involves the decision that a fault has occurred
(fault diagnosis), the localization of the fault and its cause and the estimation of the
fault size.

After calculation of the physical process coefficients p(k) in stage 2, let us consider
pk) as a gaussian vector with its components statistically independent and its
realizations p(f) and p(j) in the different sample instants i < > j statisticaily independ-
ent. It is assumed that the mean vector u(k) = E[p(k)] and the covariance matrix

C(k} = E[[p(k) — p(k)I[p(k) — u(K)]"]
are invariant for the non-error case, i.e.
wk) =[p, ... j,]" constant
Cik) = diag {{(§,)?, ..., (5.,)? }: constant

Under these conditions the joint probability density function over N samples is
defined as

N
Sp(D), ..., p(N)) = ];[lf(p(f)} (12)

A fault is defined by a significant deviation of the mean y; and/or variance of (g;)? of
pi(k), the ith component of p(k), from the non-error value j;, (5,)%. Moreover, it is
assumed that only one fauit may occur at a time,

This is a classical hypothesis test problem and can be handled by the formulation
of (m + t) hypotheses H;, 0 < i< m, where m =5 in the case of the dc-motor of each
robot joint actuator.

no fault in the mean and/or the variance of p (i=0)

Hi=< fault of type i (significant deviation of mean and/or

variance of p;), l <i<m,
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Each hypothesis H; can be associated with a gaussian conditional density function,
where y(H;} and ¢*(H,) denote conditional mean and variance for hypothesis H;,
Therefore, the non-error case is described by u(H,), a*(H,), whereas i H,), ¢*(H,),
1 < i< m, describe a fault of type i.

When the no-fault mean and variance are not known, ie. the values for the
parameters are not known a priori, an estimation algorithm of u(H,) and ¢?(H,) is
needed.

The output of the fault identification stage is a fault vector

F=[i ad{H) &(H)), l1<i<m (13)
where i represents the type of error, characterized by p(H;} and &,(H;). The fault
detection and localization is possible by computing the logarithmic likelihood ratios.
The algorithm used here for estimating the non-error statistics and the fault detection
and localization is described by Geiger (1986), where a common window technique is
used in order to calculate the relevant statistics of the fault occurrence. However, the
procedure employed is non-iterative and this greatly increases computational time, [n
the present method, the relevant statistics are calculated iteratively using the following
formulae {see Pouliezos 1980).

{i) For the non-error case, H,

1 .
{a) ﬁi(k)=E[(k— Dag;(k—=1)+p(k)), i=t....,m k=1,..,N, (14)
The algorithm is initialized by g,(1) = p,(1).

(b) &?{k):t:f&,?(k—1)+%(ﬁ,-(k)—;‘z,-(k—l))2 i=1,..,m k=2 ..N,

The algorithm is self-initialized by
512 =4(p(1) — p(2))*

The sample size, N,, is chosen so that an accurate estimate for the above statistics is
obtained.

(iiy For the error-case, H;, i =1, ..., m, three quantities are needed.
(a) Window mean

1 k

= X BU)
1
= fulk = 1) = 7= [Alk = N.)) — pilk)]
. t -
=A== gmplkh i=lom (15)

where y,(k) = p;(k — N} = p(k), i=1,...,m.
{b) Window variance

s 1 x P .

B=5- Y 5 o)

w j=k=Ny+1

&,?’(k—l)+NL

L2

I
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x [Zyi(k)[z,-(k— 1 —NLT:Z(‘") —pHk—N,) +ﬁ.‘2(k)], i=1..,m (16)
. 1 k
(c) 6% (k)= N Z [ﬁi(j}_l_li]z
w j=hk=Ny,+1
= k=1 - 5~
% [F(k = N.) = 7200 = 23,0001, i=1,.0,m (17)

The proof of this last recursion is given in Appendix C.

These three iterative schemes need a starting window of N, sample values p; in
order to be imtialized. The window size, N, is chosen so that reasonable rates for
missed alarms and false detections are achieved. The advantage of using a moving
window of sample parameter values p;(k), i=1,...,m is in the improved speed of
detection. This is offset, however, by an increasing false detection rate.

A fault in the ith parameter is declared at time k, if the quantity

CONER (3R
Ak =3 [&.-(k) 2‘“(&.-(10) ']

exceeds a predetermined threshold in M consecutive time instants. The threshold
value and M may be chosen by simulation runs. Alternatively the comparable

quantity may be
_al (3K
MO =5 (a.-(k))

with the threshold value modified accordingly.

5. Simulation results
The physical process coefficients of the simulated dc-motor robotic actuator are

R = 1040 J., = 000005 kgm?
L=0-0008% H p = 0-005 kgm?/s
K, =00224Vsirad N=064

These values are in the range of the coefficients for dc-motor drives found in the
literature. The proposed method was simulated on an IBM-PC microcomputer. The
required derivatives for the model equations (see Appendix A) were calculated using a
third-order backward formula

Fx0) = g5 (o =4/ + /2]

where h is the sampling interval. In the simulation, £=00005s. The non-error
statistics are calculated using N,, = 300 samples, whereas the detection window was
N, = 50. The first parameter estimate to be used by the detection procedure was taken
al time k=70, giving a large initial sample. The threshold value was 1120 and
M =10.

Simulation tests were run for both estimation methods. The results are shown
graphically in Fig, 3. In plot P1 the performance of the controtler is seen in normal
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{no-fault) conditions. In plot P2 the same controller is graphed under fault conditions
(a simulated rise in the motor resistance value from 1:04Q to 109 Q at ¢ =130).
Clearly a method for detecting such changes is necessary, since the system output
(actual angle) is diverging away from the input (desired) angle.

In plots P3{A4)—{E), the output of the least-squares estimator using a forgetting
factor matrix B=diag {1, 1,1, 1,1, 1} is shown. The actual parameter values are
shown by the dotted line. The performance of the estimator is not satisfactory in this
case, at least for the resistance and the inductance parameters. This may be ¢xplained
by the fact that the estimator has infinite memory, so that data from the no-fauit
history influence the estimator.

I
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In plots P4(A)—(E) the same ecstimator with a forgetting factor matrix B=
diag {095, 0:95, 095, 0-99, 099, 0-99} is used. The improvement is obvious. All est-
imates converge quite quickly to their respective true values. The exact estimated
values are shown, for both cases, in Table {.

R L K,.N J.N? pN?
True value 1-04 (1-09) 0-00089 1-4336 0-2048 20r48
No forgetting factor 1:3743 0011396 1-4424 02041 20-705
Forgetting factor 1-10 0-000896 1-4476 0-2038 20821

Table 1. Estimate values using least-squares estimate after 300 samples.

In plots P5{4), (B) the detection procedure is shown in terms of the value of
the likelihood functions of the various parameters. The two diagrams refer to the
maximum value attained at each time instant by the likelihood functions and the
parameter to which this maximum pertains. As expected, from the estimation results,
the absence of the forgetting factor results in a wrong identification of the failed
parameters, even though an alarm has correctly been sounded at t = 131. (The speed is
rather surprising.) This error is corrected by the introduction of the forgetting factor,
as seen in plots P6(A4), ( B).

The discrete square root method did not give satisfactory results in the case of
fault, irrespective of the value of the forgetting factor (scalar). The results are
summarized in Table 2. Further, the run-time of the second method was, in
comparison, much greater than the first one. Even though absolute measurements
have not much meaning, since the simulation tests were performed on an IBM-
compatible and no special attempt was made to optimize the programming, the first
method is to be preferred on grounds of speed.

R L K.N J.N? pN?
True value 1-04 (1-09) 000089 1-4336 0-2048 20r48
No-fault, no forgetting factor 1-0385 0-0009 1-4548 01645 2102
No-fault, forgetting factor (0-95) 10385 0-0009 1-4544 00433 2169
Fault, no forgetting factor 1:377 0014 —6154 —0-8683 —8842
Fault, forgetting factor (0-95) 1-09 0-00089 i-433 =0159 19-29

Table 2. Estimate vaiues using DSF algorithms after 30 samples.

6. Conclusions
In view of the simulation results the following are concluded.

{i) A fault detection mechanism is needed for the particular type of robot/
controller combination, if optimum performance is required at all times.

(i) A detection mechanism based on maximum likelihood estimation with
forgetting factor, making it essentially a moving window estimator, has been shown to
work quite satisfactorily, Even though only simulation tesis were performed, it is
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believed that due to the recursive nature of all the calculations, the proposed method
is fast enough for on-line implementation.

(iii) Further work is necessary on an actual robot in order to fully test the
proposed mechanism. Possibly reorganization following detection and estimation is
also an area for further research.

Appendix A
The dynamic equations for the armature circuit and the mechanics of a dc motor
lead to the state—space representation for the actuator of the link i of the robot

di; R; KN N l 0
dt L, L; i; L V(1)
= + (A1)
o || Ko (L o 1 |LTu
dt JmiNi ‘]mi JmiNi2

where V; is the calculated control voltage from the MRAC controller and Tj; is the
corresponding torque generated at the ith joint.

Appendix B
By observing the MIMO-linear continuous-time system (4) over k > [ samples, the
following discrete time set of k weighted equations is obtained

A lg(1) = A1y (1) — A 1g(1)0
Ak=2¢(2) = Jk=2ym(2) — k- 29(2)f

(B1)
Ale(k) = A%y™ (k) — A°F¥(k)O
The weighted squares norm to be minimized is given by (6)
V(i) = | E. (k)| = | D.(K)6*|* (B2)

where

0* = l:—lg:' e R(rl+1)’ D,(k) e Rkrx(r1+1)

The basic idea of the discrete square root filtering applied here is as follows. Given
D (k)8* = E (k)
find an orthogonal transformation T(k) € R¥ ** such that

ri+1

—
D, (k) Jpri+1
T(k)D, (k) = |-————— , TR'Tk) =1, k=L1+1,... (B3)
0 } kr~(rl+ 1)
where D, (k) is upper triangular, or equivalently, find D, (k) and E = (k) = T(k)E (k)
directly.
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This transformation does not change the cost function, i.e.
Vo(k) = | E(K)|? = I T(K) E (k) |* = | E.(k)||? (B4)

Equation (B 3) leads to the estimator of 8 given by (10). For details see Geiger (1986)
and Kaminski et al. (1971). Consider the data at the instant k+ 1. If the data
weighting procedure defined by (6) and (6 a) is considered, the system observation (4)
at the instant k + 1 becomes

A7 le(k+ 1) = A7 1y"(k) — A~ "¥(k)0 (B5)

By multiplying both sides of (B 1) and (B 5) by 4, the following set of k + 1 weighted
equations is obtained

Aee(1) = Ak y™(1) — A ¥(1)6
I le(2) = 2Ry (2) — 2 1W(2)9
- (B6)
Ae(k) = Ay (k) — 2P (k)0

e(k+1)=y"(k+1)—Y(k+ 1)
From (B 1), (B 3), (B 6), 6 and 8, it follows that

[ AE, (k) ] [me(k)}
EJk+1)=|-—""— = |- 6* =D, (k + 1)6*

z(k + 1)0* z(k+1)
Proposition
Finding an orthogonal transformation T(k + 1) € R¥*Vrx®*1r k> | such that
D, (k+1)

T(k + 1)D,(k + 1) = . (B7)
is equivalent to finding an orthogonal transformation T(k + 1) ¢ RF¢* D+ 1xtrd+D+1]
such that

ri+1
T~
AD,(K) Dy(k+ 1) ir+1
T(k+1) = (B 8)

where z(k + 1) is the (k + 1)th group of data matrix, defined by (8).

Proof
The Householder and MGS triangularization algorithms have the property that
given AeR"*"*" then

n
—t—

[w]} n [(}’W):I} "
TA= = T(LA) = , AeR and 0<i<l (B9)
O }" 0 }r

where T is an orthogonal transformation. In addition, from (B 8), using (B 7), and the
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property (B 9) it follows that .
[ AD, (k) |

Ttk+1)| 0 - |o

| z(k + 1) |

T(K)YAD (k 2
= ([ T{k + l)l:—_(__)__c_(_)_:| o*
z(k + 1)
T(k)4D, k)
= B*T[ADe(A’)T T(k)T z{k+ I)T]T(k+ I)TT(k+ 1) _________ g
z(k+ 1)

= 0*T[ 2D, (k)T T(k)* T()D, (k) + 27 (k + Vz(k + 1)]0*
=6*T[AD. (k)" z(k+ 1)T]

A i
) [ D, (k) ]9* _ [iu_,_(@_] oo
A+ 1) zlk + 1)

Thus the D-DSF algorithm of Lemma 3.2 can be derived. This implies also that the
data matrix to be ‘compressed’ by the triangularization algorithm at any instant & > 1
has constant dimension, depending on the number of parameters to be estimated and
the order r of the physical process vector y(r) and it is independent of the sampling
instant k, a

1

= |De(k + 1)0*||* = V(k + 1)

Appendix C
The quantity 62(k) is given by

1 k
=5 3 - AT

wi=k—Nw+

This is the same as

) k-1
Gt (k) = [ Y (gl ) =R = (Bilk = N — B)? + (Bl k) — fl.-)z]

N, ==~

!
caf(k—1)- R,—[ﬁ.—’(k — N = BHk) = 2R pitk = N.)) — pi(kN]

1
=df(k—1)— -}\,—[ﬁ?{k — N = B (k) — 2], y,(k)]

w

where y,(k) = p;(k — N.) — p;(k).
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