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Abstract

Batteryless Gen2 RFID and other Internet-Of-Things (IoT) tags communi-

cate via means of reflection radio, i.e., backscattering. This is achieved by

alternating the antenna of the tag between two different loads/states, one

for RF energy reflection, and one for RF energy harvesting. Since the tag is

passive, i.e., batteryless, it needs to ensure that 50% of the time, its antenna

terminates in the harvesting state. This is possible with the use of line codes

like Miller 2/4/8. However, line codes ensure powering in the case that the

tag can be powered in the first place. Considering the low RF harvesting

sensitivity of contemporary tags, the illuminating source needs to be very

close (order of a few meters) to the tag in order to power it. The prob-

lem of bringing the illuminator closer to the tags has troubled the research

community, inspiring the use of multiple expensive RF coaxial cables, am-

plifiers and multiplexers, or other monostatic front-ends wired to baseband

processing units. This work provides a multistatic RFID interrogating solu-

tion, based on Ethernet-connected software defined radios (SDRs). However,

this multistatic proposal raises important challenges, e.g., carrier frequency

offset (CFO) and timing constraints, not highlighted in existing monostatic

setups. Most importantly, with the introduction of CFO, coherent detec-

tion faces performance issues. This work addresses the above challenges and

offers a robust, low-complexity and high-performance noncoherent sequence

detection algorithm, that reliably detects the backscattered data. The pro-

posed linear complexity Miller 2/4/8 sequence detection algorithm performs

near-optimally (in terms of bit error rate), even compared to ideal coherent

sequence detection. It is experimentally shown with commercial Gen2 RFID

tags that the proposed architecture is able to both extend the reading range

(reader-to-illuminator ≥ 30 m), as well as cover a large area with inexpensive
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SDRs and Ethernet infrastructure (instead of expensive RF cables). Thus,

a robust, low-cost, high-performance Ethernet-based multistatic RFID in-

terrogation setup is offered that could potentially inspire the convergence

of contemporary (e.g., LAN) or future (e.g., cellular) network infrastructure

with the RFID industry.

Thesis Supervisor: Professor Aggelos Bletsas
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Chapter 1

Introduction

1.1 Introduction

Radio frequency identification (RFID) tags, as well as other internet of things

(IoT) tags, communicate via means of reflection radio, i.e., backscattering.

Backscattering means that part of the impinging signal, on the tag antenna,

is reflected back to “air”. This is achieved by intentionally mismatching the

antenna’s terminating load, so that part of the RF energy is absorbed, and

the rest is backscattered. In this work, the tags of interest are mainly passive

Gen2 RFID tags [1], however, this work can be applied as is to other IoT

tags.

A Gen2 tag performs backscattering by terminating its antenna between

two conflicting loads/states (Fig. 1.1). Load Z0 open-circuits the tag an-

tenna, thus, the tag absorbs no energy and maximizes its reflection coeffi-

cient. However, in state Z1 there is “perfect” matching, which results in

maximum power transfer, for RF energy harvesting, reducing the reflection

coefficient to zero. Note that these states/load define two discrete energy/-

line levels for the backscattered signal, one High and one Low (Z0 and Z1,

respectively). However, these two levels do not represent bit-1 and bit-0.

As already mentioned, Gen2 tags are passive, i.e., batteryless, and they har-

vest energy from the impinging signal (state Z1). Thus, in order to ensure

the tag’s powering, no matter the backscattered bit sequence, line codes are

introduced. The line codes used in Gen2 tags are FM0 and Miller 2/4/8.

Line codes, like the above, force the tags to switch between states Z0

and Z1 on a 50% duty cycle, ensuring energy harvesting, for every possible

backscattered sequence. Additionally, line codes introduce memory in the

backscattered signal, thus offering coding gain, which if taken into account,
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Figure 1.1: A closer look into an RFID/IoT tag. Observe how the tag ter-
minates its antenna on two different loads/states, Z0 and Z1. Z0 is the “RF
reflecting” state, and Z1 is the “RF absorbing” state.

it can enhance the data detection. Finally, this memory enforces specific

transitions between symbols (line coded bits), enabling the reader to discern

between a noise signal (ghost tag) and a real tag response.

The Gen2 protocol [1], defines how the tags operate. Tag interrogation

occurs in the duration of a slot, in a framed slotted Aloha protocol, as shown

in Fig. 1.2. The tag interrogation will be thoroughly discussed down the

road. However, it should be noted that there is a strict time limitation that

the Gen2 protocol imposes on the reader, which if not met, times out the

tags, ending the interrogation. This constraint creates all sorts of problems

that will be discussed and solved later in this work.

Work in [2] offers precious insight on the topic of coherent sequence de-

tection for FM0 and Miller line coding. The influential work of [3, 4] offers

approximations to the maximum likelihood sequence detection (MLSD) un-

der presence of unknown parameters (e.g., unknown channel). Research on

generalized likelihood ratio test (GLRT)-optimal noncoherent sequence de-

tection for FM0, with log-linear complexity (to the sequence length), is of-

fered in [5]. The aforemention log-linear algorithm, is experimentally tested

on an SDR-based environment using industrial Gen2 RFID tags, in the work

of [6]. [7] analyses an algorithm with log-linear complexity, that performs

GLRT-optimal noncoherent MSK detection.

Research is conducted in [8], where an algorithm is offered that can per-

form noncoherent detection, with low complexity, perhaps linear to the se-

quence length. However, there is no proof that it will perform almost as good

as coherent detection, nor that it will still operate in an unideal environment
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containing carrier frequency and DC offset. According to the authors of [8],

the bit error rate performance can be enhanced, but at the expense of in-

creasing the complexity, e.g., from linear to quadratic.

Findings on bistatic [9–14] and multistatic [15] backscatter radio demon-

strate that the telecommunication range can be substantially increased by

such architectures. Additionally, diversity gain and higher link budget can be

achieved through exploitation of the dyadic [16], non-linear nature of wire-

less propagation. Clearly, a multistatic architecture greatly outperforms a

monostatic setup, but this comes at the cost of increased installation cost

and complexity.

Both industry and individual groups, have proposed several approaches

on how to bring the Tx antenna in the vicinity of the tag, in order to combat

its limited RF harvesting capabilities. Most notable is the work of [17] where

networks of multiplexers, high-quality amplifier and coaxial cables are used in

an effort to spread more illuminators in a large area. However, this approach

is quite expensive. Further work is offered in [18], proposing that multiple

monostatic devices are wired to a baseband processing unit.

On the general spectrum of bistatic backscatter radio, there are tags

capable of backscattering signals in a specific protocol format, such as WiFi

[19], Lora [20] as well as BLE [14,21].

The purpose of this work is to offer a novel linear complexity (to the

sequence length) noncoherent Miller 2/4/8 sequence detection algorithm, in

addition to providing extensive results both in a simulated environment and

in a real-world experimental testbed. The simulated results are extracted

under Rice and Rayleigh fading, while there is a plethora of results (simu-

lated and experimental), for both monostatic and bi/multistatic scenarios.

Surprisingly, the proposed linear algorithm performs almost as good as per-

fect coherent sequence detection, even under the presence of residual carrier

frequency and DC offset.

Additional research is offered in this work, specifically for the design of a

multistatic RFID interrogation architecture, using Ethernet-based software

defined radios (SDRs). The proposed multistatic setup can achieve reading

distances of at least 30 m (reader-to-illuminator), whereas monostatic setups
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are limited to a few meters (1.1 m for 15 dBm Tx power). Furthermore, SDRs

are becoming less expensive, and the cost of the infrastructure is really low,

considering that the Ethernet is omnipresent. Instead, RF cables, amplifiers,

and proprietary devices are expensive.

It turns out that the two components of this work, can be combined to

provide a low-cost, low-complexity and high-performance multistatic RFID

interrogation system, thanks to smart signal processing, and inexpensive

SDRs.

Chapter 2 describes the industrial Gen2 protocol, Miller line coding, and

offers an important theorem; Chapter 3 describes the coherent and proposed

noncoherent sequence detection algorithms; Chapter 4 analyses the SDR- &

Ethernet-based multistatic setup of this work; Chapter 5 offers and studies

simulated and experimental results. Chapter 6 concludes this work.

1.2 Notation

Notation: CN (m,C) refers to the proper complex Gaussian distribution

with mean vector m and covariance matrix C. wH denotes the conjugate of

a complex scalar w; in the case of a complex vector v, conjugate transpose

(Hermitian) is denoted also as vH . The inner product of two complex vectors

v1,v2 is denoted as 〈v1,v2〉 = vH1 v2. <{w} and ={w} yield the real and

imaginary part of complex scalar w, respectively. The Euclidean norm of

complex vector x is denoted as ‖x‖2 =
√
xHx. I(·) is an indicator function

that returns 1 if its argument is true and 0, otherwise. Finally, U(a, b) refers

to the uniform probability distribution in the range [a, b].
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Figure 1.2: Captured experimental RFID interrogation using apparatus of
Fig. 5.3. The amplitude of the baseband samples is plotted.

1.3 System Model

1.3.1 Signal Model

According to prior art [12], the received samples (from the Rx SDR) adhere

to the following signal model:

y[k] =
(√

2PchCR +
√

2Pch s xtag [k]
)
e−j(2π∆fkTs+∆φR) + n[k]

= (mdc + mtagxtag [k]) e−j(2π∆fkTs+∆φR) + n[k] . (1.1)

Notation-wise, the sampling period of the Rx SDR is denoted as Ts, the

carrier frequency and phase offset (CFO & CPO) are denoted as ∆f and ∆φR,

respectively. The tag backscattered signal is denoted as xtag [k] ∈ {Γ0,Γ1},
with Γ0,Γ1 referring to the reflection coefficients of the tag (these correspond

to the two backscattering states, i.e., energy reflection and absorption). Note
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that these states correspond to low and high energy states, however, they

are not equivalent to logical bits “0” & “1”. The Tx power is denoted Pc;

tag scattering efficiency is denoted as s ∈ (0, 1); thermal noise of the Rx

SDR is denoted as n[k] ∼ CN (0, σ2
n), with σ2

n = N0Wrx, N0 referring to

the noise power spectral density and Wrx corresponding to the bandwidth of

the receiving SDR. Obviously, noise samples with different timestamps are

independent. Flat fading is assumed throughout the tag interrogation, and

the effects of multiple paths are modeled by hCR ∈ C and h = hCThTR ∈ C:

hq ∼ CN

(√
kq

kq + 1
σ2

q,
σ2

q

kq + 1

)
, q ∈ {CR,CT,TR} , (1.2)

where CR refers to the carrier-to-receiver link, CT refers to the carrier-to-tag

link, TR refers to the tag-to-receiver link, and σ2
q = E [|hq|2]. The power ratio

of the direct (Line of Sight) link and over the scattered paths is modeled by

the parameter kq. For kq > 0 Rician fading is obtained, whereas for kq = 0

it turns into Rayleigh fading.

1.3.2 Monostatic Setup

The signal model of Eq. (1.1) can be further simplified under the assumption

of a monostatic setup. In this case, a single device performs both transmission

and reception, utilizing the same oscillator for both operations; thus, ∆f =

∆φR = 0. The complex gain parameter hCR now refers to the leakage between

transmit and receive chain. Due to the proximity of the antenna and the tag,

reciprocity is assumed [15], i.e., hCT = hTR, thus, h = h2
CT. Furthermore, the

structural mode parameter of the tag, As ∈ C, is absorbed in the DC term

mdc.

Under the assumption of matched filtering, perfect DC offset removal and

synchronization, the signal model of Eq. (1.1) can be rewritten as [22]:

y [i] = h̃ xtag[i] + w [i] , (1.3)
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where h̃ = L
√

2Pch s and L is the oversampling factor. Specifically, bit dura-

tion is denoted as Tb and considering that each “low” or “high” energy/line

level of the baseband signal is a part of the bit, i.e., a chip, then L = Tb
2mTs

is the number of samples per chip; integer m ∈ {2, 4, 8} refers to the Miller

m line code in use. For each chip index i, it holds that xtag[i] ∈ {0, 1} and

w [i] ∼ CN (0, Lσ2
n). The signal model of Eq. (1.3) is valid for both monos-

tatic, as well as bistatic setups; however, in the latter case, perfect CFO, CPO

and DC compensation is assumed. In the simulation, but also in experimen-

tal results for the bistatic (or multistatic case), such ideal assumptions are

dropped; instead realistic compensation methods are used, that are bound

to leave undesired residual components in our samples.



Chapter 2

Industrial Gen2 RFID Protocol

& Miller Line Codes

2.1 Industrial Gen2 RFID Protocol

According to the Gen2 protocol, available in [1], the RFID tags are interro-

gated during a slot of a framed slotted Aloha (FSA) protocol. SDR-captured

signal of an interrogation is available in Fig. 1.2, with the various parts of

the process highlighted. The interrogation process starts with the reader

transmitting a continuous wave (CW),1 that activates the tags (through RF

energy harvesting) in the vicinity of the illuminator. Shortly after, the reader

transmits a QUERY command, which initializes various tag parameters, e.g.,

tag rate, line code, and FSA slots. Assuming a single tag, and a single FSA

slot (for simplicity purposes), the tag will generate and backscatter a random

16-bit sequence named RN16. The Reader has to receive this backscattered

sequence, detect it, and transmit an appropriate acknowledgement (ACK)

message back to the tag, according to the RN16 bits. The tag compares the

ACK and the RN16 bits; if they match, the handshake is successful, and

thus, the tag backscatters its 128-bit payload, which includes the electronic

product code (EPC) 96-bit identification information. It needs to be men-

tioned that each time the tag backscatters a message, it precedes it with a

known preamble sequence. There is also the option to activate an additional

pilot (known) sequence, that can be explicitly used for channel estimation

and coherent detection, however activating it will decrease the tag reading

rate.

1The CW is transmitted at all times except during Reader commands, e.g., QUERY,
ACK.
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Figure 2.1: An example of Miller 2/4/8 waveforms. The bit boundaries are
defined by black vertical dashes.

2.2 Miller Line Codes

In Miller line codes, each logical bit is coded by two possible symbols/wave-

forms (4 in total). Generally, the line level of Miller 2/4/8 waveforms tran-

sitions continuously throughout the duration. However, bit-1 waveforms

(Sm1, Sm2) have constant level at the middle of the bit, whereas, bit-0 wave-

forms (Sm3, Sm4) adhere to the above rule. As far as symbol transitions

are concerned, the line level at the start of each symbol must be different

than that of the preceding symbol (i.e., High → Low & Low → High). A

transition from Bit-0 to Bit-1 is the exception to that rule, in which case the

line level must be the same to at the start of both symbols

The way each Miller line code encodes its symbols is shown in Fig. 2.1.

The allowed transitions, depicted in Fig. 2.2, between Miller m symbols

are fixed independently of the m ∈ {2, 4, 8}. As far as notation is con-

cerned, 1-High and 1-Low are the two symbols/waveforms encoding the log-

ical bit “1”, whereas 0-High and 0-Low refers to bit “0”, respectively. Note

that the keywords “High” and “Low” refer to the line level at the start of

the symbol/waveform. For Miller m, these four symbols are expressed as

Sm = {Sm1, Sm2, Sm3, Sm4}. According to Miller line coding, specific tran-

sitions are allowed, for example, if the last transmitted symbol is 1-High

(Sm1) then the next allowed symbols are either 1-Low (Sm2) or 0-Low (Sm4),
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for bit-1 and bit-0, respectively. Also, note (see last transition in Fig. 2.1)

that when there is transition from bit-0 to bit-1, the line level remains the

same, i.e., 0-Low → 1-Low. Miller 4 (8) differs from Miller 2 in the sense

that the symbols have 2× (4×) more chips per bit (Fig. 2.1). In addition to

that, solely changing the line code of Gen2 RFID tags, from Miller 2 to 4

(8), yields a 2× (4×) longer bit duration, due to unchanged (constant) chip

duration.

2.2.1 Miller Based Signal Model

Under the assumption of Miller m, m ∈ {2, 4, 8}, line coding as well as N

backscattered bits, Eq. (1.3) is expressed as:

ym[n] =


y[4n+ 0]

y[4n+ 1]
...

y[4n+ 2m− 1]

 = h̃xm[n] + wm[n], n = 0, 1, . . . , N − 1, (2.1)

where {wm[n]} are i.i.d., wm[n] ∼ CN (0, Lσ2
nI2m), and backscattered sym-

bol vectors xm[n] ∈ Sm = {Sm1, Sm2, Sm3, Sm4}, with symbols in set Sm
defined as:

• Miller 2

S21 =
[
1 0 0 1

]T
, S22 =

[
0 1 1 0

]T
,

S23 =
[
1 0 1 0

]T
, S24 =

[
0 1 0 1

]T
,

• Miller 4

S41 =
[
ST23 ST24

]T
, S42 =

[
ST24 ST23

]T
,

S43 =
[
ST23 ST23

]T
, S44 =

[
ST24 ST24

]T
,
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1-High 1-High

x[n+1]x[n]

1-Low

0-High

0-Low

1-Low

0-High

0-Low

Figure 2.2: Permitted symbol transitions according to Miller line coding.

• Miller 8

S81 =
[
ST23 ST23 ST24 ST24

]T
, S82 =

[
ST24 ST24 ST23 ST23

]T
,

S83 =
[
ST23 ST23 ST23 ST23

]T
, S84 =

[
ST24 ST24 ST24 ST24

]T
.

2.2.2 Zero-Centered Miller Coding

It can be easily observed in Fig. 2.1, that backscatter Miller m symbols are

centered around β = 1
2
. Thus, this β constant can be subtracted from each

element of the symbol vector and result in a zero-centered Miller line code.

This can also be seen through the following operations:

Smi = Smi + (β − β)12m = (Smi − β12m) + β12m = Ŝmi + β12m ⇒

Ŝmi = Smi − β12m, ∀m ∈ {2, 4, 8}, ∀i ∈ {1, 2, 3, 4}. (2.2)

Notation-wise, 12m is a 2m×1 vector of “1”s, Ŝm = {Ŝm1, Ŝm2, Ŝm3, Ŝm4} is

the set of zero-centered Miller m symbols. Below the zero-centered symbols

for Miller 2 are offered as an example:

Ŝ21 =
1

2

[
+1 −1 −1 +1

]T
, Ŝ22 = −Ŝ21,

Ŝ23 =
1

2

[
+1 −1 +1 −1

]T
, Ŝ24 = −Ŝ23.

The rest symbols for Miller 4/8 are defined accordingly.
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Under the hypothesis of perfect channel h̃ knowledge,2 and Miller m

line code, an equivalent zero-centered signal model can be derived based

on Eq. (2.1) as follows:

ŷm[n]
4
= ym[n]− βh̃12m

= h̃ (xm[n]− β12m) + wm[n]

(2.2)
= h̃x̂m[n] + wm[n], n = 0, 1, . . . , N − 1, (2.3)

where system parameter β is user-defined and thus known apriori; data vec-

tors x̂m are zero-centered Miller m symbols, thus x̂m ∈ Ŝm.

Taking advantage of the structure of Miller symbols, the following can be

shown for every Miller m symbol:〈
Ŝmj, Smi

〉
=
〈
Ŝmj, Ŝmi + β12m

〉
=
〈
Ŝmj, Ŝmi

〉
+ β

〈
Ŝmj, 12m

〉
=
〈
Ŝmj, Ŝmi

〉
. (2.4)

The above holds due to the fact that
〈
Ŝmj, 12m

〉
= 0, as a result of the

equal number of {+1
2
, − 1

2
} elements in each vector Ŝmj.

All the above helpful equations boil down to the following derivation:〈
Ŝmj, ŷm[n]

〉
=
〈
Ŝmj, h̃x̂m[n] + wm[n]

〉
= h̃

〈
Ŝmj, x̂m[n]

〉
+
〈
Ŝmj,wm[n]

〉
(2.4)
= h̃

〈
Ŝmj, xm[n]

〉
+
〈
Ŝmj,wm[n]

〉
=
〈
Ŝmj, h̃xm[n] + wm[n]

〉
=
〈
Ŝmj, ym[n]

〉
. (2.5)

This finding is formally stated below:

2This hypothesis is not required, but this is proved later in this work.
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Theorem 1. Let x̂m[n] ∈ Ŝm, m ∈ {2, 4, 8}, ym[n] any β-centered Miller

m signal model and ŷm[n] its equivalent zero-centered signal model. The

following holds:

〈x̂m[n], ŷm[n]〉 = 〈x̂m[n], ym[n]〉 . (2.6)

This theorem indicates that the residual DC term in the signal model

(after imperfect compensation), does not contribute in the inner products of

Eq. (2.6). Building upon the previous statement, centering of the backscat-

tered waveform is not required. This means that estimation/knowledge of

channel h̃ is not needed, thus the initial assumption of perfect channel knowl-

edge can be dropped.

The importance of this theorem stems from the fact that inner products

in the form of Eq. (2.6), appear in the metrics of the coherent and pro-

posed noncoherent sequence detection schemes of Chap. 3. This allows the

noncoherent algorithm to be truly noncoherent.



Chapter 3

Miller Sequence Detection

Algorithms

3.1 O(N) Complexity Optimal Coherent

Sequence Detection

Coherent Miller sequence detection has already been explored in prior art

[2, 23], however, in this work it will be looked under a different angle, in

terms of derivation, as well as extending the algorithm to all β-centered

signal models, by using Th.1.

The primary reason that the coherent sequence detection is discussed is

because it provides a benchmark for the performance of this work’s linear

noncoherent sequence detection algorithm.

Miller line code introduces memory on the tag backscattered symbol se-

quence. Thus, according to Fig. 2.1 and Fig. 2.2, there are rules that dictate

which transitions are allowed. As a result, consecutive symbols are corre-

lated, and thus, sequence detection is necessary in order to take into account

the induced memory. Note that the underlying bits are independent, but not

the encoded symbols.

Coherent sequence detection is derived by maximizing joint conditional

probability density function (PDF) of the whole sequence. The conditional

PDF is defined given knowledge of the channel parameter h̃, and thus, the

signal model of Eq. (2.3) can replace the one defined in Eq. (2.1). The
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conditional PDF f (·|·) for a single bit is defined as:

f
(
ŷm[n]

∣∣∣x̂m[n], h̃
)
∼ CN (h̃x̂m[n], Lσ2

nI2m) (3.1)

∝ exp

(
− 1

Lσ2
n

∥∥∥ŷm[n]− h̃x̂m[n]
∥∥∥2

2

)
, (3.2)

so the joint conditional PDF of the whole miller coded sequence is defined

as:

f
(
ŷm

∣∣∣x̂m, h̃) =
N−1∏
n=0

f
(
ŷm[n]

∣∣∣x̂m[n], h̃
)
, (3.3)

with ŷm, x̂m defined as the sets that contain all the ŷm[n], x̂m[n] symbols, re-

spectively. It needs to be noted that the symbols x̂m[n] are not independent,

and thus not all sequences are valid. Instead, it holds that x̂m ∈ Xm, where

Xm is a set containing all allowed (valid) N -bit Miller m coded sequences. Fi-

nally, the optimal sequence can be detected by solving a maximum likelihood

(ML) problem:

x̂ML
m = argmax

x̂m∈Xm

N−1∏
n=0

f
(
ŷm[n]

∣∣∣x̂m[n], h̃
)

= argmax
x̂m∈Xm

N−1∏
n=0

exp

(
− 1

Lσ2
n

∥∥∥ŷm[n]− h̃x̂m[n]
∥∥∥2

2

)

= argmin
x̂m∈Xm

N−1∑
n=0

∥∥∥ŷm[n]− h̃x̂m[n]
∥∥∥2

2

= argmin
x̂m∈Xm

N−1∑
n=0

(
‖ŷm[n]‖2

2 +
∥∥∥h̃x̂m[n]

∥∥∥2

2
− 2<

{〈
h̃x̂m[n], ŷm[n]

〉})
(a)
= argmax

x̂m∈Xm

N−1∑
n=0

<
{
h̃H 〈x̂m[n], ŷm[n]〉

}
Th. 1
= argmax

x̂m∈Xm

N−1∑
n=0

<
{
h̃H 〈x̂m[n],ym[n]〉

}
, (3.4)
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where in (a) the fact that ‖x̂m[n]‖2
2 = constant,∀ x̂m[n] ∈ Ŝm, ∀ Miller m

line code, was used.

The solution to the above ML problem can be found by use of the Viterbi

algorithm (VA), which has linear (to the sequence length) complexity, on top

of a trellis diagram, defined by allowed transitions shown in Fig. 2.2. Each

node of the trellis has a weight defined as Wn,i = <
{
h̃H 〈x̂m[n],ym[n]〉

}
,

where n refers to the n-th bit of the sequence, and i refers to the state of the

trellis diagram, in other words, x̂m[n] = Ŝmi.

It is noted that coherent detection, assumes knowledge of the channel

parameter h̃, however, in a realistic scenario it is not available, and thus,

it needs to be estimated. In this work it is estimated using a least squares

estimator on the known Gen2 preamble bits. Extra pilot bits can be activated

to augment the channel estimation, however this will deteriorate the tag

reading rate.

In Eq. (3.4) the use of Th. 1 allows the detector to jump from the zero-

centered signal model of Eq. (2.3) back to the β-centered signal model of

Eq. (2.1).
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3.2 O(N) Complexity Noncoherent Sequence

Detection

In this section, the novel, linear complexity, noncoherent Miller sequence de-

tection algorithm will be discussed. Since the algorithm is noncoherent, the

analysis will proceed considering the channel parameter h̃ an unknown con-

stant. Thus, the generalized likelihood ratio test (GLRT) sequence detection

rule is derived. Although, this GLRT rule is not used to solve the sequence

detection problem, it will be used a guide for the derivation of proposed linear

noncoherent sequence detection algorithm.

The derivation of the GLRT rule starts by finding the parameter ĥ that

maximizes the aforementioned joint likelihood function:

ĥ = argmax
h̃∈C

f
(
ŷm

∣∣∣x̂m, h̃)
= argmin

h̃∈C

N−1∑
j=0

∥∥∥ŷm[j]− h̃x̂m[j]
∥∥∥2

2

= argmin
h̃∈C

N−1∑
j=0

(
‖ŷm[j]‖2

2 + h̃H h̃ ‖x̂m[j]‖2
2

− h̃H 〈x̂m[j], ŷm[j]〉 − h̃ 〈ŷm[j], x̂m[j]〉
)

= argmin
h̃∈C

G(h̃, x̂m, ŷm). (3.5)
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Function G(h̃, x̂m, ŷm) is minimized when:

∂

∂h̃
G(h̃, x̂m, ŷm)

∣∣∣∣∣
h̃=ĥ

= 0⇔

N−1∑
j=0

ĥH ‖x̂m[j]‖2
2 =

N−1∑
j=0

〈ŷm[j], x̂m[j]〉 ⇔

ĥ =

N−1∑
j=0

〈x̂m[j], ŷm[j]〉

N−1∑
j=0

‖x̂m[j]‖2
2

. (3.6)

This channel estimate ĥ can now be plugged in the conditional PDF of

Eq. (3.3), and through maximization the GLRT-optimal sequence can be

extracted as follows:

x̂GLRT
m = argmax

x̂m∈Xm

N−1∏
n=0

f
(
ŷm[n]

∣∣∣x̂m[n], ĥ
)

= argmin
x̂m∈Xm

N−1∑
n=0

∥∥∥ŷm[n]− ĥx̂m[n]
∥∥∥2

2

= argmin
x̂m∈Xm

N−1∑
n=0

(∥∥∥ĥx̂m[n]
∥∥∥2

2
− 2<

{
ĥH 〈x̂m[n], ŷm[n]〉

})

= argmin
x̂m∈Xm

(∥∥∥ĥ∥∥∥2

2

N−1∑
n=0

‖x̂m[n]‖2
2 − 2

N−1∑
n=0

<
{
ĥH 〈x̂m[n], ŷm[n]〉

})

= argmin
x̂m∈Xm



∥∥∥∥∥N−1∑
j=0

〈x̂m[j], ŷm[j]〉

∥∥∥∥∥
2

2

N−1∑
j=0

‖x̂m[j]‖2
2

− 2

∥∥∥∥∥N−1∑
j=0

〈x̂m[j], ŷm[j]〉

∥∥∥∥∥
2

2

N−1∑
j=0

‖x̂m[j]‖2
2


= argmax

x̂m∈Xm

∥∥∥∥∥
N−1∑
n=0

〈x̂m[n], ŷm[n]〉

∥∥∥∥∥
2

2

Th. 1
= argmax

x̂m∈Xm

∥∥∥∥∥
N−1∑
n=0

〈x̂m[n], ym[n]〉

∥∥∥∥∥
2

2

. (3.7)
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S
ta
te
:

Bit:

Figure 3.1: Toy example of the proposed algorithm, on a partial trellis dia-
gram. Wn,i refers to the complex weight of the n-th bit to be x̂m[n] = Ŝmi.
Vn,i refers the complex cumulative weight of the surviving path that the n-th
bit at the i-th state propagates forward. Note that the absolute values of
the cumulative weights are compared, but instead, the complex value of the
winning path is propagated to the next bit.

Again, Th. 1 enables the transition from the zero-centered to the β-

centered signal model. The maximization problem of Eq. (3.7), if solved

naively with exhaustive techniques among all valid N -bit Miller sequences,

it entails exponential complexity (there are 2N possible sequences). Prior art

of [24] on GLRT optimal noncoherent detection (for coded sequences), pro-

vides substantial work that can be applied to Miller coded sequences. Using

aforementioned methods, the GLRT optimal sequence can be detected with

quadratic complexity (N2).

However, even the quadratic complexity algorithm takes too long when

N = 128 (in the case of Gen2), considering the strict time limits the Gen2

protocol imposes. Thus, a novel linear algorithm is offered below

It is crucial to understand that the proposed algorithm is not designed

to solve the GLRT detection problem. Specifically, it tries to approximate

the inner cumulative complex weight that maximizes the Euclidean norm

of Eq. (3.7). This means that the proposed linear algorithm is suboptimal

GLRT-wise. Surprisingly enough, not only does it provide low complexity

(linear to the sequence length), but also near-optimal BER performance,
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according to the numerical results, even compared to the ideal (perfect CFO,

DC, CSI knowledge) coherent sequence detection.

3.2.1 Algorithm

Intuitively, one could think of this algorithm as a modification of the VA. A

trellis diagram (Fig. 2.2) is utilized to take into account the allowed Miller

transitions, but instead of using real valued weights for each trellis node,

complex weights are used given by the inner product Wn,i = 〈x̂m[n], ym[n]〉;
n refers to the n-th bit, and i refers to the state of the trellis diagram, i.e.,

x̂m[n] = Ŝmi. Since this algorithm uses complex weights, it is impossible to

compare the metrics and choose a winning path (as done in the classic VA).

The plot twist comes from the fact that the comparison happens between the

absolute values of the complex weights. This means that for each node of the

diagram the incoming cumulative weights (complex) are added to the node’s

inner product, in turn the absolute values of the sums are compared, and the

largest (in terms of absolute value) complex cumulative weight is kept. The

latter complex weight of the winnning/surviving path is propagated to the

next bit’s nodes.

The above procedure is demonstrated in the toy example of Fig. 3.1.

In this example, the node under examination is that of the n-th bit and

Sm2 state, with inner product weight equal to Wn,i =
〈
Ŝm2, ym[n]

〉
. This

node has two incoming cumulative complex weights from states Sm1 and

Sm4, named Vn−1,1 and Vn−1,4, respectively. For the sake of the example,

it is assumed that the winning path is the one coming from the state Sm1,

and thus, ‖Vn−1,1 + Wn,2‖ > ‖Vn−1,4 + Wn,2‖. So, the outgoing weight of

the examined node becomes: Vn,2 = Vn−1,1 + Wn,2. The last equality can be

expanded, and with some freedom in terms of notation, it can be shown that:

Vn,2 = Vn−1,1 +Wn,2 =

(
n−1∑
k=0

〈x̂m[k], ym[k]〉

)
+ 〈x̂m[n], ym[n]〉

=
n∑
k=0

〈x̂m[k], ym[k]〉 . (3.8)
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Algorithm 1: Linear Noncoherent Miller 2/4/8 Sequence Detection

Input: m, ym
Output: Xbits

1 Initialize p[4][N − 1], w[4][N ], v[4][N ] to zeros

2 w[1][1], v[1][1] =
〈
Ŝm1, ym[1]

〉
3 w[3][1], v[3][1] =

〈
Ŝm3, ym[1]

〉
4 for n = 2 : 1 : N do
5 for i = 1 : 1 : 4 do

6 w[i][n] =
〈
Ŝmi, ym[n]

〉
7 j∗ = argmax

j∈P(n,i)

‖v[j][n− 1] + w[i][n]‖2

8 p[i][n− 1] = j∗

9 v[i][n] = v[j∗][n− 1] + w[i][n]

10 j∗ = argmax
j∈{1,2,3,4}

‖v[j][N ]‖2

11 Xbits[N ] = I(j∗ ≤ 2)
12 for n = N − 1 : −1 : 1 do
13 j∗ = p[j∗][n]
14 Xbits[n] = I(j∗ ≤ 2)

15 return Xbits

Setting n = N − 1, and selecting:

V ∗ = argmax ‖V ‖2
2 , V ∈ {VN−1,i | ∀i ∈ {1, 2, 3, 4}} , (3.9)

yields an approximation to the optimal complex weight that maximizes the

absolute value of Eq. (3.7).

3.2.2 Algorithm Notation

The proposed algorithm in tabulated form is given above; as far as nota-

tion goes, w[4][N ] is an array that stores complex inner products for each

node of the trellis diagram (equivalent to Wn,i); array v[4][N ] stores cumu-

lative complex weights of each winning path (equivalent to Vn,i). The array

p[4][N − 1] stores the winning path selection (in the case of the toy example
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p[2][n− 1] = 1). Finally, P(n, i) ⊂ Ŝm is a set that contains the symbols that

allow the transition to the n-th bit and i-th state node, according to the

Miller line coding. In the case of the toy example P(n, 2) = {1, 4}.



Chapter 4

Multistatic RFID Reader

Architecture

Schematic visualizations of the proposed system can be seen in Fig. 4.1 and

Fig. 4.2. M + 1 Ethernet-enabled SDRs are utilized, where M are Tx SDRs

and 1 is Rx. Note how all of them are connected on the same local area

network (LAN). A host PC is also connected on the same LAN in order to

control the operation of the SDRs and distribute the Gen2 interrogation pro-

cess accordingly. By utilizing multiple Tx components, the chance that a tag

is located near an illuminator, and thus activate, increases dramatically. As

already discussed in prior art, but also in this work, multistatic architectures

offer several advantages compared to their monostatic counterpart, however

they are harder to implement.

Fig. 4.3 demonstrates how the interrogation is distributed to Tx and Rx

SDRs through the Ethernet. The transmitting SDR is responsible for pow-

ering the Tag (CW), as well as transmitting QUERY and ACK messages;

the receiving SDR has to capture the backscattered RN16 and EPC mes-

sages. Decoupling the Tx and Rx components of an RFID interrogator is a

challenging procedure, which will be described in the following sections.

4.1 Software Implementation with SDRs

over Ethernet

The signal processing chain is showcased in Fig. 4.4, in which baseband

samples are generated and transmitted (Tx SDR) and received (Rx SDR)

for processing in the host PC. All this procedure is operated by custom

software developed in C++ for use alongside the GNURadio framework, and
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Figure 4.1: Proposed multistatic architecture for real-time, Ethernet-based
RFID tag interrogation. Multiple inexpensive SDRs are employed.

it’s based on prior work of [22,25].

The tag interrogation process starts from the Tx SDR, by transmitting

a continuous wave (CW) which activates the tags (through RF energy har-

vesting) located near the illuminator.1 The host PC now generates baseband

samples for QUERY command, and forwards them via Ethernet to one of

the M available Tx SDRs which the Tx SDR transmits. In turn, the Rx

SDR captures the interrogation and forwards (via Ethernet) baseband I/Q

samples back to the host PC.

Now it’s time for the host PC to process these samples so as to proceed

with the interrogation. However, the first challenge that comes with mul-

tistatic setups is the carrier frequency offset between the Tx and Rx units,

which deforms the received samples. As shown in Fig. 4.1, each SDR utilizes

a different oscillator, and thus each SDR is tuned to a different frequency

(FR, F̃1, F̃2, . . ., F̃M). In this work, the CFO is compensated using a phase

locked loop (PLL), which will be discussed more thoroughly in Sec. 4.2. Hav-

ing removed the CFO (as good as a PLL can), matched filtering is performed

on the compensated samples, and then the host PC can actually start op-

1Note that this CW is present throughout the interrogation process; the only exception
to that is when the reader is transmitting a command, i.e., QUERY or ACK.
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Tx 1
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Tx 2

Tx ...

Tx 4 Tx 5

Tx 6

Tx M

Rx

Warehouse

Control Room

Switch

PC/Baseband

Signal Processing

= RFID Tag

= Illumination Range
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Figure 4.2: The vision of the proposed architecture. Multiple SDR trans-
mitters/illuminators are deployed in a warehouse, and a single SDR receiver.
Each illuminator activates a specific sector, due to the tag’s RF harvest-
ing sensitivity. Assuming multiple transmitters, a large area can be covered.
The system avoids lossy and expensive coaxial extension cables and amplifier
units by using conventional SDRs networked through Ethernet.

erating on the output of the matched filter. The host PC needs to detect,

and synchronize with the command transmitted from the Tx SDR (in this

case it’s the QUERY). Between the QUERY and the RN16 (tag’s response),

there is a time interval where the only signal “in the air” is the CW of the

illuminator. This time interval is known, and thus by synchronizing with

the QUERY, one can estimate the DC offset via a sample mean operation,

and then remove it from subsequent samples, in order to isolate the tag’s re-

sponse (RN16). With the CFO and DC offset out of the way, synchronization

(via the known Gen2 preamble bits) and detection of the RN16 is possible.

Detection can be performed with either coherent or noncoherent sequence

detection. However, opting for coherent detection requires CSI estimation,

which as shown later in this work, under-performs in terms of BER, due to

the residual CFO. Having detected the RN16 bits, the host PC can generate

the ACK samples and forward them to one of the M available Tx SDRs.

The above procedure is repeated, for the reception and detection of the tag’s

EPC bits.
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T2<500 s

t(ms)t(ms)t(ms)t(ms)

Figure 4.3: Distributed Gen2 RFID interrogation, captured from bistatic
operation using 2 USRP N200 SDRs (one for Tx and one for Rx).

4.2 Real Time CFO

Estimation/Housekeeping Tasks

As already mentioned, the most challenging problem of the proposed setup

is the one of real-time CFO tracking and compensation. The Gen2 protocol

defines a stringent time constraint between the end of the RN16 and the

start of the ACK. Specifically, the protocol forces the reader to start trans-

mitting the ACK command within T2 seconds from the last symbol of the

RN16. According to the nominal values the protocol defines, it holds that:
3

BLF
≤ T2 ≤ 20

BLF
, where BLF stands for backscatter link frequency (which is

inversely proportional to the symbol duration). In this work BLF is set to

the lowest possible value which is BLF = 40 KHz. In other words, reader

has to transmit the ACK within T2 = 500µs, or the tag will timeout itself.

The T2 time interval is shown in Fig. 4.3.

This time constraint, calls for a design of algorithms and solutions fast

enough to be able to perform housekeeping (CFO & DC compensation, syn-

chronization) and data detection (RN16) within T2 seconds. Although a

high-resolution, periodogram-based solution (Fast Fourier Transform (FFT)

on large sample blocks) for the CFO compensation would be optimal, it
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Figure 4.4: Block diagram that showcases the flow of the generated/received
samples, through the various processing stages of the proposed system.

would take too much time for this application, and thus it is deemed unsuit-

able. Instead, a digital phase locked loop (PLL) was facilitated (see Fig. 4.5),

because of its real-time character, low-complexity, and high reconfigurability.

The PLL in use for simulations and testing, was designed according to

the resources offered in [26, App. C]. Namely, a second order loop filter

was implemented, using both theory as well as trial-and-error (based on

experimental waveforms), in order to fine tune the various PLL parameters.

Concerning the simulations, the CFO tracking was active only during the

time intervals where CW is present alone (no QUERY, ACK, RN16, EPC).

After tracking the CFO and storing the detected phases (output of PLL),

the CFO was estimated by solving a least squares-based [27], best linear fit

problem (CFO is the slope of estimated line). This estimate is used to correct

the subsequent important samples that include the RN16 or EPC.

As a means of determining how good the PLL works, the cumulative den-

sity function (CDF) of the absolute residual CFO is simulated (see Fig. 4.6).

The simulation consisted of 105 Monte Carlo experiments where the initial

CFO of the signal was randomly and independently selected from a uniform

distribution, U(−105,+105) Hz. Note that in Fig. 4.6 a second CFO esti-

mation method is offered that performs as good as the PLL. This method is

based on the ML phase estimator, φ̂ = arctan
(
={·}
<{·}

)
, coupled with a linear

fit scheme to estimate the slope (i.e., ∆f) of the line, as done with the PLL.



4.2. Real Time CFO Estimation/Housekeeping Tasks 37

arg{*}
Vin

Phase

Detector

Loop

Filter

Voltage

Controlled

Oscillator

VCO
Vout

Figure 4.5: A simple schematic of a phase locked loop (PLL) used to track
and compensate the CFO.

Even though, both methods perform equally in terms of residual CFO, the

PLL is a better option, because of the real-time character (explained below),

and its customizability.2

The PLL discussed above was integrated to the GNURadio library as

an external block (coded in C++), for experimental benchmarking. The

final system was functional, however, the ”PLL carrier tracking” GNURadio

block was used in its place, for the sole reason that it outperformed this

works implementation.3 The built-in PLL is connected after the source (Rx

SDR) and before the matched filter, as shown in Fig. 4.4, and it’s operating

throughout the whole interrogation process (not only during the CW), thus

there is no need CFO estimation through a linear fit.

Figure 4.7 provides a graphical illustration of the received samples (Rx

SDR), for the proposed multistatic setup (see Fig. 5.7), as well as the various

processing steps they go through in order to detect the backscattered data.

There is no need to directly compensate the CPO, since it’s a constant

phase that gets absorbed by the channel parameter. In both cases of coherent

and noncoherent detection, this does not affect any part of the system.

Synchronization on symbol level for RN16 and EPC is discussed in [22,23]

for Gen2 FM0 and Miller cases, accordingly. In this work, it’s performed in

the same fashion, i.e., a correlation metric is maximized, exploiting the build-

2Selecting appropriate parameters for the PLL is crucial to achieve optimal perfor-
mance, and in this work these parameters are far from that point. Meaning that the PLL
could potentially outperform the heuristic method.

3Clearly, this works PLL design can be enhanced, but this is out of the scope of this
thesis.
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Figure 4.6: Simulated cumulative density function (CDF) of the absolute
residual CFO after compensation using either a PLL or a heuristic method.

in 10-bit (Miller case) preamble sequence of Gen2. Alternatively, energy-

based synchronization can be performed on a packet-wide (RN16 or EPC)

window, so as to drop any dependencies from the preamble bits.

Estimation of the channel parameter is also described for Gen2 in the

above references. Specifically, in this work, it is performed using a least

squares technique on the 10-bit preamble sequence of Gen2, as shown in

Eq. (3.6), utilizing the original β-centered symbols instead. It is noted that

Gen2 offers the option to activate an additional 12-bit pilot sequence, at the

expense of tag reading rate, but it’s not activated in this work.
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Figure 4.7: SDR-captured experimental waveforms (Top) & respective scat-
ter plots (Bottom) of the received waveforms. Received waveform prior to
CFO compensation (Left), after PLL-based CFO removal (Middle) and after
DC compensation & synchronization (Right).

4.3 Limitations

In this work, every proposed algorithm and solution has very low complexity.

Thus, given a sufficiently strong machine to operate the system,4 the signal

processing can be performed in a timely manner. The limitation of this sys-

tem is the Ethernet layer and the delays that occur from transferring data

through different machines (host PC, Ethernet switch, multiple SDRs). Al-

though Ethernet works for small tag rates (this work uses the lowest possible

rate), it can quickly break the strict time limits that the Gen2 imposes, as

the tag rate increases.

4A 7-year-old laptop was used in this work.



Chapter 5

Numerical Results

5.1 Simulation

As a means of verifying the functionality and robustness of the proposed

architecture, a series of simulations were carried out based on the signal

model of Eq. 2.1 and the detection algorithms studied in Chap. 3. The first

set of simulations focused on a monostatic setup where CFO and DC are

compensated perfectly. In the second set, CFO and DC compensation are

considered imperfect, thus there is a small residue. In both scenarios, the

bit error rate (BER) was examined for both detection schemes (coherent &

noncoherent), under Rayleigh and Rician fading. In the case of Rician fading;

kCT = kCR = 20 and kTR = 15 for the bistatic setup and kr = kCT = 20 for

the monostatic. SNR is defined as follows:

SNR =
2PcLs2E [|xtag|2]σ2

CTσ
2
TR

σ2
n

. (5.1)

The following assumptions were made, without loss of generality; Pc = 0.5 W,

σ2
CT = σ2

TR = 1, and xtag[n] ∈ {0, 1}. For each SNR ∈ {0, 1, . . . , 8}, 105 Monte

Carlo experiments were carried out. Furthermore, according to Eq. (1.1), it

is assumed that mdc = hCR|λc|, where λc ∈ C is a constant parameter that

is connected to the Tx power and tag characteristics. Thus, the carrier to

noise ratio (CNR, i.e., SNR of the direct link) can be defined as follows:

CNR =
E[|mdc|2]

σ2
n

=
|λc|2σ2

CR

σ2
n

. (5.2)

Thus, for σ2
CR = 1, mdc = hCR

√
CNR · σ2

n. A direct link of CNR = 30 dB
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Figure 5.1: BER performance of the monostatic model with perfect CFO
and DC compensation. The length of the sequence is N = 128 bits.

is assumed throughout the simulations, and sequence length of N = 128 bits

was considered.

In the case of the monostatic setup (with perfect CFO and DC com-

pensation) the BER performance of the proposed algorithms is examined

in Fig. 5.1. Under Rician fading, the noncoherent scheme, performs about

0.2 dB worse than the perfect coherent scheme, while the coherent with esti-

mated CSI performs about 0.05 dB worse than its perfect counterpart. Under

Rayleigh fading, the aforementioned gaps increase to 0.5 dB and 0.25, dB

respectively. Thus far, the proposed noncoherent algorithm seems to perform

almost on par with the optimal coherent scheme of prior art.

Next, the bistatic model is examined, in Fig. 5.2, using the signal model

of Eq. (1.1), L = 125, and real-world CFO tracking and removal as well

as DC offset compensation. The former is performed using a PLL, while
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Figure 5.2: BER of the bistatic model with imperfect CFO compensation
(using PLL) and dc offset correction. Performance gaps is demonstrated be-
tween coherent (with either perfect (Prf.Ch) or estimated channel (Est.))
and noncoherent detection, under Rayleigh and Rician fading conditions
(kCR = kCT = 20). The case of perfect CFO and DC compensation is also
given, as a baseline (All Prf.).

the latter is done by estimating the DC term through a sample mean over

a specific time interval (where the only signal “in the air” is the CW, e.g.,

between QUERY and RN16), and then subtracting it from all the subse-

quent samples. As far as coherent detection is concerned, channel estimation

was performed with a least squares method on the known preamble sequence

that precedes every backscattered packet (RN16/EPC). By examining the

results shown in Fig. 5.2, the first thing that draws the attention is that the

coherent scheme with estimated channel (i.e., Coherent (Est.)) suffers from

a severe performance degradation, even compared to the noncoherent detec-

tion. Specifically, the gap between Perfect coherent and estimated coherent



5.2. Experimentation 43

is about 1.5 dB and 1.2 dB, for Rayleigh and Rician fading, respectively.

This observation can be explained by the fact that, due to the remain-

ing CFO, after the PLL, the flat fading assumption no longer holds, and as

a result, channel estimation will be erroneous and will deteriorate the per-

formance of the detection, especially as the sequence length increases. The

previous statements are further highlighted by the fact that when the channel

parameter is perfectly known, the BER gap between Coherent Prf. Ch. and

Coherent All Prf. is reduced down to about 0.1 dB, for both Rayleigh and

Rician fading. Another surprising observation is that in the case of Rician

fading, the proposed noncoherent algorithm slightly outperforms the coher-

ent algorithm with perfect CSI but imperfect CFO and DC compensation.

This unintuitive observation can be understood as a result of the residual

CFO interfering with the deterministic part of the Rician channel (non-zero

mean value), resulting in altered statistics. In the case of Rayleigh channel,

the mean value is zero, i.e., no deterministic component, thus, there is little

impact on the statistics of the channel. As a result, both channel estima-

tion and coherent detection can be performed more reliably under Rayleigh

fading.

These simulations provide substantial proof that the lineal complexity

noncoherent Miller sequence detection algorithm, proposed by this work, is a

robust and low complexity approach, that is advantageous over prior coher-

ent schemes, that under-perform in the presence of CFO and weak channel

estimation. The latter is a common problem in multistatic architectures.

This also shows how later versions of Gen2 could drop training bits alto-

gether in favour of increasing tag reading rate, without sacrificing robustness

and computational power.

5.2 Experimentation

The experimental results are divided into two categories, those extracted

from monostatic setups, and those from multistatic setups.
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Figure 5.3: Monostatic setup used to extract experimental results for the
proposed noncoherent detection algorithm.

5.2.1 Monostatic Setup

Fig. 5.3 shows the experimental testbed used to extract measurements in a

monostatic setup. The apparatus consists a USRP N200 SDR (used for both

Tx and Rx) which is wired to a commodity laptop via Ethernet. An RFX900

daughterboard is mounted on top of the SDR; two MTI MT-242032 7 dBi

antennas (one for Tx, one for Rx) are connected to the daughterboard via

0.74 dB loss coaxial cables. The industrial Gen2 RFID used in this setup

is the Alien ALN-9540 (Higgs-2). Finally, the daughterboard was tuned to

operate at 865 MHz with 13 dBm Tx power.

The software stack is based on prior work found in [22], and it was aug-

mented to support Miller 2 line codes. Specifically, the software is capable

of decoding Miller 2 waveforms using: bit-by-bit coherent detection, coher-

ent sequence detection, and the proposed noncoherent sequence detection

algorithm. 104 interrogations were carried out for each algorithm and each

distance setup. The captured waveforms were stored in order to be rerun
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Figure 5.4: Comparison of experimental BERs extracted on a monostatic
RFID setup, using various detection algorithms.

“offline” using the rest detection algorithms. This cross-testing provided a

fair comparison for the BER performance of the discussed algorithms.

Thus, experimental BERs were extracted for the monostatic setup. It

needs to be noted that some waveforms were discarded; this was done when

about half of detected bits were wrong. Specifically, a threshold of 35%

was used to determine whether a packet is lost or not. These cases can be

explained by a lack of tag response or bad synchronization, and not by fault

of the detection algorithms.

Fig. 5.4 demonstrates how the proposed noncoherent sequence detection

and the coherent sequence detection algorithm performs equally in terms

BER. As discussed in prior art, bit-by-bit coherent detection of Miller se-

quences under-performs compared to its sequence-based counterpart.

Considering the high SNR, resulted by strong line of sight, and small
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Figure 5.5: Monostatic setup with commercial RFID reader under harsh
indoor conditions. This offered a baseline for the tag reading distance. With
15 dBm Tx power, a maximum communication range of 1.1 m was achieved,
while for 30 dBm the range increased to 4.5 m.

distances (due to tag’s poor RF harvesting sensitivity), the aforementioned

experimental figure validates the simulated results for the monostatic case.

5.2.2 Multistatic Setup

Before diving into testing the multistatic setup, a monostatic setup based on

the Impinj Speedway R1000 RFID reader was used in order to extract a base-

line reference for the following measurements under harsh indoor conditions

(see Fig. 5.5). An MTI MT-242032 7 dBi antenna was wired to the reader via

a 0.74 dB loss coaxial cable. The tag used in this experiment was an Alien

ALN-9741 (Higgs-4) industrial Gen2 RFID tag. Using the reader’s software,

configurations were made so as to interrogate the tag at the 865− 868 MHz

band, as well as to operate at either 15 dBm or 30 dBm (Tx power at the ca-

ble of the antenna). Note that the reader’s Tx power and the cable loss were

measured by a spectrum analyzer and a VNA, respectively. The antenna was

placed at about 0.9 m from the ground, and the testing facility was full of
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Figure 5.6: The proposed multistatic setup facilitating two USRPs as car-
rier sources/illuminators operating at 15 dBm alongside an RTL-SDR (or a
USRP) as a receiver. The architecture offers increased coverage with mul-
tiple distributed SDR illuminators that function in a time-division manner
and networked over Ethernet.

reflective materials, thus creating a rich scattering environment (Fig. 5.5). In

the case of 15 dBm Tx power, the reader was able to interrogate the tag from

a distance of 1.1 m. When the Tx power increased to 30 dBm, the distance

also scaled up to 4.5 m.

The above experiment was done so as to define the interrogation sec-

tor, inside which an RFID tag can harvest enough energy to activate and

backscatter its message. If the tag is outside this sector, it won’t activate,

thus, by distributing multiple illuminators in an area of interest, increased

coverage can be achieved.

The first multistatic setup is demonstrated in Fig. 5.6. It is based on mul-

tiple Ettus N200 USRPs alongside FLEX900 daughtercards, which are con-

nected via Cat5e Ethernet cables to an HP Procurve 2824 Ethernet switch.

Specifically, this setup utilizes M = 2 transmitting SDRs (tuned at 865 MHz,

with 15 dBm Tx power), wired to the aforementioned 7 dBi antennas, via 0.4

dB loss coaxial cables. On the receiving end, the Rx SDR used was also an

N200, connected to an MT-242017, 10 dBi antenna. The developed software,
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Figure 5.7: Demonstration of how a bistatic setup utilizing a single USRP as
Tx (15 dBm) and a USRP or RTL-SDR as Rx, can increase reading range.
Carrier-to-receiver ranges of at least 30 meters were observed, for a carrier-
to-tag distance of 90 cm.

responsible for operating this multistatic setup, was running on a commod-

ity laptop, which was also wired onto the Ethernet switch. Concerning the

various distances in the setup of Fig. 5.6, the Tx-1 antenna was placed 4.7 m

away from the Rx antenna, while the Tx-2 antenna was placed 2.6 m away.

The aforementioned tags, Tag A = ALN-9540 and Tag B = ALN-9741, were

placed inside the illuminating sector of Tx-2 and Tx-1 antenna, respectively.

Specifically, Tag A was 0.7 m away from Tx-2, and Tag B was 1.1 m away

from Tx-1. The software operated the two transmitting SDRs in a round-

robin fashion (any scheduling is possible), and both tags were successfully

interrogated. However, note that when Tx-1 was active, then only Tag B was

interrogated, and vice versa for Tx-2 and Tag A. Thus, this test demonstrates

in a realistic environment how multiple transmitters can increase coverage,

due to higher probability of a tag being in the vicinity of an illuminator.

In addition to that, further feasibility of inexpensive and modular imple-

mentation is shown by swapping (on the Rx part) the Ettus N200 USRP

with a $7 RTL-SDR dongle, connected via USB 2.0 to the host laptop. This



5.2. Experimentation 49

Tag Reading Rate

Carrier-Tag Distance N200 RTL-SDR

dCT = 40 cm 161/268 27/600

dCT = 50 cm 132/300 16/1000

dCT = 60 cm 133/600 24/1000

dCT = 70 cm 64/170 3/1000

dCT = 80 cm 124/359 18/1000

dCT = 90 cm 81/160 23/1000

dCT = 1 m 572/1000 10/1000

dCT = 1.1 cm 20/50 −

Table 5.1: This table offers tag reading rates, for either USRP N200 or
RTL-SDR as the Rx SDR of the setup. Carrier-to-Receiver distance was
set to 4.7 m, whereas Carrier-to-Tag distance (dCT) was flexible to examine
the behavior of the setup. A successful read/interrogation is equivalent to
detecting all of the EPC bits of the tag correctly.

inexpensive dongle was capable of interrogating both tags, but there was a

substantial reduction in the tag reading rate, mostly due to large buffer size

of the RTL, alongside with the low bit-rate of USB 2.0 (whereas USRP N200

boasts a 1Gbit Ethernet connection).

On the same multistatic setup, facilitating either N200 or RTL-SDR for

reception, tag reading rates (from a single iteration of the algorithm) were

extracted and shown in Table 5.1, for various Carrier-to-Tag distances. It

can be roughly observed that, as the Carrier-to-Tag distance increases, the

tag reading rate fluctuates in a decreasing fashion, which can be explained

by the indoor wireless propagation, and how the reflected signals in this rich

scattering environment add up constructively or destructively.

The final experimental setup (see Fig. 5.7) seeks to showcase how the

Tx-to-Tag link is the limiting factor in the reading range of passive tags. By

using a bistatic setup with Tx-to-Rx distance equal to 30 m, and Tx-to-Tag

(ALN-9741) equal to 0.9 m, the reader was able to successfully interrogate

the tag using both N200 and RTL-SDR (on the Rx part).



Chapter 6

Conclusion

6.1 Conclusion

The proposed linear noncoherent algorithm has demonstrated high perfor-

mance, even compared to ideal coherent detection, both in monostatic and

multistatic setups, in simulations and realistic experimental testbeds. This

highlights its suitability for use in harsh, time-constraint scenarios, where

CFO and DC offset interfere with the integrity of the signal. Furthermore,

the proposed multistatic architecture has managed to interrogate a tag 30 m

away from the Rx antenna, as well as being capable of using multiple il-

luminators to increase coverage. Surprisingly, the noncoherent algorithm

outperforms the coherent algorithm in a realistic multistatic setup, which

further amplifies the need to use robust noncoherent schemes for multistatic

architectures.

6.2 Future Work

The future plan is to get rid of the Ethernet cables, and substitute them with

wireless links, e.g., WiFi. Ideally, the contribution of this work will provide

a substantial motive and framework for the convergence of contemporary

(e.g., LAN) or future (e.g., cellular) network infrastructure with the RFID

industry (Fig. 6.1).
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Figure 6.1: Would it be possible for contemporary (e.g., LAN) or future
(e.g., cellular) network infrastructure to interrogate commercial Gen2 RFID
or other IoT tags?
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