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There is an emerging strand in the agricultural economics literature which examines
the calibration of risk programming models using the principles of Positive
Mathematical Programming (PMP). In a recent contribution to this journal, Liu
et al. (2020) compare three different PMP approaches and attempt to find the ‘most
practical’ method for calibrating risk programming models to be used in policy
analysis. In this article, we argue that the comparison design by Liu et al. (2020) is
problematic, as it is based on inappropriate metrics and it ignores recent advance-
ments in PMP. This word of caution intends to provide constructive criticism and
aims at contributing to the use of risk programming models in policy analysis.
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1. Introduction

Positive Mathematical Programming (PMP) is arguably the most popular
method for calibrating mathematical programming models of agricultural
supply. Despite the wide acceptance of the method by the modelling
community, many authors have pointed out important shortcomings and
have not only proposed various improvements to address them, but also
extended the use of the PMP approach to other types of models, like risk
programming models with a mean-variance (E-V) objective function.
Drawing on these developments, Liu et al. (2020) – henceforth LvKD – in
a recent contribution to this journal, compared three risk programming farm
models calibrated with PMP attempting to find the most practical model for
use in policy analysis. While studies comparing alternative modelling
approaches undoubtedly constitute an important reference for the applied
modeller, they need to be meticulously designed. With this note, we show that
this is not the case for LvKD and we express serious concerns about the
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design and the metrics used to compare the different models. The comparison
does not take into account the advantages and the disadvantages of each
approach, it does not consider recent advancements in PMP, and eventually
leads to results that we consider misleading.
We lay out our arguments by first providing a brief description of the three

models compared by LvKD. The first model assumes a logarithmic utility
function, it exhibits decreasing absolute risk aversion (DARA) and was
developed by Petsakos and Rozakis (2015). The P&R-DARA model is
applied to a single farm only and it aims at recovering profit expectations and
covariances with a maximum entropy approach. Contrary to the other two
models, it only employs a linear cost function to account for other non-
observed (implicit) costs. The second model, developed by Arata et al. (2017),
assumes an exponential utility function and therefore exhibits constant
absolute risk aversion (CARA). The Arata-CARA model uses a cross section
of farms to recover farm-specific CARA coefficients and nonlinear
(quadratic) implicit costs that are common for all farms in the same farm
type. The third model (FSSIM-ME-CARA) was introduced by Jeder et al.
(2011)1, it also assumes CARA preferences, it is applied to a single farm only,
and its calibration algorithm includes two steps. The first step performs an
iteration of the CARA coefficient in order to select the value that leads to an
optimal model solution which best approximates the reference (observed)
activity levels. Any remaining differences between the observed activity levels
and the activity levels resulting from the model with the selected CARA
coefficient are corrected during the second step by introducing an implicit
quadratic cost function that is estimated with maximum entropy.

2. Model purpose, assumptions and data

Our first concern about the comparison exercise is that the concept itself of the
‘most practical model for policy analysis’, as perceived by LvKD, is ambiguous
and rather narrow because it does not consider the actual policy question and
the data available to answer that question. For meaningful impact assessment
analyses, these issues should be the main drivers guiding the choice of an
appropriate model. A closer examination of the three models compared by
LvKD reveals that they were developed for different purposes and assume
different data availability. TheP&R-DARAmodel, for example, is better suited
when farm-level information is insufficient to estimate farm-specific profit
expectations and profit covariance matrices, as required by E-Vmodels. In this

1 We would like to correct LvKD regarding the references they provide for the FSSIM-ME-
CARA model in Section 2 of their paper. The correct reference here is Jeder et al. (2011). The
first cited paper (Louhichi et al., 2010) explains that FSSIM uses two alternative objective
functions, one with quadratic costs (PMP but no risk) and one with a mean–standard
deviation formulation. This latter model version is calibrated by adjusting the CARA
coefficient, but without introducing additional implicit costs (non-PMP calibration). The
second cited paper, by Jeder et al. (2014), uses a non-risk version of the FSSIM model.
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case, analysts often use average regional, or even national, statistics to calculate
the needed parameters, although this practice may lead to erroneous model
results. The problem of using inappropriate information for characterising the
distribution of activity profits is not new (e.g.Gómez-Limón et al. 2003) and the
re-estimation of the covariancematrix, which is themain idea behind the P&R-
DARAmodel, has also been adopted by other authors (Louhichi et al. 2018). It
suffices to say that if the analyst has reliable data to calculate expectations and
variances of activity profits there would be no reason to re-estimate them.
Although LvKD mention the intuition behind the P&R-DARA model, they
nonetheless use average regional data in their comparison without taking into
account the impact of data availability on model selection.
Along the same line of reasoning, the theoretical assumptions about the

behaviour of economic agents (CARA vs. DARA preferences) also reveal the
type of policy questions that are best addressed by each model. We note that
all three models were developed with the European Union’s Common
Agricultural Policy (CAP) in mind as the overarching policy setting. As of
2006, a big part of subsidies given under the CAP take the form of decoupled
payments. Among the three models examined, only the P&R-DARA model
can capture the effect of the variation in decoupled payments on farm
production choices, because of its nonlinear E-V objective function.
Conversely, if one expects the wealth effects from decoupled payments to
be negligible, or for policy questions not involving changes in decoupled
payments, like the adoption of agri-environmental schemes for risk manage-
ment purposes examined by Arata et al. (2017), then a model with a DARA
objective function may not be required.
Another caveat of the model selection process, related to the theoretical

underpinnings of the FSSIM-ME-CARA model, which LvKD have over-
looked, is that the two-step process implies that risk considerations are the
main source of calibration problems. More precisely, nonlinearities in PMP
models are motivated by many reasons like heterogeneous land quality, risk
or restricted management capacity (Howitt, 1995). By treating risk separately,
and by choosing a CARA coefficient which leads to an optimal solution that
is close to the observed activity allocation, the information presumably
contained in the quadratic cost function about these other factors is limited.
In theory, a CARA coefficient derived from this first step could also lead to
perfect model calibration and thus additional quadratic costs would not be
needed. On the contrary, the P&R-DARA and Arata-CARAmodels estimate
the risk premium and their implicit cost functions simultaneously without
making any prior assumptions about the relative importance of risk, which is
in line with other PMP-risk models (Cortignani and Severini, 2012; Louhichi
et al. 2018; Britz and Arata, 2019).
One of the anonymous reviewers also suggested that the two-step approach

of the FSSIM-ME-CARAmodel is inconsistent altogether because the CARA
coefficient derives from amodel with linear costs, but it is ultimately used in the
second step to calibrate amodelwith anonlinear cost function. Since the correct
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model is assumed to be the latter, the recovered CARA coefficient, and
eventually the recovered nonlinear costs are biased because theywere estimated
using the wrong model. Although we agree, we examine the FSSIM-ME-
CARA as a calibration approach and not from an estimation viewpoint, where
this critique would be more relevant. Even in an estimation context, however,
the induced bias may be small if the first step achieves a close approximation of
the observedactivity allocation, in the sense that the quadratic cost functionwill
not significantly affect the response of the model (Jeder et al. 2011).
The above criticism is not meant to invalidate the two-step process in the

FSSIM-ME-CARA model. It simply highlights the fact that the underlying
assumptions in a real-case modelling exercise, which may depend on the
policy question, the data available, or even the modeller’s subjective
perceptions about the behaviour of economic agents, will ultimately
determine the choice of the appropriate model. For example, if the analyst
has reasons to believe that risk considerations are more important than other
factors affecting model calibration, and a CARA coefficient that allows to
closely approximate the observed activity allocation can be recovered, then
the two-step process in the FSSIM-ME-CARA model can be indeed an
acceptable calibration approach.

3. Model comparison

To compare the threemodels, LvKDassumed to knowwith accuracy the values
of all the parameters estimated during PMP calibration that are, in reality,
unknown to the analyst. They called them the ‘true’ parameter set. For the
Arata-CARA and FSSIM-ME models, these parameters include the CARA
coefficients, and the linear and nonlinear terms of the implicit quadratic cost
functions, while for P&R-DARA, they include the linear implicit costs, the
profit expectations and the covariance matrix of activity profits. Next, for each
model they performed an initial run using these true parameters and considered
the resulting optimal solutions as their reference (or observed) values against
which all models had to be calibrated. The selection of themost practical model
was finally based on (a) whether the calibration process can lead to parameter
estimates which closely approximate the true parameter set (the accuracy
criterion) and (b) how reasonable the response of each calibratedmodel is when
activity profits change (the response criterion).

3.1 The accuracy criterion

We express our concern about the choice of accuracy as a criterion in themodel
comparison exercise because accuracy, as defined by LvKD, depends primarily
on the estimation method (entropy and least squares) that accompanies each
model. LvKD explicitly state in section 4 that they examine the ability of each
model to calibrate the true values of the unobserved parameters. This implies
that the three PMPmodels are treated as estimation methods and that they are
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assessed according to their ability to recover the unknown parameters in their
objective function. However, Garnache et al. (2017) criticise this practice,
insisting that PMP is a calibration tool that should not be judged according to
econometric criteria. Building on this critique, we also want to emphasise that
PMP is not an estimation method in a statistical sense and should not be
assessed as such. It is a calibration principle that allows for reproducing some
reference activity allocation in a mathematical programming model. PMP
achieves its calibration objective by recovering unknown parameters in the
objective function – not necessarily through statistical estimation – so that the
model’s first-order conditions evaluated at this reference allocation are
satisfied. In other words, accuracy, as defined by LvKD, does not seem to be
a relevant criterion for PMPmodels because the goal of a PMPmodeller is not
to recover the underlying data generation process related to an implicit
quadratic cost function or other unknown parameters. In a mathematical
programming context, where models are used ex ante to simulate the potential
impact from changes in one ormore parameters, amore relevant interpretation
of accuracy is that of forecasting performance, as an indicator of model
response, which can only be assessed ex post (e.g. Kanellopoulos et al. 2010).
We believe that the choice of estimation method that is used to recover the

unknown parameters in PMP calibration should be seen independently from
the individual assumptions of the PMP model itself, namely the implied
behaviour of economic agents, the algorithmic steps, the specification of the
objective function, the variables that are considered stochastic and the
parameters that need to be recovered.
The use of information-theoretic estimation methods in PMP became

common practice only after the seminal paper by Paris and Howitt (1998)
who used the maximum entropy criterion to calibrate a model with a fully
specifiedQ matrix (the nonlinear part of the implicit quadratic cost function).
Information-theoretic estimation methods rely on exogenous information
and their application in PMP was motivated by the need to address an
important criticism, which has been at the very core of the PMP literature
ever since Howitt’s (1995) seminal paper2 and concerns the use of a single
observation on input–output decisions to recover nonlinear terms in the
model’s objective function. This under-determinacy of the calibration system
in PMP models (more unknown parameters than equations), and the
parameter identification problems that arise thereof, forbid the use of
traditional estimation techniques like ordinary least squares. Calibration of
single-observation PMP models thus constitutes an ill-posed problem in the
sense that there is no unique solution to the equation system of first-order
conditions.3 For this reason, early day PMP applications relied on various ad

2 LvKD (p.3) mention that PMP was introduced by Howitt (2005). However, the PMP
approach was first formally introduced by Howitt (1995).

3 It is beyond the scope of this comment note to offer a detailed discussion on the criticism of
the PMP method. We refer the interested reader to the two excellent papers by Garnarche et al.
(2017) and Heckelei and Wolff (2003).
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hoc methods for calculating the parameters of the quadratic cost function, for
example equating average and marginal costs, or setting the linear elements
equal to zero (Heckelei, 2002). In this context, maximum entropy, or any
other information-theoretic estimation method, can provide a solution
insofar as appropriate priors can be found for all the unknown parameters.
However, if the selection of priors is arbitrary, the calibration problem
remains ill-posed because the model would also calibrate with any other
feasible set of priors. The paper by Paris and Howitt (1998) eventually
marked the beginning of a new strand in the literature that sought to combine
econometric techniques with PMP principles (using first-order conditions) for
estimating – not calibrating – mathematical programming models when
multi-year observations are available (e.g. Buysse et al. 2007; Jansson and
Heckelei, 2011; Britz and Arata, 2019). However, most PMP-related studies,
including the models examined by LvKD, focus on calibration and clearly lie
outside the literature domain on model estimation because multiple data
points on farm-specific activity allocations are not always available.
We would like to note at this point that, although we strongly argue that

PMP models should be viewed and assessed within a calibration and not an
estimation context, it is also true that many of the assumptions invoked by
PMP models do rely on econometric studies. A typical example is the use of
exogenous information on supply elasticities – further elaborated in the next
section – which originate from studies that estimate primal or dual models of
agricultural supply (e.g. Guyomard et al. 1996; Heckelei and Britz, 2000;
Jansson and Heckelei, 2011). Similarly, decision-making under risk and the
types of risk preferences often exhibited by farmers have been studied
extensively using econometric models (e.g. Chavas and Holt, 1990; Bar-Shira
et al. 1997; Sckokai and Moro, 2006; Koundouri et al. 2009).
To further motivate the argument that the selection of the estimation

method is only tangent to a PMP model and not uniquely linked to it, we note
that the P&R-DARA and FSSIM-ME-CARA models can be combined with
any other estimation approach that relies on prior information, like cross-
entropy or the higher posterior density (HPD) estimator. The HPD, in
particular, is used for the calibration of the European Commission’s CAPRI
and IFM-CAP models (Louhichi et al. 2018)4 and it is considered by Heckelei
et al. (2008) to be computationally simpler than entropy methods. Similarly,
the Arata-CARA model could be potentially calibrated with HPD or some
entropy method, assuming of course that suitable priors and their

4 IFM-CAP is the only recent EU-wide farm model that has been used to inform policy
decisions (European Commission, 2018) and adopts concepts and assumptions from both the
P&R-DARA and the Arata-CARA models, namely a common Qmatrix and the re-estimation
of the covariance matrix. However, LvKD chose not to consider its calibration approach due
to lack of necessary data. Although we acknowledge the large data requirements of IFM-CAP,
the calibration approach of each model is irrelevant to the actual data needed to run the model
itself, especially under a fictitious setting where all unknown parameters are (assumed to be)
known a priori.
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distributions are available, or adequately justified, for all of the model’s
unknown parameters. However, from an econometric and estimation
viewpoint, the least squares approach in the Arata-CARA model is
theoretically preferred to maximum entropy (or other similar method
thereof) because it does not rely on prior information, it uses all sample
information and it may even allow for drawing inferences on the estimated
parameters if the standard conditions for least squares hold. Yet, even if all
three models employed the same estimation technique, they would still be
difficult to compare with respect to their accuracy, as defined by LvKD,
because each model aims at recovering a different set of unknown parameters
under different data assumptions. The Arata-CARA model uses cross-
sectional information to estimate farm-specific linear PMP terms and a
common fully specified Q matrix over 16 farms, FSSIM-ME-CARA recovers
a quadratic cost function with a diagonal Q matrix for a single farm,
assuming a single data point (observed activity allocation for an individual
farm in a single year), whereas the P&R-DARA model attempts to recover
linear PMP costs, profit expectations and the covariance matrix, also for a
single farm and a single data point.
The argument that the accuracy criterion largely depends on the selected

estimation method can be further explained by analysing the calibration
approach behind the FSSIM-ME-CARA model, which LvKD selected as the
most practical for policy analysis. In order to obtain a unique global solution
under the maximum entropy formalism, prior information should be used for
all unknown parameters, otherwise the calibration problem remains ill-posed.
This condition is clearly not satisfied in the case of the FSSIM-ME-CARA
model since the calibration program includes 2K equations and 3Kþ1
unknown parameters, of which only 2K are assigned prior information. To
better explain this point, we present equations 20 and 21 in LvKD using the
same notation:

pkyk� ∑
Z

z¼1

zakk,zπ
ak
k,z� ∑

Z

z¼1

z
Qkk

k,z π
Qkk

k,z �x0k�ψ�φ∑
K

i¼1

Sk,i�x0i ¼ 0 (1)

and

ckþ λk ¼ ∑
Z

z¼1

zakk,zπ
ak
k,zþ ∑

Z

z¼1

z
Qkk

k,z π
Qkk

k,z �x0k (2)

where k and i are the indices for crops, p denotes prices, y are yields, za and zQ

are the support intervals (priors) for the linear PMP term a and the quadratic
PMP term Q, respectively, π is the probability assigned to each fz,kg element
of these priors, x0k is the observed crop allocation, ψ is the shadow price of
land, φ is the CARA coefficient, Sk,i is the covariance matrix of crop profits,
and λ denotes crop shadow prices. The calibration procedure aims at
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recovering a, Q,ψ and λ by using priors only for a and Q, which are
themselves estimated – through maximum entropy – as the expected value of
the prior information za and zQ over the discrete probability distributions πa

and zQ (φ was recovered in the first step of the process).
An initial remark is that equation (2) is redundant because it introduces K
additional unconstrained unknown parameters (λk) which do not affect in any
way the first-order conditions represented by equation (1). This means that
the number of unknown parameters which are relevant for calibration is
reduced to 2Kþ1 (namely ak, Qkk and ψ). Second, although the maximum
entropy program will return optimal values for a and Q that lie within the
bounds defined by their support intervals (the prior information), ψ is free to
take any non-negative value. Therefore, equation (1) will always be satisfied
as long as ψ can be identified. Identification here refers to the numerical
feasibility of the optimisation model and not to the uniqueness of the solution
for ψ . In other words, the model will solve if there exists at least one value of
ψ that satisfies all individual K equations for given priors a and Q. However,
since a and Q are defined over intervals, and also different support intervals
for a and Q lead to different ψ values that satisfy equation (1), the solution for
ψ is not unique and the calibration problem for the FSSIM-ME-CARA
model remains ill-posed.
The implications of this ill-posedness of the FSSIM-ME-CARA model for

the accuracy criterion become apparent when we examine more closely the
selection of the support intervals for a and Q. The issue of selecting
appropriate priors for the unknown parameters of an entropy model is a
critical issue in applied modelling, but it has received almost no attention by
LvKD. It is widely accepted that priors are an important source of
subjectivity from the analyst’s part and therefore their values need to be
adequately justified. However, selecting priors is not a trivial task because
relevant exogenous information may not always exist, and inappropriate
priors may bias calibration results, or even lead to numerical infeasibilities if
the prior information is not compatible with the observed activity choices.
Although LvKD do not elaborate on the support intervals they used in the

FSSIM-ME-CARA model, the accompanying GAMS code and the solution
of the maximum entropy program reveal that the priors for the unknown
parameters a and Q are defined around their assumed true values. However,
since the calibration problem for the FSSIM-ME-CARA model is ill-posed,
calibration is possible even when priors are defined over support intervals
that do not contain these true values. In this case, the FSSIM-ME-CARA
model will still be able to reproduce the reference activity allocation, but with
parameter estimates far from their assumed true values, thus completely
failing to satisfy the accuracy criterion.
A situation similar to the onewe have just described is very likely to occur in a

real-casemodelling exercise becausematrixQdoes not correspond to a tangible
andmeasurable quantity, and therefore, no exogenous information is available.
This means that the use of specific priors, which were defined around the true
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parameter values,was themain reason for the highaccuracyof theFSSIM-ME-
CARA model in the comparison exercise. However, outside an experimental
setting accuracy is not guaranteed because prior information on the model’s
unknownparameters is not readily available. This problem,which relates to the
data availability issues discussed in section 2, contradicts the concept of a
practical model that motivated LvKD’s comparison exercise. Interestingly,
LvKDmention the problemwhen they justify the use of a diagonalQmatrix in
FSSIM-ME-CARA, as compared to the fully specified matrix they use for the
Arata-CARA model. Specifically, they claim that a full matrix would be
inconsistent with only one observation, especially given the lack of information
on the possible values of the elements of a fully specified Q in a real-case
modelling scenario. Nevertheless, LvKD dismiss the Arata-CARA model in
favour ofFSSIM-ME-CARAbecause the former cannot accurately recover the
true parameter set.
Finally, we need to note that, although the above discussion about the role

of priors applies also for the accuracy of the P&R-DARA model, support
intervals for its unknown parameters are generally easier to justify than in
FSSIM-ME-CARA. As explained by Petsakos and Rozakis (2015), the
unknown farm-specific, yield and price distributions are close to the observed
regional distributions, while the implicit linear costs are set close to
accounting farm profits. Nevertheless, a numerical advantage of the
FSSIM-ME-CARA model over P&R-DARA is that the former is less likely
to prove infeasible as a result of inappropriate priors because its calibration is
an ill-posed problem and the feasible range of prior values is larger than in
the case of a well-posed program.

3.2 The response criterion

The response criterion indeed corresponds to a necessary requirement for a
calibrated model and therefore appears to be more relevant for comparing
optimisation models than its accuracy counterpart. However, the way it is
used by LvKD is rather problematic. The problem concerns the true values of
the unknown parameters, which were assumed to be known with accuracy in
the first step of the comparison. By predefining the implicit cost functions and
producing estimates (calibrated parameters) that closely approximated these
cost functions, LvKD also predetermined the response of each model because
the Q matrix largely defines the final model’s price elasticity of supply. Please
note that we focus here on the Q matrix and not on the covariance matrix,
although both affect the calibrated model’s supply elasticity. In a real-case
modelling scenario, and assuming that the analyst has enough data to
calculate profit covariances (as in the case of LvKD), the model’s elasticities
will only depend on the estimation of matrix Q.
Calibrating against exogenous information on supply elasticities is a

contemporary topic in the literature and a state-of-the-art method in PMP
calibration (Mérel and Bucaram, 2010; Garnache and Mérel, 2015). The
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approach addresses the under-determinacy criticism in PMPwhich implies that
an infinite combination of calibrating parameter values exists, each corre-
sponding to a different model response. By using exogenous information on
price elasticities of supply, the range of feasible values for themodel’s unknown
parameters is constrained in such a way so that the model exhibits behaviour
which is consistent with this exogenous information.Using supply elasticities is
a more elegant way of addressing the under-determinacy criticism than
applying prior values directly to a model’s unknown parameters. The reason is
that (a) parameter-specific information may not always exist, as is the case for
the Q matrix; and (b) the calibration process simultaneously controls the
model’s second order properties. This does not mean, however, that the two
approaches are mutually exclusive. Using maximum entropy, or equivalent
information-theoretic methods, the analyst can allow the model’s implied
response to deviate from the elasticity priors to ensure that calibration is
numerically feasible (Mérel and Bucaram, 2010; Petsakos and Rozakis, 2015).
For the two CARA models, an explicit expression of supply elasticities can

be found in Louhichi et al. (2018 eq.9), while equivalent elasticity formulas
for standard PMP-quadratic cost models can be found in various other
papers (e.g. Heckelei and Wolff, 2003 eq.14; Mérel and Bucaram, 2010 eq.4)
where it becomes clear how the Q matrix affects the models’ response to price
changes. Similarly, one can derive the price supply elasticity of the P&R-
DARA model with equations (18) -(21) in Petsakos and Rozakis (2015).
Although LvKD dismissed the option of using supply elasticity priors in

their analysis on the premise that such information does not exist for their
study region, they nonetheless imposed a certain supply response to each of
the models they examined through their pre-defined true parameter set. This
response turned out to be reasonable for the two CARA models but was
obviously unreasonable for the P&R-DARA model.
Besides the impact of the true parameter set on how the examined models

respond to parameter changes, the behaviour of the P&R-DARA model is
also the direct result of the selection of initial wealth, interpreted by LvKD as
the average net worth of farms in their study region. On the contrary,
Petsakos and Rozakis (2015) had interpreted initial wealth in their model as
the sum of decoupled payments, not as the total value of the farm. High
initial wealth in the P&R-DARA model leads a to very low absolute risk
aversion coefficient, it effectively negates the role of risk in the objective
function and thus forces it to behave almost like a linear (risk-neutral) model.
Even with the quadratic cost function suggested by LvKD, a large initial
wealth would still zero out the risk premium associated with farmers’ choices
and it would reduce P&R-DARA to a standard PMP-quadratic cost model.5

5 LvKD did not test the quadratic cost function because Petsakos and Rozakis (2015) ‘fail to
provide technical specifications’ for it. Specifying the P&R-DARA model with a nonlinear
function is, however, straightforward and mathematically trivial. The interested reader can
find the related first-order conditions and the formulas for the calculation of the model’s
supply elasticities in the Appendix.
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This risk-neutral behaviour of the P&R-DARA model should not be
confused with the zero CARA coefficient estimated for 10 out of 16 farms
in the Arata-CARA model, which suggests that these farms are risk-neutral with
respect to income risk. The objective function of the P&R-DARA model, as
specified by LvKD, refers to wealth risk, it expresses the certainty equivalent
wealth, and risk neutrality is imposed to the P&R-DARA model because the
stochastic part of wealth (crop profits) is very small compared to total farm
wealth. LvKD justify their choice of high initial wealth by claiming that the
DARA coefficient would otherwise be very sensitive to the choice of the crop
mix, resulting in possible calibration failure. This statement is not clear
because high initial wealth is not mathematically necessary since the first-
order conditions included in the calibration program ensure that the reference
activity allocation will always be recovered.6

We need to emphasise at this point that the use of total farm value to
characterise initial wealth is not by itself theoretically wrong; in fact, it is
common practice in most econometric studies on decision-making under risk,
especially when investment decisions are dealt with (e.g. Sckokai and Moro,
2009). As we have shown above, the problem instead lies in the different
maximisation objective of the three models compared by LvKD, which has
important implications for the response of the models in the simulation
exercise.
The question that arises from LvKD’s treatment of the P&R-DARAmodel

is whether there is scope for a complex DARA objective function in an
optimisation model when (a) the research question does not require a DARA
model (no decoupled payments); and/or (b) the impact of risk in decision-
making is negligible due to the choice of high initial wealth. The first point
refers to the policy context and to the questions that each model is designed
to answer. LvKD have overlooked both issues in their model comparison.
However, the second point seems to be more difficult to answer. Although, in
principle, an assumed risk-neutral behaviour does not call for an E-V model,
setting initial wealth equal to decoupled payments, instead of total farm
value, will admittedly result in high wealth elasticities that may contradict the
small wealth effects found in most risk-related econometric studies (Moro and
Sckokai, 2013). It is beyond the scope of this comment note to discuss which
assumption regarding wealth elasticities is more meaningful for farm-level
optimisation models of agricultural supply. We believe, however, that LvKD
have serendipitously brought an interesting issue in the applied modelling
fore which merits further investigation and has probably not been obvious
until now because of the simplicity and dominance of linear E-V models
positing CARA preferences and zero wealth effects.

6 We suspect that the argument of calibration failure that prompted the choice of a high
initial wealth parameter in the P&R-DARA model may in fact be a misinterpreted numerical
infeasibility problem.
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4. Concluding remarks

In this comment, we take a critical look at the findings of the comparison of
three agricultural risk PMP models undertaken by LvKD. We argue that the
one-size-fits-all comparison method ignores peculiarities of all three models
and that the choice of the most practical model is directly tied to the policy
question and the availability of data. We then analyse our concerns about (a)
the very choice of the accuracy criterion; and (b) the application mode of the
response criterion. Regarding the former, we emphasise the fine thread that
distinguishes the calibration from the estimation concept, pointing out that
models under comparison are meant to be calibration tools. As regards the
response criterion, we remind recent advancements in PMP that need to be
considered and we examine the specificities of the objective functions of the
models under scrutiny in order to shed more light on the results of the
comparison exercise. Questions raised about the compatibility of farmers’
behaviour with the objective function specification necessitate further
research, that along with the discussion per se, can be credited in the merits
of the LvKD paper. We do believe that careful experimental design in
comparative modelling exercises requires to be aware of the advantages and
disadvantages of each model plotted against policy context and data
resources. Thus, the applied modeller can consciously select the most
appropriate modelling approach for the case under investigation.

Disclaimer

The authors are solely responsible for the content of the paper. The views
expressed are purely those of the authors and may not in any circumstances
be regarded as stating an official position of the European Commission.

Data availability statement

Data sharing is not applicable to this article as no new data were created or
analysed in this study.
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Appendix

Inthecaseofaquadratic implicit cost function, themaximisationof thecertainty
equivalent for the P&R-DARAmodel is given by the following program:

max
x

CE ¼W0þ p �yð Þ0x� c0x�a0x�1

2
x0Qx

�1

2

x0Sx

W0þ p �yð Þ0x�c0x�a0x�1

2
x0Qx

� �

s:t:Ax≤b θ½ �
where W0 denotes initial wealth, x is the vector for the activity levels (model
variable), p is the vector of the final estimated output prices, y is the final
estimated activity yield vector, c is the vector of variable costs, a is the linear
part of the quadratic cost function (all vectors of I�1 dimension), ‘∙’ is the
element-wise operator, Q is the I� I matrix related to the nonlinear part of
the quadratic cost function (can be diagonal with positive elements, or fully
specified and positive definite), S is the final estimated I� I covariance matrix
of activity profits, A is the I�M matrix of resource and policy constraints, b
is the M�1 vector of resource endowments, and θ is the vector of shadow
prices associated with the constraints (also M�1).
The first-order conditions with respect to x are given by:

p �y� c�a�Qx� Sx

W0þðp �yÞ0x� c0x�a0x�1

2
x0Qx

� �

þ1

2

x0Sx p �y�c�a�Qxð Þ
W0þðp �yÞ0x�c0x�a0x� 1

2x
0Qx

� �2�A0θ¼ 0

(S1)

Since supply is defined as q¼ x∙y, and assuming yields y are constant, the
matrix of price elasticities of supply can be written as

E¼ dx

dp
∙
p

x

Wecanthendefinethefunctionsx¼Xðp,θÞandθ¼Θ pð Þ so that thetotaleffectofp
on x, which also accounts for the effect of p on θ, is given by the total derivative:

dx

dp
¼ ∂X

∂p
þ∂X

∂θ
∂Θ
∂p

Since equation (S1) is highly nonlinear with respect to x, the derivation of the
elasticity formula requires the use of the implicit function theorem. Assuming
that equation (S1) represents a vector function F :2IþM

þ !I such that
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F x,p,θð Þ¼ 0 when x,p and θ are evaluated very close to their assumed true
values, then the partial derivatives appearing in the elasticity equation can be
written as:

∂X

∂p
¼� ∂F

∂x

� ��1
∂F

∂p

∂X

∂θ
¼� ∂F

∂x

� ��1
∂F

∂θ

∂Θ
∂p

¼� ∂F

∂θ

� ��1
∂F

∂p

where

∂F

∂x
¼�Q� S

W0þ p �yð Þ0x� c0x�a0x�1

2
x0Qx

� �
2
664

3
775

þ3

2

Sx p �y�c�a�Qxð Þ0
W0þ p �yð Þ0x� c0x�a0x� 1

2x
0Qx

� �2
" #

�1

2

x0SxQ

W0þ p �yð Þ0x�c0x�a0x� 1
2x

0Qx
� �2
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0Qx

� �3
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0Qx
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and

∂F

∂F
¼�A0

where I is the identity I� I matrix.
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