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Abstract

One of the central goals in computer graphics is to produce the best perceived image in the
least amount of time. Advanced rendering techniques such as ray-tracing and global
illumination improve image quality, but at a commensurate cost. In many cases, we end up
spending significant effort improving details the viewer will never notice. If we can find a
way to apply rendering effort selectively to a small number of perceptually significant
regions in a given scene, we can improve the perceived quality of synthetic real-time

imagery without paying the full computational price.

We use the term selective rendering to refer to rendering systems that allow a choice of
flexible computation within the rendering framework. Techniques that we consider as
selective rendering do not necessarily need to exploit visual attention. The human visual
system (HVS) provides us with our visual sensory input, but while the HVS is good, it is not
perfect. If we wish to invoke, in a virtual environment, the same perceptual response in
viewers as if they were actually there in the real scene, then only those parts of an
environment that are perceptually important to a viewer at any point of time need to be
calculated at the highest quality. The remainder of the image can be calculated at a much
lower quality and with much less computational expense, without the user being aware of

this quality difference.

In order to produce photorealistic images from a human rather than a machine point of
view, perception principles have been incorporated into rendering algorithms. In order to
economize on rendering computation, selective rendering guides high level of detail to
specific regions of a synthetic scene and lower quality to the remaining scene, without
compromising the level of information transmitted. Scene regions that have been rendered
in low and high quality can be combined to form one complete scene. According to previous
research efforts, such decisions may be guided by predictive attention modeling, gaze or

task-based information.

We propose a novel selective rendering approach which is task and gaze independent,
simulating cognitive creation of spatial hypotheses. Scene objects are rendered in varying
polygon quality according to how they are associated with the context (schema) of the
scene. Experimental studies in synthetic scenes have revealed that consistent objects which

are expected to be found in a scene can be rendered in lower quality without affecting



information uptake. Exploiting such expectations, inconsistent items which are salient
require a high level of rendering detail in order for them to be perceptually acknowledged.
The contribution of this thesis is an innovative x3D-based selective rendering framework

based on memory schemata and implemented through metadata enrichment.

Using classic findings from memory research in which schemata are used to explain memory
processes, this work examines whether computationally more expensive scenes containing
higher polygon counts and thus greater visual fidelity, add to the functional realism of an
immersive virtual environment displayed on a stereo capable, head tracked Head Mounted
Display, or whether they are they merely more aesthetically pleasing than their lower

polygon count counterparts.
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Chapter 1 Introduction

Computer Graphics: 1. Graphics implemented through the use of computers.
2. Methods and techniques for converting data to or from graphic displays via
computers. 3. The branch of science and technology concerned with methods
and techniques for converting data to or from visual presentation using
computers.

American National Standard for Telecommunications, (ANST 2003).

Chapter 1

Introduction

The power of images is summarized by Confusious’ saying ‘One picture is worth a thousand
words’. It is, therefore, hardly surprising that computer graphics has advanced rapidly in the
last 50 years. This has led to an exponential growth in the power of computer hardware and
the increased complexity and speed of software algorithms. In turn, this has created the
ability to render highly realistic images of complex scenes in ever decreasing amounts of

time.
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The realism of rendered scenes has been increased by the development of lighting models,
which mimic the distribution and interaction of light in an environment. These methods
ensure, to a high degree, the physical accuracy of the images produced and give what is

known as a photo-realistic rendering (Ward Larson and Shakespeare 1997).

Photo-realism, (Ferwerda 2003), is when an image produces the same visual response as the

actual scene it is trying to re-create, for example the images in Figure 1.

Figure 1: Some examples of photo-realistic images (Ward Larson and Shakespeare 1998).

One major goal of virtual reality and computer graphics is achieving these photo-realistic
images at real-time frame rates. On modern computers creating such images may take a
huge amount of computational time, for example the images shown in Figure 1 took over 3
hours to render on a 1GHz Pentium processor. Although improvements in basic rendering
hardware and algorithms have produced some remarkable results, it is still computationally
demanding, to date, to render highly realistic imagery in real-time, especially in relation to

specular effects (Chalmers and Cater 2002).

A key issue in the design of virtual environments then, is to tailor visual fidelity to fit the
needs of the application. The term visual fidelity refers to the degree to which visual
features in the VE conform to visual features in the real environment (Mania et al 2005).
Visual fidelity mediates the mapping from the real world environment to a computer

generated one (Waller et al 1998).
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Ferwerda (2001) discussed three main standards of realism related to visual fidelity:
physical; photorealism; and functional realism. The criterion for physical realism is that it
provides the same visual stimulation as the real world scene. The synthetic image has to be
an accurate point-by-point representation of the spectral radiance values of the real scene.
This could be considered an overkill however, as the algorithms required are
computationally expensive, current display devices are limited in capability for displaying
such scenes, and the human visual system is limited in its ability to perceive all the
intricacies displayed. Photorealism on the other hand produces the same visual response as
the real scene even though actual physical energy depicted differs from the real scene. It
generally refers to the scene being indistinguishable from a photograph of the scene. This
approach enables creators of computer generated scenes to relax visual precision by taking
advantage of the limitations of the human visual system. Functional realism requires
transmission of the same visual information as the real world scene in the sense that the
users are able make the same visual judgments and perform the same visual tasks with
similar efficiency. Realism, here, refers to the fidelity of information that the image

communicates.

Flight simulators provide an example of synthetic scenes which, although not physically
accurate nor photorealistic, are functionally realistic since they transmit the same visual
information to users as if flying a real plane. The goal is to engineer a simulator of high
functional realism so that positive transfer of training is achieved when training in the
simulators, meaning that task performance is better in the real-world compared to training

in the simulator.

Inarguably, one of the central goals in computer graphics is to produce the best perceived
image in the least amount of time. Advanced rendering techniques such as ray-tracing and
global illumination improve image quality, but at a commensurate cost. In many cases, we
end up spending significant effort improving details the viewer will never notice. If we can
find a way to apply our effort selectively to the small number of regions a viewer attends in a
given scene, we can improve the perceived quality without paying the full computational

price.

We use the term selective rendering to refer to rendering systems that allow a choice of
flexible computation within the rendering framework. In order to economize on rendering
computation, selective rendering guides high level of detail to specific regions of a synthetic

scene and lower quality to the remaining scene, without compromising the level of
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information transmitted. Scene regions that have been rendered in low and high quality can
be combined to form one complete scene. Techniques that we consider as selective
rendering do not necessarily need to exploit visual attention. The human visual system (HVS)
provides us with our visual sensory input, but while the HVS is good, it is not perfect. If we
wish to invoke, in a virtual environment, the same perceptual response in viewers as if they
were actually there in the real scene, then only those parts of an environment that are
perceptually important to a viewer need to be calculated at the highest quality. The
remainder of the image can be calculated at a much lower quality and with much less

computational expense, without the user being aware of any quality difference.

According to previous research efforts, selective rendering may be guided by predictive
attention modeling, gaze or task-based information. Previous research suggested rendering
in high quality the fovea region based on gaze information (McConcie and Loschky 1997;
Watson et al. 1997). Gaze-dependent rendering can economize on computational
complexity by rendering in high resolution only those parts of an image that are at the focus
of attention. However, such an approach might encounter difficulties of maintaining updates
of the multi-resolution display without disturbing the visual processing after a fast (~4ms)

eye saccade.

Following a different approach, it has been proposed to assign selective high quality
rendering in the visual angle of the fovea (2 degrees) centered on the users’ task focus
(Cater et al. 2003). In this manner, inattentional blindness may be exploited to accelerate
rendering by reducing quality in regions unrelated to the task focus. This approach, however,
cannot be applied when there is no overt task to be conducted and even when there is, we
cannot predict exactly where each task-relevant saccade will land. Haber et al. (2001)
suggested rendering the informative areas of a scene in varying quality based on saliency
models, where the most salient areas are rendered at higher quality. Such bottom-up visual
attention models do not always predict attention regions in a reliable manner (Marmitt and
Duchowski 2002). Indeed, Land (1999) argues that salience models do not account for any
fixations when carrying out a real-world task such as making a cup of tea. Correlation
between actual human and artificially presented scanpaths was found to be much lower

than predicted. Moreover, we have no generally accepted model of comparing scanpaths.

We propose a novel selective rendering approach which is task and gaze independent,
simulating cognitive creation of spatial hypotheses. Scene objects are rendered in varying

polygon quality according to how they are associated with the context (schema) of the
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scene. Experimental studies in synthetic scenes have revealed that consistent objects which
are expected to be found in a scene can be rendered in lower quality without affecting
information uptake. Exploiting such expectations, inconsistent items which are salient
require a high level of rendering detail in order for them to be perceptually acknowledged.
The contribution of this thesis is an innovative x3D-based selective rendering framework
based on memory schemata and implemented through metadata enrichment (Zotos, Mania,

Mourkoussis 2009).

Of particular interest to this thesis, in order to apply selective rendering techniques, is the
role that memory schema plays in the memory process. Schemata are knowledge structures
of cognitive frameworks based on past experience which facilitate the interpretation of

events and influence memory retrieval (Brewer et al. 1981).

The assumption is that an individual's prior experience will influence how he or she
perceives, comprehends and remembers new information in a scene. Schema consistent
information is what is expected to be found in a given context. Minsky (1975) suggested that
expectation based on prior knowledge or experience already existent in memory, can trigger
the brain to pre-load existing spatial knowledge when encountering a familiar scene.
Inferences of absent elements of a space are said to occur when memory performance after
exposure to a space contains spatial information that was not actually there but was
expected to be there based on past associations (Mania et al 2005). In other words,
information slots which have not been filled with perceptual information are filled by default
assignment based on stereotypical expectations (Kuipers 1975). Such an effect was
demonstrated by the results from Kuiper’s 1975 study: upon glancing upon a clock on a wall,
hands may be assigned during a memory test even though no hands where actually present
on that particular clock. In a computer graphics content, hands are rendered in lower quality
since they are ‘expected’ to be found, exploiting such preconceptions to save rendering
computation. Schema research has generally shown that memory performance is frequently
influenced by schema-based expectations. We will present a novel selective rendering
system that will exploit schema theory by identifying the perceptual importance of scene
regions. Objects that have been rendered in low and high quality are incorporated in a scene
based on schema expectations. The rendered quality of these objects will change in real
time, dependent on user navigation and interaction. The selective rendering framework is

based on metadata enrichment and X3D technologies (X3D).
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The Selective Renderer Software Engineering Framework to be presented has one major
objective, to economize on rendering computation. This will be accomplished by initially
producing objects of varying polygon count based on whether an object is consistent with
the content of the scene. We assign high quality of polygon count to inconsistent objects in
the scene, e.g. objects which are salient in a given scene and lower quality to consistent

objects, e.g. objects which are expected to be found in a given context.

The Selective Renderer Software Engineering Framework is evaluated against a scene
including objects of high polygon count utilizing memory recognition after exposure to the

scene displayed on a stereo capable, head tracked Head Mounted Display (HMD).

1.1 Contribution

As safety and cost issues in relation to training in real world task situations are becoming
increasingly complex, simulators have proven to be the most successful arena for production
of synthetic environments. Within simulators such as flight simulators, flight crew can train
to deal with emergency situations, can gain familiarity with new aircraft types and learn
airfield specific procedures. It is argued that training, for instance, in a simulator with
maximum fidelity would result in transfer equivalent to real-world training since the two
environments would be indistinguishable. However, there is always a trade-off between

visual/interaction fidelity and computational complexity.

Therefore, it is essential to have robust and yet efficient techniques in order to assess the
fidelity of VE implementations comprising of computer graphics imagery, display
technologies and 3D interaction metaphors across a range of application fields. In order to
save on rendering computation of complex scenes comprising of millions of polygons
selective rendering algorithms allocate varied levels of quality to selected parts of a scene
based on the simulation’s goals. Scene regions that have been rendered in low and high
quality can be combined to form one complete scene. According to previous research
efforts, such decisions may be guided by predictive attention modeling, gaze or task-based
information. An entirely novel approach which is gaze and task independent, thus offering
greater generality is proposed here. The basic premise is centered on identifying the relative
‘importance’ of objects in a scene towards communicating a specific context or ‘schema’ and
assigning varied levels of rendering quality in terms of polygon count, shadow accuracy and
texture resolution to objects according to the association of each object to the schema in

context.
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Building on previous studies which create a hierarchy of objects in a scene communicating a
specific schema, an object-based rendering engine would be developed. This engine would
render objects in a scene according to their association with the schema in context,
incorporating experimental results. For instance, objects which are consistent with a given
schema could be recalled better because of this association with the schema in context,

therefore, they would not require a high amount of rendering computation.

The contribution of this thesis is an innovative x3D-based selective rendering framework
based on memory schemata and implemented through metadata enrichment. We exploit
the X3D’s capability of defining metadata information in order to describe the level of

consistency that every object entails in relation to the specific context of a scene’s region.

1.2 Thesis Outline

This thesis is divided into a number of sections.

Chapter 2: Technical Background

This chapter introduces a set of fundamental terms in computer graphics starting with
defining light and its properties, light energy, photometry and radiometry. Subsequently,
computer graphics illumination models are analyzed. The following sections are focused on

visual perception and its application to computer graphics rendering.

Furthermore, this chapter illustrates the complex variety of tools and equipment required to
create, view and interact with immersive virtual environments. It provides background
information regarding the key technologies used in this study and an overview of the

technologies necessary to display and interact with immersive virtual environments.

Chapter 3: Memory Schemata

This chapter provides background information regarding the memory schema theory and
discusses in detail previous research in cognitive psychology exploited in this thesis in order

to form a novel selective rendering framework.
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Chapter 4: A Selective Rendering Framework

Chapter 4 introduces the technical requirements of the Selective Rendering Framework
which exploits the schema memory theory in order to economize in rendering computation
(Mania, Mourkoussis, Zotos 2008). An innovative x3D-based selective rendering framework

based on memory schemata and implemented through metadata enrichment is presented.

Chapter 5: Implementation of a Selective Rendering System

In this chapter, a real time selective rendering application implemented through the
Selective Rendering Framework (Zotos, Mania, Mourkoussis, 2009 a & b) is described in
detail. Objects that have been rendered in low and high quality are incorporated in a scene
based on schema expectations. The rendered quality of these objects will change in real

time, dependent on user navigation and interaction.

Chapter 6: Evaluation

In this chapter, the real-time Selective Framework presented in Chapter 5 is evaluated
against a fully-fledged high polygon count computer graphics scene, employing memory

recognition tasks.

Chapter 7: Conclusions and Future Work

Finally, the results and contributions of this thesis are presented. Future work, unveiled by

relevant conclusions is suggested.
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“What you see is news, what you know is
background, what you feel is opinion”
Lester Markel

Chapter 2

Technical Background

A virtual environment (VE) is a computer simulated scene which can be interactively
manipulated by users. Typical scenes used in such environments generally comprise of
geometric models, shades, images and lights which are converted into final images through

the rendering process. The rendering process must be conducted in real time in order to
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provide scenes which are updated in a reacting to user interaction. An immersive virtual
environment (IVE) perpetually surrounds the user within the VE. The first sections of this
chapter present a set of fundamental terms of computer graphics. The third section
proceeds by describing the shortcoming of previous selective rendering approaches. Finally,
the last sections analyze the complex variety of tools and technologies which have been

used in this thesis.

2.1 Computer Graphics Rendering

As described in Chapter 1 there is a great need for realistic rendering of computer graphical
images in real time. The term ‘realistic’ is used broadly to refer to an image that captures
and displays the effects of light interacting with physical objects occurring in real
environments looking perceptually plausible to the human eye, e.g. as a painting, a
photograph or a computer generated image (Figure 2). When eating in seafood restaurants,
if a meal smells like fish, it is not good fish. The same principle applies in computer graphics:

if it looks like computer graphics, it is not good computer graphics (Birn 2000).

Figure 2: The goal of realistic image synthesis: an example from photography.
There are no previously agreed-upon standards for measuring the actual realism of
computer-generated images. In many cases, physical accuracy may be used as the standard
to be achieved. Perceptual criteria are significant rather than physics based simulations to
the point of undetermined ‘looks good’ evaluations. Ferwerda (2003) proposes three levels
of realism requiring consideration when evaluating computer graphical images. These are
physical realism, in which the synthetic scene is an accurate point-by-point
representation of the spectral radiance values of the real scene; photorealism, in which
the synthetic scene produces the same visual response as the real scene even if the

physical energy depicted from the image is different compared to the real scene; and

27| Page



Chapter 2 Perceptual & Technical Background

finally functional realism, in which the same information is transmitted in real and
synthetic scenes while users perform visual tasks targeting transfer of training in the real
world (Ferwerda 2003). Physical accuracy of light and geometry does not guarantee that
the displayed images will seem real. The challenge is to devise real time rendering methods
which will produce perceptually accurate synthetic scenes in real — time. This chapter

describes how different rendering models produce their realistic graphical images.

2.1.1 The Physical Behavior of the Light

Light is one form of electromagnetic radiation, a mode of propagation of energy through
space that includes radio waves, radiant heat, gamma rays and X-rays. One way in which the
nature of electromagnetic radiation can be pictured is as a pattern of waves propagated
through an imaginary medium. The term ‘visible light’ is used to describe the subset of the
spectrum of electromagnetic energy to which the human eye is sensitive. This subset,
usually referred to as the visual range or the visual band consists of electromagnetic energy
with wavelengths in the range of 380 to 780 nanometers, although the human eye has very
low sensitivity to a wider range of wavelengths, including the infrared and ultraviolet ranges.
The range of visible light is shown in Figure 3. As shown, the wavelength at which the human

eye is most sensitive is 555 nm.

In the field of computer graphics three types of light interaction are primarily considered:
absorption, reflection and transmission. In the case of absorption, an incident photon is
removed from the simulation with no further contribution to the illumination within the
environment. Reflection considers incident light that is propagated from a surface back into
the scene and transmission describes light that travels through the material upon which it is
incident and can then return to the environment, often from another surface of the same

physical object. Both reflection and transmission can be subdivided into three main types:

Specular: When the incident light is propagated without scattering as if reflected from a

mirror or transmitted through glass.
Diffuse: When incident light is scattered in all directions.

Glossy: This is a weighted combination of diffuse and specular.
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Figure 3: The visible portion of the electromagnetic spectrum.

Most materials do not fall exactly into one of the material categories described above but

instead exhibit a combination of specular and diffuse characteristics.

In order to create shaded images of three dimensional objects, we should analyze in detail
how the light energy interacts with a surface. Such processes may include emission,

transmission, absorption, refraction, interference and reflection of light (Palmer 1999).

e Emission is when light is emitted from an object or surface, for example the sun or
man-made sources, such as candles or light bulbs. Emitted light is composed of
photons generated by the matter emitting the light; it is therefore an intrinsic source

of light.

e Transmission describes a particular frequency of light that travels through a material
returning into the environment unchanged as shown in Figure 4. As a result, the
material will be transparent to that frequency of light. Most materials are
transparent to some frequencies, but not to others. For example, high frequency
light rays, such as gamma rays and X-rays, will pass through ordinary glass, but the

lower frequencies of ultraviolet and infrared light will not.

Figure 4: Light transmitted through a material.

e Absorption describes light as it passes through matter resulting in a decrease in its

intensity as shown in Figure 5, i.e. some of the light has been absorbed by the
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object. An incident photon can be completely removed from the simulation with no
further contribution to the illumination within the environment if the absorption is

great enough.

Figure 5: Light absorbed by a material.

Refraction describes the bending of a light ray when it crosses the boundary
between two different materials as shown in Figure 6. This change in direction is due
to a change in speed. Light travels fastest in empty space and slows down upon
entering matter. The refractive index of a substance is the ratio of the speed of light
in space (or in air) to its speed in the substance. This ratio is always greater than

one.

AN\\N

Figure 6: Light refracted through a material.

Interference is an effect that occurs when two waves of equal frequency are
superimposed. This often happens when light rays from a single source travel by
different paths to the same point. If, at the point of meeting, the two waves are in
phase (the crest of one coincides with the crest of the other), they will combine to
form a new wave of the same frequency, however the amplitude of this new wave is
the sum of the amplitudes of the original waves. The process of forming this new
wave is called constructive interference (Flavios 2004). If the two waves meet out of
phase (a crest of one wave coincides with a trough of the other), the result is a wave
whose amplitude is the difference of the original amplitudes. This process is called
destructive interference (Flavios 2004). If the original waves have equal amplitudes,
they may completely destroy each other, leaving no wave at all. Constructive

interference results in a bright spot; destructive interference produces a dark spot.
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o Reflection considers incident light that is propagated from a surface back into the
scene. Reflection depends on the smoothness of the material’s surface relative to
the wavelength of the radiation (ME 2004). A rough surface will affect both the
relative direction and the phase coherency of the reflected wave. Thus, this
characteristic determines both the amount of radiation that is reflected back to the
first medium and the purity of the information that is preserved in the reflected
wave. A reflected wave that maintains the geometrical organization of the incident
radiation and produces a mirror image of the wave is called a specular reflection, as

can be seen in Figure 7.

N Ne Nl N Nz

Figure 7: Light reflected off a material in different ways, from left to right, specular, diffuse, mixed, retro-
reflection and finally gloss (Katedros 2004).

2.1.2 Computer Graphics IHlumination Models

An illumination model computes the color at a point in terms of light directly emitted by the
light source(s). A local illumination model calculates the distribution of light that comes
directly from the light source(s). A global illumination model additionally calculates reflected
light from all the surfaces in a scene which could receive light indirectly via intereflections
from other surfaces. Global illumination models include, therefore, all the light interaction in
a scene, allowing for soft shadows and color bleeding that contribute towards a more
photorealistic image. The rendering equation expresses the light being transferred from one
point to another (Kajiya 1986). Most illumination computations are approximate solutions of

the rendering equation:
I(xy)=galxy) [ lxy)+_S p(x, y,2) I(y,z) dz]
where

X,y,z are points in the environment,
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I(x,y) is related to the intensity passing from y to x,
g(x,y)is a ‘geometry’ term that is 0 when x,y are occluded from each other and 1
otherwise,

p(x,y,z) is related to the intensity of light reflected from z to x from the surface at y, the

integral is over all points on all surfaces S.
g(x,y) is related to the intensity of light that is emitted from y to x.

Thus, the rendering equation states that the light from y that reaches x consists of light
emitted by y itself and light scattered by y to x from all other surfaces which themselves emit
light and recursively scatter light from other surfaces. The distinction between view-
dependent rendering algorithms and view-independent algorithms is a significant one. View-
dependent algorithms discretise the view plane to determine points at which to evaluate the
illumination equation, given the viewer’s direction, such as ray-tracing (Dingliana 2004,
Glassner A.S5.1995). View-independent algorithms discretise the environment and process it
in order to provide enough information to evaluate the illumination equation at any point

and from any viewing direction, such as radiosity.

Bouknight (1970) introduced one of the first models for local illumination of a surface. This
included two terms, a diffuse term and an ambient term. The diffuse term is based upon the
Lambertian reflection model, which makes the value of the outgoing intensity equal in every
direction and proportional to the cosine of the angle between the incoming light and the
surface normal. The ambient term is constant and approximates diffuse inter-object
reflection. Gouraud (1971) extended this model to calculate the shading across a curved
surface approximated by a polygonal mesh. His method calculated the outgoing intensities
at the polygon vertices and then interpolated these values across the polygon as shown in

Figure 8 (middle).

Phong (1975) introduced a more sophisticated interpolation scheme where the surface
normal is interpolated across a polygon and the shading calculation is performed at every
visible point, as shown in Figure 8 (right). He also introduced a specular term. Specular
reflection is when the reflection is stronger in one viewing direction, i.e. there is a bright
spot called a specular highlight. This is readily apparent on shiny surfaces. For an ideal

reflector, such as a mirror, the angle of incidence equals the angle of specular reflection.
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Although this model is not physically based, its simplicity and efficiency make it still the most

commonly used local reflection model.

Figure 8: The differences between a simple computer generated polyhedral cone (left), linearly interpolated
shading to give appearance of curvature (Gouraud Shading). Note Mach bands at edges of faces (middle) and a
more complex shading calculation, interpolating curved surface normals (Phong Shading). This is necessary to

eliminate Mach Bands (right).

A global illumination model adds to the local illumination model, the light that is reflected
from other non-light surfaces to the current surface. A global illumination model is physically
correct and produces realistic images resulting in effects such as color bleeding and soft
shadows. When measured data is used for the geometry and surface properties of objects in
a scene, the image produced should then be theoretically indistinguishable from reality.

However, global illumination algorithms are also more computationally expensive.

Global illumination algorithms produce solutions of the rendering equation proposed by

Kajiya (1986):
Lowt=LE+ _ Linfrcos(0)d_e

where Lout is the radiance leaving a surface, LE is the radiance emitted by the surface, LIn is
the radiance of an incoming light ray arriving at the surface from light sources and other
surfaces, |r is the bi-directional reflection distribution function of the surface, q is the angle
between the surface normal and the incoming light ray and d_q is the differential solid angle

around the incoming light ray.

The rendering equation is graphically depicted in Figure 9. In this figure LIn is an example of
a direct light source, such as the sun or a light bulb, L’In is an example of an indirect light
source i.e. light that is being reflected off another surface, R, to surface S. The light seen by
the eye, Lout, is simply the integral of the indirect and direct light sources modulated by the

reflectance function of the surface over the hemisphere Q.
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Figure 9: Graphical Depiction of the rendering equation (Yee 2000).

The problem of global illumination can be seen when you have to solve the rendering
equation for each and every point in the environment. In all but the simplest case, there is
no closed form solution for such an equation so it must be solved using numerical
techniques and therefore this implies that there can only be an approximation of the
solution (Lischinski 2003). For this reason most global illumination computations are

approximate solutions to the rendering equation.

The two major types of graphics systems that use the global illumination model are radiosity
and ray tracing. In this work, we utilized radiosity rendering, however, we will refer to ray-
tracing in order to emphasize algorithmic differences which guided us to our choice of

radiosity.
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2.1.3 Ray tracing

Ray tracing is a significant global illumination algorithm which calculates specular reflections
(view dependent) and results in a rendered image. Rays of light are traced from the eye
through the centre of each pixel of the image plane into the scene, these are called primary
rays. When each of these rays hits a surface it spawns two child rays, one for the reflected
light and one for the refracted light. This process continues recursively for each child ray
until no object is hit, or the recursion reaches some specified maximum depth. Rays are also
traced to each light source from the point of intersection. These are called shadow rays and
they account for direct illumination of the surface, as shown in Figure 10. If a shadow ray
hits an object before intersecting with the light source(s), then the point under
consideration is in shadow. Otherwise, there must be clear path from the point of
intersection of the primary ray to the light source and thus a local illumination model can be

applied to calculate the contribution of the light source(s) to that surface point.

The simple ray tracing method outlined above has several problems. Due to the recursion
involved and the possibly large number of rays that may be cast, the procedure is inherently
expensive. Diffuse interaction is not modeled, nor is specular interaction, other than that by
perfect mirrors and filters. Surfaces receiving no direct illumination appear black. In order to
overcome this, an indirect illumination term, referred to as ambient light, is accounted for
by a constant ambient term, which is usually assigned an arbitrary value (Glassner 1989).
Shadows are hard-edged and the method is very prone to aliasing. The result of ray tracing is
a single image rendered for a particular position of the viewing plane, resulting in a view —

dependent technique.

In ray tracing each ray must be tested for intersection with every object in the scene. Thus,
for a scene of significant complexity, the method rapidly becomes impracticable. Several
acceleration techniques have been developed, which may be broadly categorized into two
approaches: reducing the number of rays and reducing the number of intersection tests. Hall
and Greenberg noted that the intensity of each ray is reduced by each surface it hits, thus
the number of rays should be stopped before any unnecessary recursion to a great depth
occurs (Hall and Greenberg 1983). Another approach, which attempts to minimize the
number of ray object intersections, is spatial subdivision. This method encloses a scene in a
cube that is then partitioned into discrete regions, each of which contains a subset of the
objects in the scene. Each region may then be recursively subdivided until each sub-region

(voxel or cell) contains no more than a preset maximum number of objects.
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Several methods for subdividing space exist. Glassner (1984) proposes the use of an octree,
e.g. a structure where the space is bisected in each dimension, resulting in eight child
regions. This subdivision is repeated for each child region until the maximum tree depth is
reached, or a region contains less than a certain number of objects. Using such a framework
allows for spatial coherence, i.e. the theory that similar objects in a scene affect neighboring
pixels. Rays are traced through individual voxels, with intersection tests performed only for
the objects contained within, rather than for all the objects in the scene. The ray is then
processed through the voxels by determining the entry and exit points for each voxel

traversed by the ray until an object is intersected or the scene boundary is reached.

light source

o

aye ray

eye object

viewplang reflacted ray

Figure 10: Ray tracing.

Ray tracing was not employed in this work because of the extreme computational demand
of this method when real time scenes are produced. In order to achieve interactive frame
rates, a view independent rendering framework is needed. Recent research explore methods

for real time ray tracing (Mortensen, Yu, Khanna, Tecchia, Spanlang, Marino, Slater 2008).
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2.1.4 Radiosity

Radiosity calculates diffuse reflections in a scene and results in a finally divided geometrical
mesh. The scenes produced in this work have been rendered using radiosity calculations.
The radiosity method of computer image generation has its basis in the field of thermal heat
transfer (Goral et al. 1984). The heat transfer theory describes radiation as the transfer of
energy from a surface when that surface has been thermally excited. This encompasses both
surfaces that are basic emitters of energy, as with light sources and surfaces that receive
energy from other surfaces and thus have energy to transfer. The thermal radiation theory
can be used to describe the transfer of many kinds of energy between surfaces, including

light energy.

As in thermal heat transfer, the basic radiosity method for computer image generation
makes the assumption that surfaces are diffuse emitters and reflectors of energy, emitting
and reflecting energy uniformly over their entire area. Thus, the radiosity of a surface is the
rate at which energy leaves that surface (energy per unit time per unit area). This includes
the energy emitted by the surface as well as the energy reflected from other surfaces in the

scene. Light sources in the scene are treated as objects that have self emittance.

Figure 11: Radiosity (McNamara 2000).

The environment is divided into surface patches, Figure 11, each with a specified reflectivity

and between each pair of patches there is a form factor that represents the proportion of
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light leaving one patch (patch i) that will arrive at the other (patch j) (Siegel and Howell
1992).
Thus the radiosity equation is:

Bi=Ei+riSBjFi

Where:

Bi = Radiosity of patch |

Ei = Emissivity of patch i

ri= Reflectivity of patch i

Bj = Radiosity of patch j

Fij = Form factor of patch j relative to patch i
Where the form factor, Fij, is the fraction of energy transferred from patch i to patch j and
the reciprocity relationship (Siegel and Howell 1992) states:
Aj Fji = Ai Fij

Where Aj and Ai are the areas of patch j and i respectively, as shown in Figure 12.

Figure 12: Relationship between two patches (Katedros 2004).

As the environment is closed, the emittance functions, reflectivity values and form factors
form a system of simultaneous equations that can be solved to find the radiosity of each
patch. The radiosity is then interpolated across each of the patches and finally the image can

then be rendered.
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The basic form factor equation is difficult even for simple surfaces. Nusselt (1928) developed
a geometric analog that allows the simple and accurate calculation of the form factor
between a surface and a point on a second surface. The Nusselt Analog involves placing a
hemispherical projection body, with unit radius, at a point on the surface Ai. The second
surface, Aj, is spherically projected onto the projection body, then cylindrically projected
onto the base of the hemisphere. The form factor then may be approximated by the area
projected on the base of the hemisphere divided by the area of the base of the hemisphere,

as shown in Figure 13.

Cohen and Greenberg (1985) proposed that the form factor between each pair of patches
could also be calculated by placing a hemi-cube on each patch and projecting the
environment on to it as defined by the Nusselt Analog. Each face of the hemicube is
subdivided into a set of small, usually square (‘discrete’) areas, each of which has a
precomputed delta form factor value, as shown in Figure 14. When a surface is projected
onto the hemicube, the sum of the delta form factor values of the discrete areas of the
hemicube faces which are covered by the projection of the surface is the form factor
between the point on the first surface (about which the cube is placed) and the second
surface (the one which was projected). The speed and accuracy of this method of form
factor calculation can be affected by changing the size and number of discrete areas on the

faces of the hemicube.

Figure 13: Nusselt’s analog. The form factor from the differential area dAi to element Aj is proportional to the
area of the double projection onto the base of the hemisphere (Nusselt 1928).
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Figure 14: The hemicube (Langbein 2004).

Radiosity assumes that an equilibrium solution can be reached; that all of the energy in an
environment is accounted for, through absorption and reflection. It should be noted that
because of the assumption of only perfectly diffuse surfaces, the basic radiosity method is
viewpoint independent, i.e. the solution will be the same regardless of the viewpoint of the
image. The diffuse transfer of light energy between surfaces is unaffected by the position of
the camera. This means that as long as the relative position of all objects and light sources
remains unchanged, the radiosity values need not be recomputed for each frame. This has
made the radiosity method particularly popular in architectural simulation, targeting high-
quality walkthroughs of static environments. Figure 15 demonstrates the difference in image

quality that can be achieved with radiosity compared to ray tracing.

However, there are several problems with using the hemicube radiosity method. It can only
model diffuse reflection in a closed environment; it is limited to polygonal environments; it
is prone to aliasing and has excessive time and memory requirements. Also, only after all the
radiosities have been computed in the scene is the resultant image displayed. There is a
form factor between each pair of patches, so in an environment with N patches, N2 form
factors must be stored. For a scene of moderate complexity this will require a vast amount
of storage and as the form factor calculation is non-trivial the time taken to produce a
solution can be extensive. This means that the user is unable to alter any of the parameters
of the environment until the entire computation is complete. Then once the alteration is

made, the user must once again wait until the full solution is recomputed.

The visual quality of the rendered images in radiosity also strongly depends on the method
employed for discretizing the scene into patches. A too fine discretization may give rise to
artefacts, while with a coarse discretization, areas with high radiosity gradients may appear

(Gibson and Hubbold 1997). To overcome these problems, the discretization should adapt to
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the scene. That is, the interaction between two patches should account for the distance
between them as well as their surface area. In other words, surfaces that are far away are
discretized less finely than surfaces that are nearby. These aspects are considered by the
adaptive discretization method proposed by Languénou et al. (1992). It performs both
discretization and system resolution at each iteration of the shooting process, which allows
for interactivity. Gibson and Hubbold (1997) demonstrated another solution for this problem
by presenting an oracle that stops patch refinement once the difference between successive

levels of elements becomes perceptually unnoticeable.

Progressive refinement radiosity (Cohen et al. 1988) works by not attempting to solve the
entire system simultaneously. Instead, the method proceeds in a number of passes and the
result converges towards the correct solution. At each pass, the patch with the greatest
unshot radiosity is selected and this energy is propagated to all other patches in the
environment. This is repeated until the total unshot radiosity falls below some threshold.
Progressive refinement radiosity generally yields a good approximation to the full solution in
far less time and with lesser storage requirements, as the form factors do not all need to be
stored throughout. Many other extensions to radiosity have been developed and a very

comprehensive bibliography of these techniques can be found in (Ashdown 2004).

Figure 15: The difference in image quality between ray tracing (middle) and radiosity (right hand image).
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2.2 Visual Perception in Computer Graphics

In recent years, research in realistic image synthesis has included perceptually based
rendering, considering aspects of the Human Visual System (HVS) to produce faster or more
realistic computer graphics images. The basic goal of realistic rendering is to create images
perceptually indistinguishable from real scenes. Since the human observer judges the fidelity
and quality of the resulting images, the perceivable differences between the appearance of
a computer graphics image and its real world counterpart should be minimized. Thus, visual
perception issues are clearly involved in realistic rendering and should be considered at
various stages of computation, rendering and displaying (Chalmers, A., McNamara, A.,
Troscianko 2000). This specific research direction has gained much attention of the
computer graphics research community (Greenberg, 1999), motivated by the progress in
physiology, psychophysics and psychology in providing computational models of the HVS. In
this section, principles of human visual perception that are employed in this thesis are going
to be reviewed. Also, research that utilizes principles of human visual perception towards
efficient computer graphics algorithms and image quality metrics is going to be mentioned.
It is useful to demonstrate that such knowledge is invaluable for the progress of the

computer graphics field.

2.2.1 Human Visual Perception

The ability of a person or animal to detect fine spatial pattern, therefore, resolve detail in an
image, is expressed as visual acuity (Bruce et al. 1996.). The human eye is more sensitive to
intermediate changes in brightness as opposed to gradual or sudden changes. Acuity
decreases with increase in distance. At any instant, the human eye samples a relatively large
segment of the optic array (the peripheral field) with low acuity and a much smaller segment
(the central, or foveal field) with high acuity. Saccadic movements are rapid jumps of eye
position in order to focus to an object. Smooth and saccadic eye movements shift this high-
acuity segment about rapidly so that acute vision over a wide angle is achieved. If the
distance of an object from the observer changes, convergence movements keep it fixated by
the foveal field of both eyes. The Human Field of Vision (FoV) is normally around 200
degrees. Please note that the Head Mounted Display utilized in this work allows a FoV of 50

degrees diagonal and the scenes are produced in stereo.

Perceptual constancy refers to the fact that we perceive a surface as having a constant

appearance despite changes in the spectral composition of light reflected from it.
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Depth perception is the ability to see the world in three dimensions. Binocular disparity
(horizontal disparity is the distance between the two views of the two eyes) and pictorial
cues provide depth perception information. Animals with overlapping visual fields have
stereoscopic information available to them from a comparison of the images obtained at the
two eyes. Each eye sees a slightly different view of the world due to the horizontal distance
between the two eyes. Objects at different distances will appear to move together, or apart,
reflecting the horizontal disparity between the two views. The human brain fuses the two
separate views into one that is interpreted as being in 3D. The two images are called a stereo
pair. Figure 16 shows the geometry of binocular vision. Most theories of stereo vision have
argued that in analyzing binocular disparity the visual system must determine which parts of

one eye’s image correspond to particular parts in the other eye’s image.
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Figure 16: Geometry of binocular vision.

In Figure 16, the eyes fixate at point P. Point Q further away than P is imaged on non-
corresponding or disparate points in the two eyes. The disparity (B-a) produced by point Q is
measured by the discrepancy between the two image locations in degrees of visual angle.
Disparity is proportional to depth, D, but inversely proportional to the squared viewing
distance (Bruce et al. 1996.). For instance, if the image of Q was located 6 degrees away
from the fovea in one eye but 5 degrees away in the other, then Q produced an angular
disparity of 1 degree. Disparity increases with the amount of depth but decreases rapidly

with increasing viewing distance.

In computer graphics/VE displays various techniques exist for providing different images to

each eye including glasses with polarized filters and holography. Some of these techniques
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make possible true 3D images that occupy space, rather than being projected on a single
plane. These displays can provide an additional depth cue: Closer objects actually are closer
just as in real life so that the viewer’s eyes focus differently on different objects, depending

on each object’s proximity.

2.2.2 Perceptually Driven Rendering

Since global illumination solutions are costly in terms of computation, there are good
prospects for their efficiency improvement by focusing computation on those scene features
which can be readily perceived by the human observer under given viewing conditions. The
features that are below perceptual visibility thresholds can be simply omitted from the
computation without causing any perceivable difference in the final image appearance
(Chalmers, McNamara et al. 2000). For instance, exploiting the poor color spatial acuity of
the HVS, Meyer and Liu (1992) developed an adaptive image synthesis algorithm that uses
an opponent’s processing model of color vision comprising chromatic and achromatic color
channels. They achieved a modest saving in computational effort and showed, using a
psychophysical experiment, that decreasing the number of rays used to produce the
chromatic channels had less of an effect on image quality than reducing the number of rays
used to create the achromatic channels. This was the first work to attempt to minimize the
computation of color calculations. Subsequently, the research community has incorporated
more complex models of the HVS into the rendering algorithms (Myszkowski 1998), (Bolin et

all 1998).

Another technique that addresses the problem of mapping real-world illumination to a
display is tone mapping which takes advantage of the HVS sensitivity to relative luminance
rather than absolute luminance. If the luminance of a light source is increased 10 times, the
human viewer does not perceive that the actual brightness has increased 10 times. The
actual relationship is logarithmic meaning that the sensitivity of the eye decreases rapidly as
the luminance of the source increases. Tumblin & Rushmeier (1993) were the first who
attempted to match the brightness of a real scene (vast luminances and contrast ratio) to
the brightness of the computer graphics image on a typical display (limited display
luminance and contrast ratio). They attempted to recreate the same perceptual response for
a human viewer looking at a display as the response in the real world. For a complete

review, see (Chalmers, McNamara et all 2000).
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Generally, using validated visual models that could predict image fidelity, researchers can
work towards greater efficiency and speed in rendering, knowing that resulting images will

still be faithful visual representations to the human eye (McNamara 2000).

2.2.3 Perceptually based Image Quality Metrics

Current global illumination algorithms usually rely on energy-based metrics of solution
errors, which do not necessarily correspond to the visible improvements of the image quality
(Lischinski et al 1994.). Ideally, the development of perceptually-based error metrics which
can control the accuracy of every light interaction between surfaces, are desired. This can be
done by predicting the visual impact those errors may have on the perceived fidelity of the
rendered images. Another approach is to develop a perceptual metric which operates
directly on the rendered images. If the goal of rendering is just a still frame, then the image-
based error is adequate. In the case of view-independent solutions, the application of the
metric becomes more complex because a number of ‘representative’ views should be
chosen. In practice, instead of measuring the image quality in absolute terms, it is much
easier to derive a relative metric that predicts the perceived differences between a pair of

images (Rushmeier et al 1995).

It is commonly known that a common mean squared-error metric usually fails in such a task.
An example of advanced image fidelity metric that incorporates a complex HVS model is the
Visible Differences Predictor (VDP) (Daly, 1993). Based on previous human experimentation,
the VDP predicts many characteristics of human perception. The VDP metric when applied in
global illumination computation provides a summary of the algorithm performance as a
whole rather than giving a detailed insight into the work of its particular elements. The VDP
gets as input a pair of images and it generates as output a map of probability values that
characterize if these differences could be perceived by a human observer. Another
perceptually based metric is the Sarnoff Visual Discrimination Model that focuses on

modeling the physiology of the visual pathway (Lubin, 1995).
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2.2.4 Simplification of Complex Models

Previous research has investigated how complex detail of geometrical models can be
reduced without altering the viewer’s recognition of the models. Maciel and Shirley’s visual
navigation system used texture mapped primitives to represent clusters of objects
maintaining high and approximately constant frame rates (Maciel and Shirley 1995). Their
approach works by ensuring that each visible object or a cluster that includes it, is drawn in
each frame for the cases where there are more unoccluded primitives inside the viewing
frustum than can be drawn in real-time on a workstation. Their system also supports the use
of traditional Level-Of-Detail (LOD) representations for individual objects and supports the
automatic generation of a certain type of LOD for objects and clusters of objects. The system
supports the concept of choosing a representation from among those associated with an
object that accounts for the direction from which the object is viewed. The system as a
whole can be viewed as a generalization of the level-of-detail concept, where the entire
scene is stored as a hierarchy of levels-of-detail that is traversed top-down to find a good
representation for a given viewpoint. However, their system does not assume that visibility
information can be extracted from the model and thus it is especially suited for outdoor

environments.

Luebke et al. (2000) presented a polygonal simplification method which uses perceptual
metrics to drive the local simplification operations, rather than the geometric metrics
common to the other algorithms in this field. Equations derived from psychophysical studies
which they ran determine whether the simplification operation will be perceptible; they
then only perform the operation if its effect is judged imperceptible. To increase the range
of the simplification, they use a commercial eye tracker to monitor the direction of the
user’s gaze allowing the image to be simplified more aggressively in the periphery than at
the centre of vision. Luebke and Hallen (2001) extended this work by presenting a
framework for accelerating interactive rendering produced on their psychophysical model of
visual perception. In their user trial, four subjects did not perform better than chance in
perceiving a difference between a rendering of a full-resolution model and a rendering of a
model simplified with their algorithm in 200 trials; thus showing that perceptually driven
simplification can reduce model complexity without any perceptually noticeable visual

effects (Figure 17).
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Figure 17: The original Stanford Bunny model (69,451 faces) and a simplification made by Luebke and Hallen’s
perceptually driven system (29,866 faces). In this view the user’s gaze is 29° from the centre of the bunny
(Luebke and Hallen 2001).

Marvie et al. (2003) propose a new navigation system, which is built upon a client-server
framework. With their system, one can navigate through a city model, represented with
procedural models that are transmitted to clients over a low bandwidth network. The
geometry of the models that they produce is generated on the fly and in real time at the
client side. Their navigation system relies on several different kinds of pre-processing, such
as space subdivision, visibility computation, as well as a method for computing some
parameters used to efficiently select the appropriate level of detail of the objects in the
scene. Both deciding on the appropriate level of detail and the visibility computation are

automatically performed by the graphics hardware.

Krivanek et al. (2003) devised a new fast algorithm for rendering the depth-offield effect for
point-based surfaces. The algorithm handles partial occlusion correctly, does not suffer from
intensity leakage and it renders depth-of-field in presence of transparent surfaces. The
algorithm is new in that it exploits the level-of-detail to select the surface detail according to
the amount of depth-blur applied. This makes the speed of the algorithm practically
independent of the amount of depth-blur. Their proposed algorithm is an extension of the
Elliptical Weighted Average (EWA) surface splatting (Heckbert 1989). It uses mathematical
analysis to increase the screen space EWA surface splatting to handle depth-of-field

rendering with level-of-detail.

In our system, varied polygon count versions of objects are created and stored with the help
of a polygon count tool that diminishes the number of polygons of an object to the point

that it is recognizable. The parameters of the polygon count tool follow:

47 |Page



Chapter 2 Perceptual & Technical Background

o Vert Percent: The modified object's vertex count as a percentage of the overall
number of vertices in the original mesh. Adjusting this setting also alters the Vert
Count value.

e Vert Count: This is the total number of vertices in the modified object. This control is
used to set the maximum number of vertices in the output mesh. Adjusting this
setting also alters the Vert Percent value.

e Max Vertex: This parameter displays the vertex count from the original mesh that is

applied.

The polygons of each object were reduced on an individual basis until it was felt that the
object contained the minimum number of polygons required to retain the object’s

recognizable shape. This was confirmed by pilot studies.
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2.3 Selective Rendering

One of the central goals in computer graphics is to produce the best perceived image in the
least amount of time. Advanced rendering techniques such as ray-tracing and global
illumination improve image quality, but at a commensurate cost. In many cases, we end up
spending significant effort improving details the viewer will never notice. If we can find a
way to apply our effort selectively to the small number of regions a viewer attends in a given

scene, we can improve the perceived quality without paying the full computational price.

We use the term selective rendering to refer to rendering systems that allow a choice of
flexible computation within the rendering framework. In order to economize on rendering
computation, selective rendering guides high level of detail to specific regions of a synthetic
scene and lower quality to the remaining scene, without compromising the level of
information transmitted. Techniques that we consider as selective rendering do not
necessarily need to exploit visual attention. The human visual system (HVS) provides us with
our visual sensory input, but while the HVS is good, it is not perfect. If we wish to invoke, in a
virtual environment, the same perceptual response in viewers as if they were actually there
in the real scene and at the same time allow for real time interaction, then only those parts
of an environment that are cognitively significant by a viewer at any point of time need to be
calculated at the highest quality. The remainder of the image can be calculated at a much
lower quality and with much less computational expense, without the user being aware of

this quality difference.

2.3.1 Gaze based Selective Rendering

The new generation of eye-trackers replaces the unsatisfactory situation of former
laboratory studies which demanded subject’s immobilisation, prohibited speech, darkness,
recalibration of the method after every blink etc. by ergonomically acceptable measurement
of gaze direction in a head-free condition. The new methods are fast and increasingly non-
invasive. This means that eye tracking no longer interferes with the activities the participant
is trying to carry out. As gaze-direction is the only reliable (albeit not ideal) index of the locus
of visual attention there is an almost open-ended list of possible applications of this

methodology of eye tracking.

Gaze-contingent processing can be used for enhancing low-bandwidth communication,
firstly by an appropriate selection of information and channels and, secondly, by

transmission with high resolution of only those parts of an image which are at the focus of
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attention. In this way also low-bandwidth channels can be optimally exploited, e.g. in Virtual
Reality applications. There is, however, a general problem on the way to realization of most
of these applications as ‘not every visual fixation is filled with attention because our
attention can be directed inward, on internal transformation of knowledge’ (Challis et al.
1996) and ‘without attention there is no conscious perception’ (Mack and Rock 1998). This is
why knowledge of the actual limits of human visual processing of information is needed to

fully take advantage of this exploitation.

Osteberg’s research builds on human vision work that indicates the human eye only
processes detailed information from a relatively small part of the visual field (Osterberg
1935). Watson et al. (1997a; 1997b) proposed a paradigm for the design of systems that
manage level of detail in virtual environments. They performed a user study to evaluate the
effectiveness of high detail insets used in head-mounted displays. Subjects performed a
search task with different display types. Each of these display types was a combination of
two independent variables: peripheral resolution and the size of the high level of detail inset
as shown in Figure 18. The high detail inset they used was rectangular and was always
presented at the fine level of resolution. The level of peripheral resolution was varied at
three possible levels; fine resolution (320x240), medium resolution (192x144) and coarse
(64x48). There were three inset sizes; the large inset size was half the complete display’s
height and width, the small inset size was 30% of the complete display’s height and width,

the final size was no inset at all.

Figure 18: Experimental environment as seen with the coarse display (Watson et al. 1997b).

Their results showed observers found their search targets faster and more accurately for the
fine resolution no inset condition, however it was not significantly better than the fine

resolution inset displays with either medium or coarse peripheral resolutions. Thus
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peripheral level of detail degradation can be a useful compromise in order to achieve
desired frame rates. Watson et al. are continuing to work on measuring and predicting visual

fidelity for simplifying polygonal models (Watson et al. 2000; 2001).

McConkie and Loschky (1997; 2000) and Loschky et al. (1999; 2001) instructed observers to
examine complex scenes displayed on an eye linked multiple resolution display, which
produces high visual resolution only in the region to which the eyes are directed (Figure 19).
Image resolution and details outside this ‘window’ of high resolution are reduced. This
significantly lowers bandwidth as many interactive single-user image display applications
have prohibitively large bandwidth requirements. Their recent study measured viewers’
image quality judgments and their eye movement parameters. They found that
photographic images filtered with a window radius of 4.1 degrees produced results

statistically indistinguishable from that of a full high-resolution display.

This approach did, however, encounter the problem of keeping up with updating the multi-
resolutional display after an eye movement without disturbing the visual processing. The
work has shown that the image needs to be updated after an eye saccade within 5
milliseconds of a fixation otherwise the observer will detect the low resolution. These high
update rates were only achievable by using an extremely high temporal resolution eye

tracker and by pre-storing all possible multi-resolutional images that were to be used.

Figure 19: An example of McConkie’s work with an eye linked multiple resolution display (McConkie and
Loschky 1997).
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2.3.2 Selective Rendering based on Saliency Models

Saliency models determine what is visually important within the whole scene. They are
based on the idea first advanced by Koch and Ullman (1985) of the existence, in the brain, of
a specific visual map encoding for local visual conspicuity. The purpose of the saliency map is
to represent the conspicuity, or saliency, at every location in the visual field by a scalar
guantity and to guide the selection of attended locations, based on the spatial distribution of
saliency (Wooding 2002). A combination of the feature maps provides bottom-up input to
the saliency map, modeled as a dynamical neural network. The system developed by Itti et
al. (1998) attempts to predict given an input image in which Regions Of Interest (ROIs) in the

image attention is drawn automatically and unconsciously towards them.

This biologically inspired system, takes an input image which is then decomposed into a set
of multi-scale neural feature maps that extract local spatial discontinuities in the modalities
of color, intensity and orientation (Itti et al. 1998). All feature maps are then combined into
a unique scalar saliency map that encodes for the salience of a location in the scene
irrespective of the particular feature that detected this location as conspicuous. A winner-
takes-all neural network then detects the point of highest salience in the map at any given
time and draws the focus of attention towards this location. In order to allow the focus of
attention to shift to the next most salient target, the currently attended target is transiently
inhibited in the saliency map. This is a mechanism that has been extensively studied in
human psychophysics and is called the inhibition-of-return (Itti and Koch 2001). The interplay
between winner-takes-all and inhibition-of-return ensures that the saliency map is scanned
in order of decreasing saliency by the focus of attention and generates the model’s output in

the form of spatio-temporal attentional scanpaths, as shown in Figure 20.
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Figure 20: How the saliency map is created from the feature maps of the input image (Itti 2003a).

Marmitt and Duchowski (2002) looked at the fidelity of using such a model of visual
attention to predict the visually salient features in a virtual scene. Itti et al.”s model (1998)
had been previously shown to be quite accurate over still natural images (Privitera and Stark
2000); however it was not clear how well the model generalizes to the dynamic scene
content presented during virtual reality immersion. Marmitt and Duchowski’s analysis
showed that the correlation between actual human and artificially predicted scan-paths was
much lower than predicted. They hypothesis that the problem may lie in the algorithm’s lack
of memory, for each time the algorithm is run, as far as it is concerned, it is presented with a
completely new image. In contrast, a human has already seen most parts of the image and is
therefore free to distribute visual attention to new areas, even though, according to the
algorithm’s saliency map, the areas may appear to the model as less interesting. Therefore
such systems as Yee et al. (2001) and Haber et al. (2001) propose may need some more
refining to foster closer correspondence to actual human attentional patterns for use with

rendering dynamic virtual reality scenes.

53| Page



Chapter 2 Perceptual & Technical Background

2.3.3 Task based Selective Rendering

Following a different approach, it has been proposed to assign selective high quality
rendering in the visual angle of the fovea (2 degrees) centered on the users’ task focus

(Cater et all 2003). In this manner, intentional blindness may be exploited to accelerate

rendering by reducing quality in regions unrelated to the task focus (Figure 21).

Figure 21: Effects of a task on eye movements. Eye scans for observers examined after different task
instructions; 1. Free viewing, 2. Remember the central painting, 3. Remember as many objects on the table as
you can, 4. Count the number of books on the shelves.

Cater et al. showed, that conspicuous objects in a scene that would normally attract the
viewer’s attention in an animation are ignored if they are not relevant to the task at hand.
This failure of the human to see unattended items in a scene, is known as inattentional

blindness.

The human eye is physically incapable of capturing a moving scene in full detail. Humans
sense image detail only in a 2 degrees foveal region, relying on rapid eye movements, or
saccades, to jump between points of interest. Human’s brain then reassembles these
glimpses into a coherent, but inevitably imperfect, visual percept of the environment. In the
process, human literally lose sight of the unimportant details. Cater et al. demonstrated how
properties of the human visual system, in particular inattentional blindness, can be exploited
to accelerate the rendering of animated sequences by applying a priori knowledge of a

viewer’s task focus.
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A controlled experimental setting demonstrated how human subjects will consistently fail to
notice degradations in the quality of image details unrelated to their assigned task, even
when these details fall under the viewers’ gaze. Based on these observations, a perceptual
rendering framework created that combines predetermined task maps with spatiotemporal
contrast sensitivity to guide a progressive animation system which takes full advantage of

image-based rendering techniques.

This approach, however, cannot be applied when there is no overt task to be conducted and

even when there is, we cannot predict exactly where each task-relevant saccade will land.

2.3.4 Schema based Selective Rendering

Based on the above, a new approach is needed which is task and gaze independent,
simulating cognitive creation of spatial hypotheses. Our approach does not rely on saliency
model predictions which by themselves, even if correct, could be computationally
demanding when operating in real-time. Saliency models are proven to be wrongly
predicting the focus of attention in a variety of cases. In order to optimize rendering
computation and produce photorealistic images from a human rather than a machine point
of view, we incorporate information about how cognitive hypotheses are formed in a novel
selective rendering framework. The memory schema theory analyzed in Chapter 3 describes
how humans have the amazing capacity of merging perceptual information as seen through
the eyes with previous preconceptions while making sense of real-world surroundings. In
this manner, such integrated information offers the ability to recognize the context of
spaces, e.g. entering a school, an office or a hospital, after a very brief exposure to that
space and recognition of familiar objects associated with each context. In our system, scene
objects are rendered in varying polygon quality according to how they are associated with

the context (schema) of the scene.
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Figure 22: Real time rendering behavior of a trashcan. Left, low quality of the trashcan is loaded. Right, high
quality of the same model is loaded.

Experimental studies in synthetic scenes have revealed that consistent objects which are
expected to be found in a scene can be rendered in lower quality without affecting
information uptake (Mourkoussis, Mania et all. 2009). Since expected, such objects could be
rendered in lower quality because of our previous knowledge, that, for instance, every office
probably includes desks, office chairs and computers. Exploiting such expectations,
inconsistent items which are salient require a high level of rendering detail in order for them
to be perceptually acknowledged. A novel schema-based selective rendering approach is

going to be analyzed in Chapter 4.
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2.4 Virtual Reality Technology

2.4.1 Mainstream Simulation Technology

The popular view of Virtual Reality (VR) is one in which a headset or some form of eyeglasses
is worn to produce a totally convincing replacement for reality. Films such as the Jonny
Mnemonic (1997) have popularized such impressions, leading to the common belief that
when wearing a VR headset, all five senses are somehow catered for, providing the full
spectrum of human perceptual feedback. Such technology currently remains within the
realms of science fiction, while existing technologies, such as those used for the research

presented in Chapter 4, will be discussed in a later section.

While Virtual reality and simulation have been used almost interchangeably throughout this
thesis, it is perhaps worth making a distinction between the two for clarity. It could be
argued that while VR is indeed a form of simulation, it is a form that attempts to simulate

not only the external environment, but also the close personal space of the user.

Mainstream simulation, such as Air Traffic Control (ATC) or Flight simulation on the other
hand only attempts to model the external environment, the personal space of the user
remains in reality. Certain applications lend themselves to simulation very well; Air Traffic
Controllers (tower) for example work with computer systems that may be faithfully
recreated within the simulator. The view from the tower window can be generated by a
dedicated image generator (IG) or cluster of parallel computers and displayed using the

most convenient display systems.

The operator of the simulator operates the computer systems in a way identical to a real-
world control tower; there is no relevant benefit for modeling the student’s personal space
artificially. The operator has a continual frame of reference based in reality (Figure 23). This
may account for the slightly lower incidence of ‘Sim-sickness’ encountered within such

simulators when compared to their fully immersive VR counterparts.
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Figure 23: An impression of an ATC tower simulator (using ‘rear-projected’ LCD), courtesy of Adacel Canada
Ltd.

A dedicated and vastly expensive IG generates the external view in this simulation system

and is able to create highly realistic images as shown in Figure 24.

&

T

Figure 24: A near photorealistic view from a simulated control tower window, courtesy of Adacel Canada Ltd

It is worth noting that since the majority of the scene remains static with regard to the
operator’s viewpoint, only the geometry of the aircraft and ground vehicles needs to be

recalculated and displayed in real-time.
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2.4.2 Immersive VR Systems

There are however other applications for which such simulation is unsuitable. For an
astronaut or diver for example, unlike a pilot or ATC controller, their personal space changes
and becomes part of the external environment. Simulations for such applications must
therefore include a model of the user’s personal space and may not be displayed on such
systems as those shown above since there is no static viewpoint. Instead, a display that
blocks vision of the outside world and allows the user to see only the computer-generated

environment, ideally including the personal space, is required.

An early version of such a system was created in the 1960’s by Ivan Sutherland (Mania
2001), known as a CAVE and was a forerunner to modern Head Mount Displays (HMDs). An
HMD, is worn on the users head and consists of one or frequently two individual display
units, that are located approximately an inch in front of the user’s eyes and in some cases a
shield that blocks periphery vision. An example of an HMD is shown in Figure 25, as used in
the research presented in Chapter 5 comprising of a Rockwell Collins headset and a 3

degrees-of-dreedom (dof) head tracker.

Figure 25 shows an HMD of the type used in this research, with no periphery shielding.

HMDs such as this may be coupled with a head-tracking device, which provides feedback to
the computer system relating to the users orientation. The use of such devices allows the
display to be updated to show the part of the environment relevant to the view direction of
the user, providing the ability to look around the environment freely. There are currently

two types of available tracking device that may be employed according to their capability of
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tracking rotational movement (3 dof) and rotational as well as translational movement (6

dof).

The 3 dof tracker allows the viewpoint to be rotated around the x, y and z axis, which
provides the ability to orient the viewing direction left or right, up or down, or twist it
laterally. When using a 3 dof tracker only rotation is accounted for with no provision for
translating the viewpoint through the environment except on pre-defined paths, so the
application of such devices will typically require the subject to remain seated in a static

location.

By comparison, 6 dof devices track not only the rotational position of the head, but also the
physical location in space. 6 dof devices therefore allow the environment to not only be
scrutinized by rotating the head, but also navigated by physically walking or moving around.
It should be noted however that since the HMD will obscure the users normal view of the
physical environment and because of the attached cabling, this type of interaction with the

environment must be carefully thought out and does not lend itself to every application.

Since the HMD is mounted directly onto the users head, weight is of paramount importance
to usability. For this reason most, if not all current HMD systems employ LCD displays.
Because each display is small in terms of physical dimensions, the resolution of HMD devices
is somewhat limited, typically being 640-480 (VGA) or 800-600 (SVGA). While more recent
advances have lead to the production of HMD systems with a resolution of 1024-768 (XGA),
environments viewed through most HMD’s will appear blocky or ‘pixelated’, giving an
unrealistic image. It is also typical in low-end devices to have a colour depth limited to 16
bits-per-pixel, which may also cause the displayed scene to appear a little unrealistic, no

matter what the technology used to render the image.

Perhaps the most significant limitation of existing HMD systems however, is the lack of
periphery information. While some systems employ periphery shielding, this is simply a
black mask intended to prevent light from the physical world from entering the users FoV. In
the real-world periphery vision exists and is used, perhaps unconsciously, in many ways.
Since it is normal to perceive periphery vision, its removal must play a huge role in
preventing a feeling of immersion within a VE viewed via an HMD, since most such devices
present the view as if looking through an oblong tube, giving the impression of tunnel vision.
It is understood that research into curved or tiled LCD systems, which would allow periphery

vision to be catered for is continuing.

60| Page



Chapter 2 Perceptual & Technical Background

However, the fact that typical HMDs provide two individual LCD screens, one for each eye,
provides a significant advantage over other displays systems. By providing separate, slightly
varying images to each display (dual channel), binocular disparity may be used to give the
impression of realistic 3D effects. Such a technique was employed during the evaluation

procedures of the selective rendering framework, presented in Chapter 6.

One clear difference between a simulator in which the close personal space of a user is not
modeled and one in which it is, is the way in which the immediate environment is perceived
in relation to the users own body. A simulator such as that shown in Figure 23 faithfully
recreates the normal working environment of the user, physical aspects of the body, such as
arms and hands, can still be seen and used in the normal way. Within a system employing an
HMD however, the limbs are no longer visible, with the result that it is difficult to operate
any external systems that may rely on physical contact (such as a mouse or keyboard). Many
methods exist to try to compensate for this, including the use of 6 dof trackers fitted to the
hand and haptic user interface devices. Using the feedback provided by these trackers, a
virtual representation of the hand may be included within the simulation. Despite this,
manipulation of real-world objects within a VE presented through an HMD is difficult and
the manipulation of virtual objects and related 3D User Interface issues are still the subject

of much debate (3DUI).

In our work, VEs were presented in stereo at xXVGA resolution on a Kaiser Electro-optics Pro-
View 30 Head Mounted Display with a Field-of-View comprising 50 degrees diagonal. An

Intersense Intertrax2, three degree of freedom tracker was utilized for rotation.
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2.5 Extensible 3D Graphics (X3D)

In this section we will analyze the technical framework of the X3D language utilized for the
implementation of the Selective Rendering Framework presented in this thesis. X3D is a
royalty-free open standard file format and run-time architecture to represent and
communicate 3D scenes and objects using XML. It is an ISO ratified standard that provides a
system for the storage, retrieval and playback of real time graphics content embedded in
applications, all within an open architecture to support a wide array of domains and user

scenarios.

X3D has a rich set of componentized features that can tailored for use in engineering and
scientific visualization, CAD and architecture, medical visualization, training and simulation,

multimedia, entertainment, education and more.

The development of real-time communication of 3D data across all applications and network
applications has evolved from its beginnings as the Virtual Reality Modeling Language

(VRML) to the considerably more mature and refined X3D standard.

2.5.1 X3D Specifications

The X3D specifications are a highly detailed set of technical documents that define the
geometry and behavior capabilities of VRML using the Web-compatible tagsets of XML.
Scene graphs, nodes and fields (in X3D terminology) correspond to documents, elements
and attributes (in XML terminology). As part of the Web3D Consortium, the X3D working
Group has designed and implemented the next-generation X3D graphics specification
(www.web3D.org/x3d). Detailed feedback and modifications by an active user community

improved these results throughout the review process.

It is particularly important to note that XML benefits are numerous: XML has customized
metalanguages for structuring data, is easily read by both humans and computer systems,
has validatable data constraints and so on. XML is license free, platform independent and
well supported (Bos 2001). Together these qualities ensure that the VRML ISO standard has
been extended to functionally match the emerging family of next-generation XML-based

Web languages. X3D is now part of that Web-compatible information infrastructure.

The original VRML specification was written to stand alone as a single document. While this
made for a simpler reference document, the result was not easily modifiable. Growing from

VRML97 to X3D 3.0 took many years of work. Because the X in X3D stands for Extensible,
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there are now multiple specification documents that govern the coherent evolution and
diverse capabilities of X3D. Each can be developed and extended independently, allowing

annual updates that document the stable growth of X3D.

It is interesting that the primary functionality of nodes and fields in X3D graphics are
specified in a technology-neutral way that is independent of any particular file encoding or
programming-language binding. The X3D Abstract Specification remains the governing
reference on how the X3D scene graph works. In this way, each file-format encoding and
language binding is expected to remain interoperable, compatible and functionally

equivalent with the rest.

Each of these specification documents has been developed through an open, collaborative
process by volunteer working-group members in the nonprofit Web3D Consortium. Many of
these participants are industry experts who are supported by their companies. Each year,
proposed new functionality is implemented (at least twice), evaluated and specified in
formal draft specifications that go to the ISO for final review and ratification. Because all X3D
development, implementation and evaluation is done within the Web3D Consortium
process, the overall process is relatively rapid for production of an international standard.
The annual update cycle keeps this work in step with commercial product development and

the always-growing capabilities of the 3D-graphics industry.

The various file encodings and language bindings consistently implement the common- core
functionality of the X3D Abstract Specification. The Humanoid Animation (H-Anim)
specification is also supported. Figure 26 (the honeycom diagram) illustrates how these

specifications relate to each other employing a honeycomb diagram.
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Figure 26: The family of X3D specifications includes multiple file encodings and programming-language
bindings, all mapping to the same common functionality defined by the abstract specifications.

The World Wide Web Consortium (W3C) Document Object Model (DOM) is another
language-neutral APl designed for processing XML documents. It uses string-based accessor
methods to get and set both element and attribute values. It can also be used to build and
modify X3D scenes that are written in the XML encoding. However, because string-based
DOM performance is usually too slow for the demands of real-time, interactive 3D graphics,
DOM is rarely used directly in combination with a rendering X3D browser. Nevertheless,
DOM and other XML-related APIs can be quite useful for creating, reading, or modifying X3D

scenes separately from an X3D browser.
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2.5.2 File Structure

The X3D scene graph is usually presented in a file, using either the .x3d XML encoding or the
.x3dv classic VRML encoding. The same-graph structure is well defined and remains
consistent in each encoding. Each encoding imposes its own requirements on the syntax and

layout of the common representation of information.
The top-level structure of X3D files includes the following elements:

e The file header

e The X3D header statement

e The profile statement

¢ The component statement (optional, multiple)

e The META statement (optional, multiple)

¢ The X3D root node (implicit in Classic VRML encoding)
¢ The X3D scene graph child nodes (multiple)

In this section we will focus on the analysis of the X3D nodes that are requisite for the
implementation of the selective rendering algorithm. Of particular interest to this thesis are

the Switch Nodes and the Proximity Nodes.

2.5.3 Switch Node

Switch is a Grouping node that only renders one (or zero) child at a time. Like the other

X3DGroupingNodes, Switch can contain zero or more X3DChildNodes as children.

The Switch node allows the scene author to switch one at a time among various sets of
children nodes. Switch is used for animating geometries, providing customized level of detail
and maintaining scene optimization at run time. Unlike the LOD node, the choice of the child
node to use is directly controlled by the author and the user through the initial setting (and
subsequent animation events) that change the whichChoice field. Either one or no child

node is displayed by the Switch at any given moment.
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The whichChoice field is the index of active child choice, counting from 0 for the zeroth child.

The default value whichChoice=*1" means no selection from the children

rendering and whichChoice="0" means to select the initial child.

and thus no

The field definitions for SwitchNode are shown in Figure 27. The Node syntax is shown

Figure 28.
Tgpe aczssType Hame Default Rangs Prafile
SHn132 Input bt whichChaoice -1 [—1,=) Immer=tie
MFMode Input b thildwen [1 [X30ChildMode] Interchange
SPWecaf initizlizelnly bboeCenter aoa [— e i) Interchange
LPWecaf initizhzelnly bz Sz -1-1-1 [0} or—1-1-1 Interchange
SFMode Input b metadata HULL [X3DMetadaalbject] | Core
Figure 27: Field Definitions for Switch Node.
XML Syntax (x3d)

<Switch DEF="MySwitchNode"

whichChoice="-1"
bboxCenter="0 0 0"

bboxSize="-1 -1 -1">

<Group/>
<Group/>
{Group/>

</Switch»

Figure 28: Node Syntax for Switch.
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2.5.4 Proximity Sensor Node

The ProximitySensor node detects changes in viewer position and orientation relative to a
author-defined box deliminating the active volume of the sensor. Events are sent whenever
the viewer enters or exits the box. This box is not visibly rendered but can nevertheless be
adjusted by parent transformations. The sensor also reports changes in viewer position,
orientation and centerOfRotation when the user is within the sensed box. Sensing and
sending this information to other animation nodes via ROUTE statements allows a scene to

detect (and react to) user exploration within a scene.

The field definitions for the ProximitySensor are shown in Figure 29. The Node syntax is

shown in Figure 30.

Ty arcessTgpe Hams Default Ramgs Prafile
LR ecds Inpat Dt put Center 0o [~ o} Interacthe
LAec3f Inpat [utput slze aoao [0, =) Interact e
& FBaoanl Inpat Dt put erabled frug Interacthe
& FRaenl oufputOnly ishrive Interacthe
L Flime outpuilnly enterlime Interacthie
L Flime oufputinly exitTime Interacthe
LRdec3f outpuilnly centerifRiotation_changed Immerstie
LFRotation | outpuilnly ceientation_changed Immersthie
LRdec3f outpuilnly pasltion_chamged Immerstie
Lode Inpat [utput metadata HULL Core

Figure 29: Field Definitions for ProximitySensor.

XML Syntax (x3d)
{Proximity3Sensor DEF="MyProximitySensor
er="10 20 3o~

ize="40 40 407 />

Figure 30: Node Syntax for ProximitySensor.
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2.5.5 Metadata Node

Metadata is the use of data to explain other data. In other words, the information provided
in a document might have further descriptions that explain the origin or context of the

information itself.

An X3D metadata node can be used to provide such information about any node in an X3D
scene graph and is placed as a child of the node that it describes. Metadata nodes are
persistent, meaning that their values remain available and accessible after loading.

Metadata nodes do not affect the visible rendering of a scene.

X3D documents are a growing and important part of the World Wide Web. Metadata

strategies become important when X3D scenes might get reused, repurposed or improved.

The metadata nodes include MetadataDouble, MetadataFloat, Metadatalnteger,
MetadataString and MetadataSet. Each node can contain an array of named values, along
with an optional reference that governs naming and semantic conventions. In each case, the

data value is strongly typed to match the name of the node.

XML syntax (x3d)

<Metadatadet DEF="Nyletadatadet"”
name="letadata name"
reference="3tandard 1.2.3c">
<Metadatadtring USE="NyMetadataString” containerField="value"/»
<Metadatalnteger U3E="NyMetadatalnteger"” containerField="value"/>
<Metadatafloat  USE="MyMetadataFloac" containerField="value"/»
<Metadacafloat  neme="coefficients" value="3.141592653 1.7128 1 0" containerField="value"/:
</ Netadatadet:

Figure 31: Node Syntax for MetadataSet Node.
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An X3D Hello World Example code and its representation in a browser follows:

LEOENE:
=Transform translation="-5 00"
<5hape DEF="Defaultshaps's
<Eox DEF="DefaultBox' size="2 2 2/
CApDEaranoes
<hiaterial diffuseColor="10.20.2"/>=
=/Appsarancss
</Shaps=
=/ Transform:
=Transform translation="-2.5 00"
“Ehapes
<Cone DEF="DefaultCone’ bottom="trus' bottomRadius="1" height="2" side="trus'{=
LAppEaranoes
<Material diffusseColor="0.2 1 0.2/
“/Appearancss
</Ehaps=
=/ Transformz
=Transform translation="0 00"
“Ehape=
=Cylinder DEF="DefaultCylinder’ bottom="true’ height="2" radius="1" side="trus'
top="trus'f=
CAppEaranos:
<Material diffusseColor="0.2 0.2 1>
=/Appsarancss
</Shaps=
=/ Transformz
=Transform translation="2.500%
“5hapes
<5phers DEF="Defaultsphere' radius="1"/>
LAppEaranoes
<haterial diffuselolor="1 1 0.2'/=
=/ Appearances
</Ehaps=
=/ Transformz
=Transform translation="4 00"
“Ehape=
=Text DEF="DefaultText' string=""hello" "X3D!""=
<FontStyle DEF='DefaultFantStyle'f=
= Text=

Figure 32: A typical hello world .x3d example.
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| B 36j3 Browser - Aviatrix3d
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Figure 33: Viewing the x3d file using an x3d Browser (Xj3D Browser).

Figure 33 presents the five primitive types of the X3D. A box, a cone, a cylinder, a sphere and
a text node are rendered using Xj3D Browser (section 2.6). The X3D code (Figure 32) of these
primitive types is used in order to produce more complex X3D objects. The X3D code above,
defines an X3D Box Node, an X3D Cone Node, an X3D Cylinder Node, an X3D Sphere Node
and an X3D Text Node. Various fields of these nodes have also been defined, such as the

size, the height, the radius etc.
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2.5.6 Route Connection and Animation

The basic animation principle in X3D is simple: most field values can be modified at run time.
Changes to field values are called events, each consisting of a timestamp and the update
value. Some nodes have field sources that produce events and then are connected via a
ROUTE to fields in target nodes. Therefore, a behavior can be defined as the act of changing

one or more values within an X3D scene graph to animate 3D content.

From a browser perspective, the process of animation is accomplished by repeatedly
recomputing the scene graph and then drawing a new view frame (or snapshot) in the
output window. Changing views are achieved by modifying the position and orientation of
objects in the scene. As one might expect, the faster an object moves in 3D coordinates
relative to the camera viewpoint, the faster the motion is perceived by the user. Such
animation of positions and orientations is common and works well. The same event-routing
principles apply to animating any other aspect of the 3D scene: scale, color, applying texture

images and even changing the active viewpoint.

Most X3D animations follow a consistent pattern, making them easy to build and
understand. The basic idea is that a sensor or trigger first activates a clock node, usually a
TimeSensor. The TimeSensor then sends fraction values to an interpolator, which in turn
computes output values that are sent to modify the desired parameter. At each step an
event is passed from one node’s output field to another node’s input field via a ROUTE. This

process is straightforward.

Figure 34 shows the basic animation sequence. This is a common design pattern and is
applicable to the majority of event-generation tasks using interpolator and sequencer nodes.
The initializing TouchSensor (or similar node) that triggers the animation is optional if the
TimeSensor is in loop mode. This pattern can be repeated and connected many times. Thus,
sophisticated behavior responses are usually a combination of simple interpolation chains,
creating a chain of activity and response. As shown in Figure 34, each arrow represents a
strictly typed event, passed by a ROUTE connection, each defining output-to-input
relationships between pairs of nodes. There are several details that deserve attention. The
next section explains how Interpolator nodes generate a continuous stream of floating-point
animation values and then describes how to build an animation chain which connects events

from animation producers to animation consumers via pair-wise ROUTE definitions.
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A ROUTE connects the output field of one node to the input field of another node.
Ordinarily, nodes in a scene graph have any number of possible outputs. A ROUTE passes
events of interest. The type of the output field must exactly match the type of the
corresponding input field. This requirement is called strict typing. It ensures that the value of

an event being delivered to the destination node is properly usable.

This approach allows authors to set up the cause-and-effect relationships which are essential
to declarative programming. No imperative “do this, then do that” programming is required.
Established relationships are allowed to proceed in parallel. As the simulation clock proceeds
and users interact with a scene, values are generated by some nodes and sent via ROUTE

connections as time-stamped events to other nodes.

This chain of events continues until no new events are generated. The full process is called
an event cascade, commencing and completing within a single time step. A rendering update

of the user’s view is performed after the event cascade is complete.

.f \
Touch Time Target
Sensm ﬁ@—b Interpolator e

Figure 34: Event-animation chain connecting trigger, clock, event-producer node and event-consumer node.
Depending on an author’s design, trigger nodes (such as TouchSensor) are not always needed.

Because events are not generally passed unless a ROUTE connects two nodes, this approach
is computationally efficient. That is important because such quick calculations permit high
frame rate and a more interactive response to users. More than one ROUTE may connect a
single output field to other nodes. This technique is called multiple fan out. More than one
ROUTE may also expose a single input field to the output of more than one event-producing
node. This technique is called multiple fan in. This approach is error prone and often
nondeterministic, however, because one of the input events may override another if they
both occur during the same timestamp. Such overloading is usually noticed as flip-flopping

or unpredictable rendering in the scene.
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2.6 X3D Browsers

X3D browsers are software applications that can parse (read) X3D scenes and then render
(draw) them, not only showing 3D objects from varying viewpoints but also enabling object
animation and user interaction. Sometimes referred to as players or viewers, X3D browsers
are often implemented as plugins that work as an integrated part of a regular hypertext
markup language (HTML) web browser (such as Mozilla Firefox or Internet Explorer). X3D
browsers can also be delivered as standalone or embedded applications that present X3D

scenes for user viewing.

Figure 35 shows a representative example of the software architecture typically used in a
browser. The descriptions in this paragraph follow the blocks in a counterclockwise order

(starting at the upper left).

Event passing within
HTML web page
or external application

1; F Y

¥3D scenes,
X3D streams

¥ X3D Browser
- w
Parsers
Scene Authoring Interface (SAl)
X3D XML || Classic VAML Binary
encoding encoding encoding Application programmer interfaces

1 ]

MNew node and prototype construction

Scripting engines

XaD Prototype and
nodes, node types External Prototype EcmaScript—
Java—
others —
Scene graph manager
F s
h 4
Scene Graph Renderable Nodes Event Graph Animation Nodes

Figure 35: Example software architecture for an X3D browser.
X3D scenes are usually files that are read (or written) by the browser. Parsers are used to
read the various file-format encodings available. Nodes are then created and sent to a
scene-graph manager, which keeps track of defined geometry, appearance, locations and

orientations. The scene-graph manager repeatedly traverses the scene-graph tree of X3D
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Nodes to draw output image frames at a rapid rate. This process rapidly redraws precisely
calculated perspective-based images as the user’s point of view and objects of interest
change. The event graph also keeps track of all animation nodes, which are computationally
driven to generate and pass value-change events into the scene graph. Events received by
the scene graph can change any aspect of the rendered image. Further extending the
animation nodes are scripts, which can send or receive events and also generate (or remove)
geometry in the scene. Scripts encapsulate programming code from other languages, usually
either ECMAScript (formerly known as JavaScript) or Java. The Scene Authoring Interface
(SAl) defines how these application programming interfaces (APIs) work, allowing authors to
create scripting code that can work across different operating systems and different browser
software. Finally (ending at the upper-right corner of the diagram), HTML web pages and
external applications can also be used to embed X3D plugin browsers, which appear to users

as live, interactive 3D images on the page.
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2.7 Scene Access Interface (SAI)

X3D is not only a 3D file format. Instead, it is a powerful markup language that allows (in
combination with Script nodes) to create full-featured 3D applications. Sometimes it is not
sufficient to write the complete application in X3D - e.g. when you need to integrate the 3D
rendering into other software components. For these cases, there are standard means to
control the 3D scene from external software components. These are the older External
Authoring Interface (EAI), defined by the VRML standard and the newer Scene Access
Interface (SAl), defined by the X3D standard. Both interfaces allow external software
components to completely control the scene graph, i.e. by adding, modifying or removing

nodes or by sending and receiving events.

The most important functions used in this thesis are presented in Table 1. These concern the
parsing and the rendering of the X3D Document, the ‘listening’ of the events and the

modification of the X3D fields.

X3DBrowser X3DScene createScene(Profilelnfo profile,
ComponentiInfo[] components)

void addBrowserListener(BrowserListener 1)
void removeBrowserListener(BrowserListener 1)
void startRender()

void stopRender ()

X3DBrowserFactory X3DComponent createX3DComponent(Map params)

X3DViewpointNode float getFieldOfView()

void getPosition(float[] val)
voidsetFieldOfView(float val)
void setPosition(float[] val)

X3DNode X3DField getField(String name)
X3DFieldDefinition[] getFieldDefinitions()
X3DMetadataObject getMetadata()

setMetadata(X3DMetadataObject node)

SwitchNode int getWhichChoice()
voidsetWhichChoice(int val)

ProximityNode void getCenterOfRotation(float[] val)
voidgetOrientation(float[] val)
void getPosition(float[] val)

void setCenterOfRotation(float[] val)
voidsetOrientation(float[] val)
void setPosition(Float[] val)

MetadataSet void getValue(X3DNode[] val)
void setValue(X3DNode[] val)

MetadataString void getValue(X3DNode[] val)
void setValue(X3DNode[] val)
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X3DField addX3DEventListener(X3DFieldEventListener 1)
X3DFieldDefinition getDefinition()
removeX3DEventListener(X3DFieldEventListener 1)

voidsetUserData(Object data)

X3DEvent String getName()
double getTimeStamp()

ConstFieldgetvValue()

Table 1: SAIl Java Api methods wich have been used in current thesis.

2.8 Chapter Summary

This chapter introduced a set of fundamental terms of computer graphics starting with
defining light energy and its properties and light propagation. Subsequently, computer
graphics illumination models were analyzed. The following sections were focused on visual

perception and its application to computer graphics rendering.

Most importantly, this chapter presented the shortcoming of previous selective rendering
approaches. The need of a new approach which is gaze and task independent as well as
excluding saliency model predictions is needed. In this thesis we present a novel selective
rendering approach which exploits previous spatial knowledge and preconceptions through

schemata in order to simulate cognitive processes rather than physics.

Furthermore, this chapter illustrated the complex variety of tools and equipment required to
create, view and interact with immersive virtual environments. It provided background
information regarding the key technologies used in this study and an overview of the
technologies necessary to display and interact with immersive virtual environments. Also,

the X3D framework was presented.

We will proceed with analyzing the schema memory processes and explain how these are

going be exploited in order to devise a new selective rendering approach.
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Psychology: The study of the human mind; The study of the
human behavior; The mental characteristics of a particular
individual

Chapter 3

Memory Schemata

While Chapter 2 introduces the basic principles of computer graphics and provides technical
information relating to the complexities of VE generation, this chapter provides background
information regarding the memory schema theory. The schema theory forms the basis of the

research conducted.

3.1 Memory Schemata

This thesis uses an approach based on classic findings from memory research, in which
schemata are used to explain memory processes. Schemata are knowledge structures of
cognitive frameworks based on past experience which facilitate the interpretation of events

and influence memory retrieval (Minsky 1975, Brewer and Treyens 1981).
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Schemata provide a mechanism for integrating new experiences into old and are thus
considered to be an effective memory tool. Schema theories propose that perception,
language comprehension and memory are processes that involve the interaction of new
episodic information with old, schema consistent information (Brewer and Treyens 1981,
Mania et al 2005). Schema consistent spatial elements are expected to be found in a given
spatial context, for instance into an academic’s office. Minsky suggested that expectation
based on prior knowledge or experience is already existent in memory, can trigger the brain
to pre-load certain objects when encountering a familiar scene (Minsky 1975). Inferences of
absent elements of a space are said to occur when memory performance after exposure to a
space contains spatial information that was not actually there but was expected to be there
based on past associations (Mania et al 2005). In other words, information slots which have
not been filled with perceptual information are filled by default assignment based on
stereotypical expectations (Kuipers 1975). Such an effect was demonstrated by the results
from Kuiper’s 1975 study: upon glancing a clock on a wall, hands may be assigned during a
memory test even though no hands where actually present on that particular clock. Hands
are expected to be found in the clock, therefore, this knowledge is retrieved and combined
with perceptual information acquired at the time of exposure. In a computer graphics
content, hands are rendered in lower quality since they are ‘expected’ to be found,

exploiting such preconceptions to save rendering computation.

It is possible that this integration is so complete that episodic information may be

indistinguishable from schema consistent information, although this is not always the case.

Schema research has generally shown that memory performance is frequently influenced by
schema-based expectations and that an activated schema can aid retrieval of information in
a memory task (Minsky 1975). Brewer & Treyens (1981) proposed five different ways in

which schemata might influence memory performance:

e By determining which objects are looked at and encoded into memory (e.g. fixation
time).

e By providing a framework for new information.

e By providing information which may be integrated with new episodic information.

e By aiding the retrieval process.

e By determining which information is to be communicated during recall.
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Schema research in a real world setting has demonstrated enhanced memory performance
for consistent items, but interestingly has also shown the opposite, i.e. greater memory

performance for inconsistent items. An overview of both sets of findings is discussed here.

Consistent items are those that are expected to be found in a given context. Pichet's &
Anderson’s 1966 schema model claimed that inconsistent items are ignored and thus
predicted better memory performance for schema consistent items. The consistency effect
as demonstrated by Brewer & Treyens (1981) also supported the concept that memory
performance is better for consistent items. Schema expectancy, i.e. how likely an object is to
be found in a scene, was positively correlated with recall and recognition scores after a short
exposure to a scene. Participants were taken into what they assumed was an academic’s
office and were later tested for memory of the objects in the room with drawing recall,
written recall or verbal recognition. Schema expectant objects were positively correlated
with recall and recognition. Expected objects were also inferred in recall, an effect which

demonstrated the ability of the office-schema information to influence place memory.

There is also evidence to support the inconsistency effect. The inconsistency effect contends
that schema inconsistent information for an episodic event will be easily accessible and
therefore would provoke better memory performance (Lampinien et al 2001). Rojahn and
Pettigrew (1992) reviewed of a large number of independent schema studies, some of which
supported the consistency effect and others the inconsistency effect. Their analysis
indicated a slight overall memory advantage towards schema inconsistent information.
Meta-analysis of their findings however, was thought to show that variations in favor of
consistent versus inconsistent objects (or vice versa) could be due to a number of
methodological variations such as, methods of presentation of the stimuli, instructions, total
number of objects in the rooms, time of exposure to the environment and type of memory

task.
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3.2 Memory Recognition Experimental Methods

In this section, we will present a complete experimental procedure of memory recognition.
In order to examine the role of memory schema within a real-world place, an experimental
environment based upon a ‘typical’ office was created (Figure 36). Participants were

exposed to the office for a short period of time (Brewer & Treyens 1981).

Figure 36: photograph of the original experimental ‘office’ used in the Brewer & Treyens experiment.

Based upon the supposition that knowledge about rooms is organised into a ‘room frame’ in
memory and that this room frame contains information about the room that one may be
nearly certain about before entering (Minsky 1975), seven items within the test office
designed by Brewer and Treyens (1981) were designated room-frame items: wall, floor,
ceiling, door, doorknob, lights and light switch. These frame items were chosen since they
are objects that any room is almost certain to contain, regardless of room function. In
addition to the frame objects, the test room also contained objects that were specifically
intended to give the impression that it was indeed an office such as a typewriter, desk and
calendar. However, it also included certain objects such as human skull that are inconsistent
with the office schema and deliberately omitted certain objects such as books that would
almost certainly be expected. The objects selected for inclusion or omission within the test
environment were based upon a preliminary study of twentyeight test participants, split into
two groups of 14, each given a booklet containing 70 objects. The first test group were asked
to rate these objects in terms of Saliency or how noticeable a given item was or would be if
it were included within an office. The second group were asked to rate how likely it would be

to find each object within an office in order to provide an indication of Schema-expectancy.

80|Page



Chapter 3 Psychological Background & Memory Schemas

A group of 86 test participants were asked to take part in the experiment, but were not
initially informed what this experiment would consist of. Upon arrival they were individually
taken into the test office described above and asked to have a seat and wait while the
experimenter checked on the progress of the previous test participant. Only one seat was
empty since the others contained various objects. After 35 seconds the experimenter
reappeared and asked the participant to follow him to a nearby seminar room where they
were informed that the real nature of the experiment was to test their memory of the office.
The initial 86 test participants were divided into 3 groups, one given a written recall test, one
a verbal recall test and one drawing recall test, each test subgroup presented with the test in
groups of one or two, within a constant post exposure time of approximately one minute.
The results of each written, verbal and drawn test were examined to check for evidence of
an active room schema. The initial subterfuge whereby the test participants were unaware
of the real experimental objective is an important factor; if they had been aware the
experiment was based on memory recall, it is likely that each would have deliberately paid
attention to the room with regard to its contents and specifically noted each item, thereby

invalidating the results with regard to the influence of schemata in memory.

When considered overall, the results from this experiment provide strong support for the
action of schemata in memory for places, with clear evidence for the integration of episodic
and schema-based knowledge. In the various types of recall test for example there were a
number of objects recalled as being present which were not actually there. Such inferred
objects received high schema-expectancy scores during the preliminary research. Books,
which one would expect to find in an office and which therefore can be considered of high
schema-expectancy, were not present in the room. Out of the 81 non-frame objects
presented to the test participants during the recall tasks, they were the 16™ most frequently
recalled item. The fact that books and other high expectancy items that were not present
but still frequently recalled can only be explained, Brewer hypothesises, by the existence of
an active room schema. The recall of such items provides strong evidence that schema-
based information about offices is integrated with the episodic information related to the

experimental room (Brewer & Treyens 1981).

Table 2 provides a breakdown of the responses given by the 30 participants who were given
the written recall test, listed in order of recall frequency. For example, 29 participants

rememberd that there was a desk in the room.
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Objects + Frequency Objects + Frequency Objects + Frequency Objects + Frequency

Chair (next to desk) 29 | Clown light switch 8 | Cardboard boxes 2 | Hole inwall 1

Desk 29 | Coffee pot 8 | Computer cards 2 | Home coming button 1

# Wall 29 | Skull 8 | Papers on bulletinboard | 2 | Magazines 1

Chair (in front of desk) 24 | Mobile 7 | *Pens 2 | Sugar 1

Poster (of chimp) 23 | Road sign 6 | Pot (for cactus) 2 | Paper (ondesk chair) 1

# Door 22 | Calendar 6 | Solder 2 | Papers (on shelf) 1

Table (worktable) 22 | Dol 5 | Vacuum tube 2 | * Pencil holder 1

Shelves 21 | Jar of creamer 5 | * Window 2 | *Pencils 1

# Ceiling 16 | Pipe 5 | Wires 1 | Picnic basket 1

Table (with coffee) 15 | Postcards 5 | *Ball 1 | *Pliers 1

Skinner Box 14 | Tennis racket 5 | * Brain (additional) 1 | Saucer 1

Childs chair 12 | Fan 4 | Brick 1 | * Scissors 1

# Floor 12 | Coloured patterns on | 4 | Computer Surveys (on | 1 | * Screws 1
lights floor)

# Light Switch 12 | Piece of Bark 4 | *Curtains 1 | Teaspoon 1

Toy Top 12 | * Filing cabinet 3 | * Decals onwall 1 | * Telephone 1

Brain 11 | Frisbee 3 | * Desk (additional) 1 | Umbrella 1

Parts (on worktable) 11 | Coffee jar 3 | #Doorknob 1 | Wrench 1

Poster on ceiling 10 | Poster (additional) 3 | Eraser 1

* Books 9 Screwdriver 3 | AirVent 1

# Ceiling light 9 Snoopy picture 3 | *Glass plate (on desk) 1

Poster of food 9 Rotary switches 3 | Globe 1

Typewriter 9 Cactus 2 | *Lamp 1

Bulletin board 8 * Coffee Cup 2 | * Nails

Table 2: Responses given by participants (# denotes Frame object, * denotes inferred object).

The interaction of new episodic information and existing schema-based information is
largely born out by the results obtained from this experimental data, with high schema-
expectancy objects (such as books) being recalled even when not present. Low schema-
expectancy objects by comparison (such as the ball) were not recalled as frequently, due to

the lack of schemata facilitating their recall.

3.3 Relevance to Virtual Reality

Based on the conclusions of the study presented in the previous section, Brewer and
Treyens 1981 concluded that schemata play an important role in place memory of real-world
environments. The objective of a Virtual Environment is to replicate as closely as possible
the real-world environment simulated. It is, therefore, of great interest to assess behavioural
fidelity of VEs with regard to the existence of memory schemata and to explore the effect of
rendering quality on memory recognition. If memory schemata play a similar role such as in
real world studies, we could conclude that the VE simulated is of high functional and
behavioral fidelity. Previous methods for ascertaining such immersion rely on asking fairly

emotive and open-ended questions post-exposure, such as “how realistic did you feel the
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environment was” or “Were you convinced you were actually there” (Slater, 1999). Such
guestions may be answered dependent on users’ interpretation of the question. Post-
exposure tests for memory recognition on the other hand may be conducted providing
guantitative data which can be analyzed utilyzing standard statistical tests, providing a

potentially more accurate indication.

Research investigating how schema theories apply to real versus virtual memories has also
supported both contentions, i.e. support exists favouring the consistency effect related to
recognition scores, but also exists favouring the inconsistency effect related to confidence
ratings. Despite the schema/non schema dichotomy, it is clear that schemata do play an
important role in encoding and retrieving information from real-world scenes. Moreover,
since the same dichotomy exists in the real world, it can be concluded that synthetic scenes

could induce similar responses as real world scenes (Flannery & Walles 2003).

Mania et al (2005) aimed to determine whether the effect of schemata on recognition
memory would be analogous to the real-world study by Brewer and Treyens 1981. They
explored the effect of shadow detail on memory recognition aiming to identify whether
consistent or inconsistent items provoke better memory performance in synthetic worlds.
They considered schema theory relevant to their goal of exploring functional fidelity since it
establishes the degree to which the appropriate schema has been activated in the real scene
and its VE equivalent. Schema activation occurs when schema consistent or inconsistent
information either positively or negatively correlate with memory performance, hence
influencing place memory. The closer the similarity between the two schema activations, the
higher the functional fidelity of the VE irrespectively of the level of visual or interaction
fidelity per se (Mania et al 2005). This allows various aspects of the VE system to be varied in

order to investigate how these variations impact on memory performance.

Mania et al (2005) conducted an experiment to explore the effect of object type and
rendering quality on object memory recognition in a room (an academics office). The
computer graphics simulation, rendered using radiosity, was displayed on a HMD utilising
stereo imagery and head tracking. 36 participants across three condition of varied rendering
quality of the same space were exposed to the computer graphics environment and
complete a memory recognition task. The simulations consisted of an office displayed on
stereo capable head-tracked Head Mounted Display (HMD). The high-quality and mid-quality
conditions included a pre-computed radiosity simulation of an office (with 80% and 40%

radiosity iterations respectively). The low-quality condition consisted of a flat shaded version
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of the same office (no shadows). The findings of the study support the consistency effect as
revealed in the Brewer and Treyens 1981 study. Results revealed that objects expected to be
located in the scene (schema consistent) were more likely to be recognized than unexpected
ones (inconsistent). The consistency effect was revealed both for objects that were present
as well as absent in the scene and was independent of viewing condition., ie. rendering
quality. They also found that participants assigned overall higher confidence ratings
(confidence about responses) for consistent compared to inconsistent items, irrespective of
viewing condition. Total object recognition was better for the mid-quality condition
compared to the low-quality one. The presence of shadow, though, did not affect
recognition of consistent or inconsistent objects, therefore low quality of rendering was

adequate for better memory recognition of consistent objects

Another experimental study employed a more extreme set of rendering types: wireframe
with added color and full radiosity (Troscianko et al. 2007, Mourkoussis et al. 2009) (Figure
1). The proportion of inconsistent/consistent objects was varied and object recognition tests
ensured that all objects were easily recognized in all conditions. The results showed a
significant interaction between rendering type, object type and consistency ratio. This
suggests that inconsistent objects are only preferentially remembered if the scene looks

III

“normal” or if there are many such objects in an “abnormal” scene such as in the wireframe
condition. It was also shown that memory performance is better for the inconsistent objects
in the radiosity rendering condition compared to the wireframe condition. We conclude that
memory for objects can be used to assess the degree to which the context of a VE appears
close to expectations. Schema-based expectations and related prior knowledge could be
exploited in order to economize on rendering computation related to the polygon count of

individual objects found in a scene.

In Chapter 4, we will start presenting the implementation of a Selective Rendering
Framework by employing the consistency effect and assuming that the lower polygon count
quality assigned to consistent items in the scene will not affect memory recognition when
compared to a high polygon count rendering solution. In this sense, prior knowledge and

preconceptions will compensate for the missing polygons of consistent objects.
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Figure 37: Schema memory experimental studies (Troscianko et al. 2007, Mourkoussis et al. 2009).

3.4 Chapter Summary

This chapter provided background information regarding the memory schema theory.
Experimental studies in synthetic scenes have revealed that consistent objects which are
expected to be found in a scene can be rendered in lower quality without affecting
information uptake taking advantage of such expectations, whereas inconsistent items
which are salient would require a high level of rendering detail in order for them to be
perceptually acknowledged. Therefore, by exploiting schema theory, it is possible to reduce
computational complexity, producing scenes from a cognitive point of view without affecting
information uptake and resulting in an entirely novel and interdisciplinary approach which is
gaze, task and saliency-model independent. The next chapter introduces a rendering

framework which exploits schema theory and its benefits.
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A software framework, in computer programming, is
an abstraction in which common code providing
generic functionality can be selectively overridden or
specialized by user code providing specific
functionality

Chapter 4

A Selective Rendering Framework

While the previous chapter provided background information regarding the memory schema
theory, this chapter will introduce a Selective Renderer Framework (Zotos, Mania,
Mourkoussis 2009) which exploits schema theory in order to economize in rendering

computation.
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4.1 Introduction

We present a novel selective rendering system that will exploit schema theory by identifying
the perceptual importance of scene regions. Objects that have been rendered in low and
high polygon count quality are incorporated in a scene based on schema expectations. The
rendered quality of these objects will change in real time, dependent on user navigation and

interaction.
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Selective Renderer Module
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Metadata Document Metadata
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Models Loading
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Figure 38: The Selective Renderer Architecture.

The Selective Renderer Software Engineering Framework has one major objective, to
economize on rendering computation. Our goal is to showcase that by exploiting schema
theory, it is possible to produce scenes from a cognitive point of view without affecting the
information uptake and at the same time reduce computational complexity. This will be
accomplished by initially producing objects of varying polygon count based on whether an
object is consistent with the content of the scene. We assign high quality of polygon count
to inconsistent objects in the scene, e.g. objects which are salient in a given scene and lower

quality to consistent objects, e.g. objects which are expected to be found in a given context.

The Selective Renderer Framework (Figure 38) is responsible of modifying and enriching an
X3D document with appropriate metadata information. Such a document describes the

geometry of a given scene in relation to whether an object is consistent or inconsistent. It
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exploits this type of information in real-time in order to apply differing polygon quality to
objects included in specific scene’s regions. The architecture of the selective renderer
module comprises of two main components: the Selective Renderer Preprocess component
and the Selective Renderer Real Time component. Input to the system is an X3D document
that describes the geometry of the scene. Validation and modification of the X3D document
is achieved via the Scene Access Interface (SAl) which is a JAVA API that provides all the

appropriate functions for the processing of the document.

4.2 The Selective Renderer Preprocess Component

The Selective Renderer Preprocess component is responsible for the pre-processing and
enrichment of the X3D document with congruous metadata information available during the
real-time process. During the pre—process phase, varied polygon count versions of the
scene’s objects are created. Consistent objects which are expected to be found in a scene
are rendered in lower quality to the point of being recognizable whereas inconsistent items
which are salient would require a high level of rendering. Every X3D node that describes the
geometry of an object for which different versions have been created, is replaced by a
switch node that points to varied polygon quality objects through inline nodes. The
WhichChoice field of every switch node guides which version of the object should be
rendered. Thus, by altering the value of this field, the appropriate polygon count version of

each object model can be loaded in real-time, as the user navigates any 3D scene.

The next sub sections analyze the functionality of the Polygon Count Process Component
which creates different polygon count versions of the objects and the Metadata Document
Enrichment Component which is responsible for the metadata enrichment of the X3D

document.

4.2.1The Polygon Count Process Component

During the Polygon Count Process stage, varied polygon count versions of objects are
created and stored with the help of a polygon count tool that diminishes the number of
polygons of an object to the point that it is recognizable. Consistent objects which are
expected to be found in a scene are rendered in lower quality whereas inconsistent items
which are salient would require a high level of rendering. Thus, the appropriate polygon
count version of each object model can be loaded in real-time, while the user navigates the

3D scene.
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Chapter 5 includes details and examples related to the polygon count process when building

a specific scene depicting an apartment. An example is presented below (Figure 39).

'_:I'_:":H |'r|:rl\' ) | I!-'I. Fl!l]!
100% 11.5 %

Figure 39: Two polygon versions of a candle model which has been used in our scene. Left up is the original
model and right up is the diminished version. Wireframe editions of the objects appear at the bottom. High
poly edition consists of 9728 polygons and low poly edition consists of 1124 polygons.

To retain consistency of appearance throughout the scene, the polygon count of each object
is reduced on an individual basis until it is felt that the object contains the minimum number

of polygons required to communicate the object’s recognizable shape.

Scenes are created in which all objects communicated the same perceived visual quality per
condition, regardless of polygon count per object, as determined by detailed pilot studies.
Participants were required to recognize different diminished versions of the same object.
For each object, it was decided that the lowest polygon count version which was easily

recognized by the participants should be retained.
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4.2.2 The Metadata Document Enrichment Component

Metadata is the use of data to explain other data. An X3D metadata node can be used to
provide such information about any node in an X3D scene graph and is placed as a child of
the node that it describes. Metadata nodes are persistent, meaning that their values remain
available and accessible after loading. The Metadata Document Enrichment stage exploits
the X3D’s capability of defining metadata information for every node of an X3D document.
Metadata information describes the level of consistency that every object entails in relation

to the specific context of a scene’s region (Figure 40).

Metadata Fields

_y | [Entad Ture SchapmaActnton
e {Swring)

Proximity Node ==

T & ExiiTimaSchemadciivaton
L | String)

DegroeCiConsistency
e {String ke high }

Switch Node &
= (String)

Figure 40: Metadata fields that Selective Renderer Framework defines.

Metadata information is defined for every Proximity node. This information describes which
schema(s) is activated when the avatar enters a specific region (enterTimeSchemaActivation
meta-field) as well as when it exits that region (exitTimeSchemaActivation meta-field).
Similarly, metadata information is defined for every Switch node. This information describes
the level of consistency of each version of the object in relation to the context of the scene
(degreeOfConsistency meta-field, 2 levels of consistency: low, high), the area description

that corresponds to the positioning of the objects (schemaBelonginess meta-field) and
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whether or not this object is a frame object, e.g. wall, ceiling, lights fixture, door, etc

(typeOfConsistency meta-field).

We assume that a scene, i.e. a house, comprises of areas of varied context such as a kitchen,
an office and other sub-areas. Similarly, these sub-areas can also be associated with sub -
schemata: an academic office area may contain a desk sub-area and a bookcase subarea. It is
crucial to devise a method that can incorporate information related to the level of
consistency of objects in each sub-area, in the X3D input document. At the time that a sub-
area is ‘activated’ as the user navigates through it, information concerning the level of
consistency or inconsistency of objects will define the polygon quality version of the objects
in that area which is loaded and visualized. A Proximity Node is created for every area and
sub-area in order to track user interaction in these regions. Metadata information is
attached to every proximity node which describes whether objects are consistent or
inconsistent in relation to the context of each sub-area. When the navigation avatar
approaches a scene’s region, this action is acknowledged and by exploiting relevant
metadata information it is feasible to know which knowledge schema should be activated.

‘Activation’ will occur when the user navigates closely to each area.

The next step of the Metadata Document Enrichment stage is to devise a method that can
relate the activated ‘memory schema’ with the appropriate polygon quality version of each
object. The X3D’s capability of defining metadata information makes it possible to
implement such a strategy. Switch nodes indicate which version of the object should be
rendered depending on user navigation. For example, let’s assume an area aredA that
activates the memory schema schemaA. This area contains sub-area subAreaB that activates
the memory schema subSchemaB. An object of the scene Obj is consistent in relation to the

area, however, it could be inconsistent in relation to the subAreaB (Figure 41).

Area . SubArea B

| i

Schema A SubSchema B

ra

BT

InconastEng -
High Cuakty

¥

Obj

Consisiant - Low Cuality

Figure 41: Example of an object that belongs to different schemata with different levels of consistency.
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The Metadata Document Enrichment component will define the metadata information
attached to the proximity nodes that represent areaA and subAreaB by associating these
areas with the memory schema to be activated. So, areaA should activate schemaA and

subAreaB should activate subSchemaB (Figure 42).

mTransform DEF="ProxArea" translation="-0.1614 0.0 -2.053">
<Proximitylensor DEF="RoomProximity" =size="4.613 2.768 4.843":>
<Metadataset DEF="MetadataSet Example" containerField="metadata"
<Metadatadtring name="enterTimeSchema" valus="SubSchemaB"/ >
<MetadataString name="exitTimeSchema" walues="Schemad'/ >
</Metadatalet:
</ Proximity3ensors

2/ Transform:

Figure 42: Metadata example code of a proximity sensor. Schema A is activated when the avatar exits the
proximity sensor. SubSchema B is activated at the entrance.

Metadata information is also included in the switch node of the object Obj (Figure 43). This
information should associate each version of the object with the appropriate level of

consistency in relation to each context.

High degreeOfconsistency could be related to schemaA or low degreeOfconsistency could be
activated by subSchemaB. If an object is consistent, a low quality polygon version of this
object will be loaded. If the same object is inconsistent in relation to a different sub-area,
then a high quality version of the same object will be loaded. Eventually, by tracking which
‘schema’ or context is activated by user interaction, the appropriate polygon quality version

of the object Obj is loaded and visualized.

kSwitch DEF="0b3j" whichChoice="0":>
<Metadatadet DEF="MetadataSet 0b3" containerField="metadata":>
<Metadatalet containerField="value" >
<HMetadataltring name="consistencyType" valus="consistent"/>
<Metadata3tring name="degreelfConsistency" value="low" />
<Metadataltring name="schemaBelonginess" walue="S5uhS5chemaB" />
</Metadatalet>
<Metadataiet containerField="value" >
<Metadata3tring name="consistencyType" wvalue="consistent" />
<Metadataltring name="degreelfConsistency" value="high"/>
<Metadataitring name="schemaBelonginess" wvalus="5chemad" />
</Metadatalet>
</MetadatalSets
S Switohe

Figure 43: Metadata example code of a switch node. Object Obj belongs to schemaA with high degree of
consistency and to SubSchemaB with low degree of consistency.
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The metadata enrichment procedure of the X3D document can also be achieved with the
support of a Graphical User Interface (GUI) that our implementation provides (Figure 44) in

order to automatically produce X3D metadata information.

I Selective ftenderer Preprocess Metada Enrichment Component

m Welcome to Selective Renderer Metadata Enrichment Component!
Y
Step 2/4
_ Switch Nodes Switch Choices - T~ -
SchemaBelonginess
Degree of consistency
I Save Choice |
Proximity Nodes ProximityName
EnterTimeSchema
I I [ Save Curent |
ExitTineSchema
I- Back | | Next |

Figure 44: Screen shot of the Graphical User Interface.

Figure 44 presents a screen shot of the Graphical User Interface. The user should perform
several steps (Figure 45) in order to enrich the X3D document with the appropriate

metadata information.
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' ™
Selective Renderer Metadata i_L
Enrichment Component

Parse X30 Document Gul
User Metadata 0 B

Informadtion t

Metadata Enriched
X3D Documesnt

Figure 45: The steps of the metadata enrichment process.

In detail, the user should parse the X3D document (input), select which X3D nodes need to
be enriched with the metadata information and fill in the corresponding form (Figure 44).
There are two forms. For each SwitchChoice the user can define metadata information about
schemaBelonginess and degreeOfConsistency metadata fields. Similarly, for each proximity
node the user can define metadata information about enterTimeSchema and
exitTimeSchema metadata fields. Finally, the user should save his choices and produce the

metadata enriched X3D document.

The Selective Renderer Framework can accommodate any X3D scene as long as relevant
object metadata are included. Furthermore, it can support more complicated cases such as,
for example, a scene’s region which includes many sub-areas which are activated by user

interaction simultaneously (Figure 46).
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Area 1
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Figure 46: A scene’s region which includes many sub-areas which are activated by user interaction
simultaneously.

Figure 46 describes a case where the user activates at the same time more than one areas.
Activation occurs when the user enters the boundaries of the proximity area. When the user
enters the proximity area, the context (the schema) of the area 1 and area 2 should be
activated. In this case, metadata information should be defined for the Proximity node which

will trigger both the schema 1 and the schema 2 (Figure 47).

KProximitySensor DEF="ProxSensor":>
<Metadatet DEF="MetaSetExample" containerfField="Metadata":>
<Metadata3itring name="enterTimeschema" +walus="Schemal" />
<MetadataString nawe="enterTimeSchema" wvalus="Schema2"/:>
</ Metadatlet>
b/ Prodimicy3ensors

Figure 47: Metadata information that activates at the same time two schemata.

Figure 47 presents the X3D code defined for the Proximity node. Two MetadataString nodes
were defined. When the user enters the proximity area (enterTimeSchema, value) , the

schemal and the schema?2 should be activated.

Therefore, the Selective Renderer Framework is able to handle any case when appropriate

metadata has been defined.
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4.3 The Selective Renderer Real Time Process Component

The Selective Renderer Real Time Process component is responsible for the 3D rendering of
the synthetic scene as well as the user navigation and the real-time processing of varied
polygon quality objects. Rendering and navigation are achieved with the help of the Xj3D
browser while users are immersed in the synthetic scene through a stereo capable, head-
tracked Head Mounted Display (HMD). At this stage, the previously modified and metadata

enriched document of the pre-process stage is exploited.

Several methods have been implemented that can track user navigation when a proximity
node is activated (enterTime, exitTime) and update the corresponding metadata information
attached to each node. In this manner, decisions are taken concerning the memory schema
(context) activated and therefore, which polygon count version of the object should be
loaded. Consequently, switch nodes that have been enriched with metadata information

relevant to the activated schema are detected.
In particular, some of the most important functions worth mentioning are the following:

e void senseProximitySensors(Event event)(Figure 48). When a proximity node is
activated, this method ‘listens’ to the event and decides which schema should be

activated.

e void activateSwithNodes(String schema(Figure 49)). This method loads the
corresponding polygon count versions of the objects that are related to the

activated schema.

e void setViewpoinFromTracker(TcpClient tcpclient) (Figure 50). This method
communicates with the tracker, gets the orientation values and converts them to

radians. Then, it sets current orientation of the avatar.

e void setPositionFromMouse(Evente event) (Figure 50). This method gets events from
the mouse and moves the avatar. If the user presses the right button, the avatar
moves backwards, otherwise, if the user presses the left button the avatar moves

forward.
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void senseProximitySensors (Event event)

{

if(event.hasType("enterTime"))

{

Proximity activatedProximity = event.getSource();
MetadataSet metaSet = activatedProximity.getMetadataSet();
for(MetadataString metaString : metaSet.getMetadataStrings())
{

if(metaString.getName().equals("enterTimeSchema"))

{

String enterSchema = metaString.getValue();
activateSwithNodes (enterSchema);

}

if(event.hasType("exitTime"))

{

Proximity activatedProximity = event.getSource();

MetadataSet metaSet = activatedProximity.getMetadataSet();
for(MetadataString metaString : metaSet.getMetadataStrings())
{

if(metaString.getName().equals("exitTimeSchema"))

{

String exitSchema = metaString.getValue();
activateSwithNodes (exitSchema);

Figure 48: The senseProximitySensors method. This method ‘listens’ to the event and decides which schema

should be activated.

void activateSwithNodes(String schema)
{
for(SwitchNode switchNode : x3dScene.getAllSwitchNodes())
{
MetadataSet metaSet = switchNode.getMetadataSet();
for(MetadataSet metadataSet : metaSet.getMetadataSet())
{
for(MetadataString metaString : metadataSet.getMetadataStrings())
{
if(metaString.getName().equals("schemaBelonginess"))
{
String schemaBelonginess = metaString.getValue();
if(schemaBelonginess.equals(schema))
{
switchNode.setWhichChoice(metadataSet.getindex()) //load the polygon count version
}
}
}
}
}
}

Figure 49: The activateSwitchNodes method. This method loads the corresponding polygon count versions of
the objects that are related to the activated schema.
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void setViewpoinFromTracker(TcpClient tcpclient)

{

}

//Convert euler to radians

double heading=tcpclient.getTrackerCoordinates();
double attitude=tcpclient.getTrackerCoordinates();
double bank=tcpclient.getTrackerCoordinates();

heading=heading*Math.P1/180;
attitude=attitude*Math.P1/180;
bank=bank*Math.P1/180;

double x,y,z,w,angle;

double c1 = Math.cos(heading/2);

double s1 = Math.sin(heading/2);

double c2 = Math.cos(attitude/2);

double s2 = Math.sin(attitude/2);

double c3 = Math.cos(bank/2);

double s3 = Math.sin(bank/2);

double clc2 = cl*c2;

double s1s2 = s1*s2;

W =clc2*c3 - s1s2*s3;

X =c1c2*s3 + s1s2*c3;

y =sl*c2*c3 + c1l*s2*s3;

z =c1*s2*c3 - s1*c2*s3;

angle = 2 * Math.acos(w);

double norm = xX*x+y*y+z*z;

if (norm == 0.000) {// when all euler angles are zero angle =0 so
// we can set axis to anything to avoid divide by zero

x=1;
y=z=0;
} else {
norm = Math.sqrt(norm);
X /= norm;
y /= norm;
z /= norm;

//System.out.printin(x+" "+y+" "+z+" "+angle);
//System.out.printin(angle*180/Math.Pl);
Vector orientationVector=new Vector();
float xf=(float) x;

float yf=(float) y;

float zf=(float) z;

float anglef=(float) angle;
orientationVector.add(xf);
orientationVector.add(yf);
orientationVector.add(zf);
orientationVector.add(anglef);

viewPoint.setOrientationorientationVector)

void setPositionFromMouse(Evente event)

{

Vector currentPositionOfAvatar = viewPoint.getCurrentPosition();
if(event.hasType("rightClick"))
{

currentPositionOfAvatar.setX(- (Xj3dBrowser.xAxis.position)) /move backwards
currentPositionOfAvatar.setY (- (Xj3dBrowser.yAxis.position)) /move backwards

}
else if(event.hasType("rightClick™))
{

currentPositionOfAvatar.setX((Xj3dBrowser.xAxis.position)) //move forward
currentPositionOfAvatar.setY ((Xj3dBrowser.yAxis.position)) //move forward

}

viewPoint.setCurrentPositon(currentPositionOfAvatar);

Figure 50: The Set orientation and position methods. These methods communicate with the tracker and the

mouse so the user can navigate through the scene.
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By identifying the degree of consistency of every object of the scene when a sub-area is
entered, it is possible to change its level of detail in real-time. An example of a model that

changes its level of detail real time is presented below.

Figure 51: Real time rendering behavior of a trashcan. Left, the low quality of the trashcan is loaded. Right, the
high quality of the same model is loaded.

Figure 51 describes a scenario when an object is consistent for the office schema and
inconsistent for the desk schema. The object requires high polygon count rendering when
the desk schema is activated and respectively, low polygon count rendering when the office
schema is activated. Activation occurs when the users enters the defined boundaries of each
area. This alteration is achieved through the metadata enrichment of the Switch node which
contains the different versions of the same object. More specifically, the object in question
is a trashcan. The trashcan is considered to be consistent for the office schema and
inconsistent for the desk schema. The X3D code in Figure 52 defines a Switch node which
points to two versions of a trashcan model. Two metadataSet nodes have also been defined
which determine the degree of consistency for each version of the trashcan. The low
polygon count version is linked to the office schema. Similarly, the high polygon count

version is linked to the desk schema (schemaBelonginess).
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<3vitch DEF="Switch TrashCanDefinition' containerfield="children' whichChoice='1">
<Inline DEF="Inline TrashCan vl Definition' url="inlineNodes/trashCan v1.x3d'/>
<Inline DEF="Inline TrashCan v2 Definition’ url="inlineHudesItrashCan_vE.x3d"/>

{lMetadataiet containerfield='metadata’ DIF="MetadataSet TrashCanDefinition'>
<Metadataiet contalnerfield='value' DEF="MetadataSetTrashCan PartiDefinition' >
¢Metadatadtring DEF="cunsistenuyTypeDefinitiunTrashCan_Partl” name="consistencyType' value="consistent" conta:
<lletadataString DEF="degree0fConsistencyDefinitionTrashCan Partl" name="degree0fConsistency’ value="high" comt
{Nlevadatadtring DEF="schemaBelonginessDefinitionTrashCan Partl" narie="schemaBelonginess' value="0fficeSchema'
</Metadatadet>
{lletadatadet containerfield='value' DEF="MetadataSetTrashCan Part2Definition" >
<Nletadatadtring DEF="consistencyTypeDefinitionTrashCan Part2" newe='consistencylType' value='consistent' conta:
<Netadatatring DEF="degree0fConsistencyDefinitionTrashCan Part2" nare='degree0fConsistency’ value='low"' contt
<lletadatadtring DEF="schemaBelonginessDefinitionTrashCan Part2" nare="schemaBelonginess' value="DeskSchema' ct
</Metadatalet>
</Metadatadet>
</Svitchy

Figure 52: Switch node metadata information of a trashcan model. Trashcan is consistent (high degree of
consistency) for the office schema and inconsistent (low degree of consistency) for the desk schema.

When the office proximity sensor is activated, the trashcan is rendered in low quality since
this object is consistent for the office schema and requires low polygon quality. When the
desk proximity sensor is activated, the trashcan is dynamically rendered in high quality since
this object is inconsistent for the desk schema and requires high rendering quality (Figure
53). A similar situation in relation to various objects in the scene will be presented and
analyzed in the next chapter which describes a complete implementation of a selectively

rendered scene.

100 | Page




Chapter 4 A Selective Rendering Framework

Avatar anters
desk area

senseProximitySensors() :
reads metadata and
. octivates the corresponding

schema

Desk schema
is activated

Person 1

activateSwithNodes() :
Loads the palygon count
version of the object that
is related to the activated
schema

Trashcan
becomes
Inconsistant

randered in
high quality

Low polygon count
version

High polygon count
version

Figure 53: The real time behavior of the trashcan.

4.4 Chapter Summary

In this chapter we introduced the Selective Renderer Framework by analyzing the basic
software components to be implemented. In the following chapter we are going to present
how 3D scenes can be selectively rendered using the Selective Renderer Framework
presented. A real time selective rendering application based on the Selective Rendering

Framework (Zotos, Mania, Mourkoussis, 2009) is presented in detail.
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In scientific research, an experiment (Latin: ex- periri, "to
try out") is a method of investigating causal relationships
among variables

Chapter 5

Implementation of a Selective Rendering System

In this chapter, a selective rendering system based on the Selective Rendering Framework
(Chapter 4) is described in detail. Experimental design issues which are requisite in order to

selectively display the scene utilized are also analyzed.

The Selective Renderer Framework was utilized to implement a selectively rendered 3d scene

which was populated by consistent and inconsistent objects. An apartment scene was chosen
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because it includes various areas and contexts. The selectively rendered scene will be evaluated
against a fully-fledged rendering solution in order to ascertain that it induces similar spatial
memory recognition performance compared to a scene comprising of objects of high polygon
count. We can then conclude that computational savings resulted in similar spatial performance
as when immersed in a computationally-heavy rendered solution. In this section, we will
describe how the scene was assembled employing the Selective Renderer Framework described

in Chapter 4 as well as the technical framework of interaction.

5.1 The 3D scene

Visual Content

In order to explore the effect of memory schemata, a 3d scene depicting an apartment was
created which contained both consistent and inconsistent objects. A preliminary study was
designed aiming to define the type and the degree of consistency of objects which could be

found in an apartment scene.

In order to define which objects were consistent and which objects were inconsistent in relation
to the context of the scene (type of consistency), a set of questionnaires were designed that
contained a list of objects asking participants to “Rate each object for how likely the object would
to be appear in a room like this.” The methodology was similar to the one described in the

Brewer & Treyens, 1981 paper.

Pilot questionnaires were created containing a list of objects related to three areas in the

apartment:

e A postgraduate’s office, including
O a desksubarea
O abookcase sub area

e Alounge area including
O asofasubarea

e Akitchen area

Each area and sub area represents a unique memory schema reflecting varied scene context. Six
guestionnaires were designed, each dedicated to an area in order to define which objects were
either consistent or inconsistent. A sample questionnaire is presented below (see Appendix A for

detailed questionnaires):
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Section D: Schema expectancy questionnaire
Please read below:

In the following pages you will find a list of objects. Following each object there is a scale from 1
to 6. We would like you to use this scale in order to rate each object for how likely it is to appear in
an academics office. As an example if you are in a restaurant carrying out this task you would
probably give an object such as table a high number and an object such as bed a low number. When
making your rating ignore whether or not the object is actually present in this current room. A
response of 1 is defined as “extremely unlikely that the object would be found in a room like this”,
and a response of 6 is defined as “extremely likely that the object would be found in a room like
this.”

Please circle as you feel appropriate

Alien not likely 1 2 3 4 5 6 likely
IAndroid not likely 1 2 3 4 5 6 likely
Barbeque not likely 1 2 3 4 5 6 likely
[Basketball not likely 1 2 3 4 5 6 likely
Bicycle not likely 1 2 3 4 5 6 likely

Figure 54: Sample questionnaire of an academics office.

Instructions were administered to participants (Figure 54) rating each object on a list in relation
to how likely it was that the object could be found in the specific area of interest with a rating of
1 representing ‘not likely’ and 6 representing ‘likely’. Six questionnaires were administered as

follows:

0 AKkitchen questionnaire (kitchen schema) which contained a list of 71 objects.

0 Alounge questionnaire (lounge schema) which contained a list of 75 objects associated
with

0 a sofa questionnaire (sofa sub-schema) which contained a list of 10 objects.

0 An office questionnaire (office schema) which contained a list of 45 objects associated
with
0 adesk questionnaire (desk sub-schema) which contained a list of 15 objects
0 abookcase questionnaire (bookcase sub-schema) which contained a list of 15

objects.
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25 undergraduate, postgraduate and PhD students (15 male — 10 female) provided input. Objects
were categorized according their expectant rating. Objects with a rating ranging between 3 and 4
were described as neutral, whereas objects with ratings between 4 and 6 where described as

expectant and those with ratings between 1 and 3 as non-expectant accordingly.

0 1<= Non-expectant (inconsistent) <=3

O 3< Neutral <4

0 4<= Expectant (consistent) <=6
In this manner, we assumed that objects which were rated above 4, were considered as
consistent or very likely to be found in the area in question. Similarly, objects which were rated

under 3, were considered as inconsistent or very unlikely to be found in the area in question.
In summary:

In the kitchen area, objects were categorized as follows:
0 29 non expectant objects (e.g. a shovel — 1.1 rate of consistency)
O 4 neutral objects (e.g. a phone — 3.7 rate of consistency)

O 38 expectant objects (e.g. plates — 5.8 rate of consistency)

In the lounge area, objects were categorized as follows:
0 34 non expectant object (e.g. a hammer — 1.17 rate of consistency)
0 9 neutral objects (e.g. a hat — 2.3 rate of consistency)
0 23 expectant objects (e.g. a tv — 5.6 rate of consistency)

In the sofa sub area (over the sofas), objects were categorized as follows:
0 5 non expectant objects (e.g. a bottle of wine — 2 rate of consistency)
0 1 neutral objects (e.g. keys — 3.8 rate of consistency)

0 4 expectant objects (e.g. a remote control — 5.6 rate of consistency)

In the office area, objects were categorized as follows:
0 12 non expectant objects (e.g. a trumpet — 1.1 rate of consistency)
0 2 neutral objects (e.g. a poster — 3.5 rate of consistency)
0 31 expectant objects (e.g. a computer mouse — 5.8 rate of consistency)
In the desk sub area (over the desk), objects were categorized as follows:
O 6 non expectant objects (e.g. a fire extinguisher — 1.1 rate of consistency)

0 9 expectant objects (e.g. a cd — 4.4 rate of consistency)
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In the bookcase sub area, objects were categorized as follows:
0 13 non expectant objects (e.g. a laptop — 1.8 rate of consistency)
0 1 neutral object (e.g. a pencil — 3.1 rate of consistency)

0 1 expectant objects (e.g. books — 6 rate of consistency)

5.2 Creating the Selectively Rendered Scene

The next step was to create a complete 3d scene that combined both consistent and inconsistent
items. Objects which were highly consistent or inconsistent in relation to the context of each
area were randomly chosen from questionnaire results. 3d models were created or downloaded
from 3D models’ repositories (3d repositories) and were placed in the scene with the help of an

industry-standard 3D modeling software (3d studio Max 2007).

The scene (Figure 55) included a kitchen, a lounge and an office area and comprised of
consistent and inconsistent objects relevant to each context. The office area included two sub-
regions, the desk area and the bookcase area. Similarly, the lounge area included a sofa area.
The scene was designed so that it contained objects of varying level of scene consistency based
on the area and sub-area they were placed. The scene consisted of basic modules such as walls,
floors, ceilings, doors, etc (frame objects). According to Brewer & Treyens, 1981, “the room

frame contains the information about rooms that one can be nearly certain about before

encountering a particular room”.

Figure 55: 3d scene - top view screen shot.
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In particular, excluding frame objects, the kitchen area contained 17 consistent and 6

inconsistent objects.

Figure 56: Screen shot of the kitchen area.
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The lounge area contained 17 consistent and 4 inconsistent objects. 5 out of the 17 consistent
objects revolve to inconsistent when the sofa sub-schema is activated. For example, a bottle of

wine is consistent in relation to the lounge area but, at the same time, it is inconsistent in

relation to the sofa area according to the pilot study.

Figure 57 Screen shot of the lounge area and the sofa sub area.
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The office area contained 25 consistent and 1 inconsistent objects. 16 out of the 25 consistent
objects revolve to inconsistent when the sub-schema is activated. For example, a fire
extinguisher is consistent in relation to the office area but, at the same time, it is inconsistent in

relation to the desk area according to the pilot study.

Figure 58: Screen shot of the office area and the desk sub area.

Figure 59: Screen shot of the office area and the bookcase sub area.
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5.2.1 Radiosity Solution

Radiosity calculates diffuse reflections in a scene and results in a finely divided geometrical
mesh. Heat transfer theory describes radiation as the transfer of energy from a surface when
that surface has been thermally excited. This encompasses both surfaces that are basic emitters
of energy, as with light sources and surfaces that receive energy from other surfaces and thus

have energy to transfer.

In order to simulate light propagation, the radiosity algorithm was utilized in order to render the

scene. In order to apply the radiosity solution, the following parameters should be defined:

O Number of iterations. The maximum number of Radiosity iterations. The radiosity
engine bounces rays around the scene and distributes energy on surfaces. Between
each iteration, the engine measures the amount of variance (noise between surfaces)
that was computed. As the number of algorithmic iterations of surface light propagation
increases, it improves the radiosity’s shading accuracy and polygon count.

0 Min and max mesh size. Max mesh size is the size of the largest faces after adaptive
subdivision. Faces are not divided smaller than the minimum mesh size.

0 Initial quality %. This parameter sets the quality percentage at which to stop the Initial
Quality stage, up to 100%. For example, if the initially quality is set to 80%, the result is a
radiosity solution that is 80% accurate in relation to total energy distribution. A goal of
80 to 85% is usually sufficient for good results.

0 Global subdivision settings. This parameter turns on the radiosity mesh for the entire
scene.

0 Regather indirect illumination. In addition to recalculating all the direct lighting, the
algorithm recalculates the indirect lighting at each pixel by regathering illumination data
from the existing radiosity solution. Using this option, the most accurate, artifact-free
images can be produced, adding, however, a considerable amount of rendering time.

0 Photometric lights. Photometric lights use photometric (light energy) values that enable
the user to more accurately define lights as they would be in the real world. The user
can create lights with various distribution and color characteristics, or import specific

photometric files available from lighting manufacturers.
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Radiosity algorithms display view-independent diffuse inter-reflections in a scene assuming the
conservation of light energy in a closed environment. The surfaces of objects are divided into
patches or elements. Despite transmitting energy to others, a patch will also reflect the energy
from other meshes that arrives on its surface into the scene. These processes will be iterated
until energy equilibrium in the close space is achieved. Radiosity produces color-bleeding effects
from one surface to another, shades inside the shadow area and creates soft-edge shadow with
penumbrae along shadow boundaries. All of these results imitate the physical propagation of
light in the real environment. The number of algorithmic iterations of surface light propagation

as increased, it improves the radiosity’s shading accuracy and polygon count.

Figure 60 and Figure 61 show that the radiosity scene consisted of a higher polygon count
compared to the initial flat-shaded geometry used as input. This is predictable since the radiosity
algorithm subdivides the initial scene in finely-meshed regions in order to apply shadow
information and physical energy rendering. In the lounge area (Figure 60, right), the regions
which require high level of shadow information such as the areas under the sofas and the table

have been subdivided in finer polygon meshes compared to other floor regions.
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Figure 60: Left: The lounge with highlighted polygons before applying the radiosity solution. Right: The lounge with
highlighted polygons after applying the radiosity solution.

Figure 61 Left: The kitchen with highlighted polygons before applying the radiosity solution. Right: The kitchen with
highlighted polygons after applying the radiosity solution.

112 |Page



Chapter 5 A Selective Rendering Application - Research methods and Procedures

Figure 62(left), Figure 63(left) and Figure 64((left)) show the areas of the scene before applying
the radiosity solution. The same figures (right) present the areas of the scene after applying the
radiosity solution. Shadows and simulation of physical energy propagation (right) make the scene

more realistic.

Figure 62: Left: The office area before applying the radiosity solution. Right: The office area after applying the
radiosity solution. Shadows and simulation of physical energy propagation (right) make the scene more realistic.

Figure 63: : Left: The kitchen before applying the radiosity solution. Right: The kitchen after applying the radiosity
solution. Shadows and simulation of physical energy propagation (right) make the scene more realistic.
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Figure 64: Left: The lounge before applying radiosity solution. Right: The lounge after applying radiosity solution.
Shadows and simulation of physical energy propagation (right) make the scene more realistic.

Figure 65: Top view of the final scene. Three main areas: the kitchen area, the lounge area and the office area.
The lounge area includes the sofa sub area and the office area includes the desk sub area and the bookcase sub
area.
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5.3 Variations of Polygon Count

As analyzed in Chapter 4, consistent objects which are expected to be found in a scene are
rendered in lower quality to the point of being recognizable whereas inconsistent items which
are salient would require a high level of rendering. Therefore, the next step in order to assemble
the final scene is to produce models of varying polygon count related to the consistent objects

since inconsistent objects require only high rendering quality.

9728 pols 1124 pols

100% ' 11.5 %

Figure 66 Left up is the original candle model and right up is the diminished version. Wireframe editions of the
objects appear at the bottom where the polygon quality difference of the models can be noticed better.

To maintain consistency of appearance the polygons of each object were reduced on an

individual basis until it was felt that the object contained the minimum number of polygons

required to retain the object’s recognizable shape.

Thus, scenes were created in which all objects communicated the same perceived visual quality
per condition, regardless of polygon count per object, as determined by detailed pilot studies.

Polygon count reduction analysis and statistics are presented below.
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Kitchen Objects
Name Polygons Percentage
Saltcellar_v1 32245 100%
Saltcellar_v2 16808 50%
Fruits_v1 4922 100%
Fruits_v2 678 14%
Glasses_v1l 4612 100%
Glasses_v2 1932 40%
Hamburger_v1 24282 100%
Hamburger_v2 1541 6,30%
Mixer_v1 32188 100%
Mixer_v2 3757 11,60%
Plates_v1 130368 100%
Plates_v2 4836 3,70%
Saucepan_vl 7960 100%
Saucepan_v2 683 8,50%
Spoons_v1l 7680 100%
Spoons_v2 376 5%
Teapot_vl 2256 100%
Teapot_v2 964 42%
Toaster_v1l 1042 100%
Toaster_v2 354 33%
KitchenTable_v1 2512 100%
KitchenTable_v2 1100 40%
KitchenFurniture_v1 14413 100%
KitchenFurniture_v2 3362 25%

Figure 67: Polygon count reduction statistics of the kitchen objects. Version 1 (_v1) is the original high polygon
detail version of objects and version 2 (_v2) is the diminished polygon count version.

For example (Figure 67), spoon_vl1 is the original version of the model (high quality) and consists
of 7680 polygons (100%) while spoon_v2 is the low quality version which consists of 376

polygons (5% of the initial quality or 95% reduction).

[ Polygon count reduction

KitchenFurniture_v2 25%
kitchenTable_v2
Toaster_v2
Teapot_v2
Spoons_v2
Saucepan_v2
Plates_v2
Mixer_v2
Hamburger_v2
Glasses_v2
Fruits_v2

50%

saltcellar_v2

Figure 68: Polygon count reduction statistics of the kitchen objects. Listed bars represent the percentage of initial
polygon quality. For example, spoon_v2 has 5% of the initial quality or 95% reduction.
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Lounge - Sofa Objects
Name Polygons Percentage
ashTray_v1 104 100%
ashTray_v2 50 50%
Candle_v1 9728 100%
Candle_v2 1124 11,50%
cigaretteSet_v1 896 100%
cigaretteSet_v2 432 50%
glass_v1 720 100%
glass_v2 124 17,20%
Keys_v1 1560 100%
Keys_v2 638 40%
loungeBooks_v1 5032 100%
loungeBooks_v2 170 3,50%
magazine_v1 60088 100%
Magazine_v2 1530 2,50%
Mobile_v1 15503 100%
Mobile_v2 2191 14%
remoteControl_v1 43564 100%
remoteControl_v2 1046 2,30%
SofalPillow_v1 4608 100%
SofalPillow_v2 123 2,60%
Sofa2Pillow_v1 4608 100%
Sofa2Pillow_v2 123 2,60%
Speakers_v1 138 100%
Speakers_v2 70 50%
Tv vl 4044 100%
Tv_v2 1905 45%
Vase_v1 1225 100%
Vase_v2 611 50%
Wine_v1 14990 100%
Wine_v2 888 6%
Biblioteca_v1 2774 100%
Biblioteca_v2 1660 60%
loungeTable_v1 25174 100%
loungeTable_v2 7814 30%
Sofal_vl 7440 100%
Sofal_v2 654 8,70%
Sofa2_vl 7440 100%
Sofa2_v2 654 8,70%

Figure 69: Polygon count reduction statistics of the lounge objects. Version 1 (_v1) is the original high polygon detail
version of objects and version 2 (_v2) is the diminished polygon count version.

M Polygon count reduction

Sofal_v2 8'70%
loungeTable_v2 30%
Biblioteca_v2
Wine_v2
Vase_v2
Tv_v2
SofalPillow_v2
remoteControl_v2
Mobile_v2
Magazine_v2
loungeBooks_v2
Keys_v2
glass_v2
cigaretteSet_v2
Candle_v2
ashTray_v2

60%

Figure 70: Polygon count reduction statistics of lounge objects. Listed bars represent the percentage of initial
polygon quality. For example, wine_v2 has 6% of the initial quality or 94% reduction.
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Office — Desk - Bookcase Objects
Name Polygons Percentage
Printer_v1 21621 100%
Printer_v2 12577 60%
TrashCan_v1 1064 100%
TrashCan_v2 93 10%
Clock_v1 1556 100%
Clock_v2 660 40%
Selotape_v1 43940 100%
Selotape_v2 3662 4%
pencilHolderDesk_v1 880 100%
pencilHolderDesk_v2 432 50%
computerSet_v1 31942 100%
computerSet_v2 14666 40%
Cd_v1 3406 100%
Cd_v2 1501 50%
fireExtinguisher_v1 5374 100%
fireExtinguisher_v2 1208 22%
Plant_v1 10608 100%
Plant_v2 7996 75%
deskLamp_v1 22459 100%
deskLamp_v2 11250 50%
Mug_v1 4668 100%
Mug_v2 319 6,80%
Laptop_v1 49904 100%
Laptop_v2 1885 4%
libraryBooks_v1 55352 100%
libraryBooks_v2 1882 3,50%
libraryMouse_v1 11324 100%
libraryMouse_v2 328 3%
telephonelibrary_v1 18343 100%
telephonelibrary_v2 1343 7%
libraryPencilHolder_v1 1492 100%
libraryPencilHolder_v2 940 60%
Ruler_v1 896 100%
Ruler_v2 426 50%
Desk_v1 490 100%
Desk_v2 301 60%
bookcase_v1 986 100%
Bookcase_v2 350 30%

Figure 71: Polygon count reduction statistics of the office objects. Version 1 (_v1) is the original high polygon detail

version of objects and version 2 (_v2) is the diminished polygon count version.
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Figure 72: Polygon count reduction statistics of the office objects. Listed bars represent the percentage of initial

polygon quality. For example, Laptop_v2 has 4% of the initial quality or 96% reduction.
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5.4 Assembling the Selectively Rendered Scene

After creating the final radiosity scene the next step is to produce the real time selectively
rendered scene by enriching the scene graph with appropriate metadata information as analyzed
in Chapter 4. Based on the selective rendering framework, the scene s will dynamically upload

different polygon versions of objects in relation to which memory schema is activated.

5.4.1 Switch Nodes

In order to dynamically upload the appropriate polygon count version of an object, x3d switch
nodes are defined as described in Chapter 2 which contain alteration directions. For example,
the polygon count of a candle model will change in real-time depending on its level of scene

context consistency driven by an x3d switch node defined as follows:

<Transform DEF='Transform CandleDefinition' containerField="children" scale='0.8447 0.8447 0.8447
<dwitch DEF="Switch CandleDefinition' containerfield="children" vhichChoice="1":
<Inline DEF="Inline Candle vl Definition' url="inlineHodes/candle v1.x3d"/>
<Inline DEF="Inline Candle v2 Definition' url="inlinelludes[uandle_v?.ﬂd”,f}
</ 3witehs

¢/ Transform:

Figure 73: Switch node example related to the candle model. Two different versions of the candle are loaded but
only one is rendered each time. The WhichChoice field points to the version that should be rendered.

Two different versions of the same model (candle_v1.x3d, candle_v2.x3d) are available, but only
one is rendered at each time. The WhichChoice x3d field points to the version that should be
rendered. This procedure is applied to all objects that will be dynamically uploaded to the

system.

5.4.2 Proximity Nodes

The Switch nodes that have been created point to different polygon count versions of objects.
These versions will change in real time in relation to the activated schema. In order to “sense”
which schema is activated, proximity sensor nodes should be defined for all areas and sub areas
representing a unique memory schema. It is crucial to know when the navigation avatar enters
or exits a specific area (or context of the scene) in order to guide system decisions concerning

which polygon version of each objects should be rendered.
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Three proximity sensors have been defined (Figure 74, Figure 75), One for the sofa sub area (A),

one for the desk sub area (B) and one for the bookcase sub area (C).

Figure 74: 2D top view screen shot of the scene which shows three areas related to the three proximity sensors.
Area A is the sofa sub area, Area B is the desk sub area, Area C is the bookcase sub area.
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Figure 75: 3D top view screen shot of the scene which shows three areas related to the three proximity sensors.
Area A is the sofa sub area, Area B is the desk sub area, Area C is the bookcase sub area.

The X3D code that defines these proximity nodes is the following:

<Transform DEF='bhoxLibrary' scale='1.078 2.368 1.338' tran=slation='3.744 -1.93 -1.10%7'>
<Transform translatcion='0.0 0.8219 0.0'>
<ProximitySensor DEF='BoolcaseProx ' =ize='2.643 1.644 3.159'> </FProximitySensor>
</Transform>
</ Transform>
<Transform DEF='bhoxDesk' =cale='1.809 2.182 1.0' translation='35.779 -1.946 0.7717'>
<Transform translacion='0.0 0.8541 0.0'>
<ProximitySensor DEF='DeskProx' size='3.255 1.708 3.449'> </Proximity3ensor>
</ Transforms>
</Transform>
<Transform DEF='boxLounge' =cale='1.14 1.058 1.136' cranslation='-5.461 -1.963 D.4947"'>
<Transform translacion='0.0 1.76 0.0'>
<ProximitySensor DEF=' SofaProx ' zjize='5,727 3.52 4.799'> </ProximitySensor>
</ Transform:
</ Transform>

Figure 76 X3D code that defines 3 proximity nodes. Bookcase Proximity (in office area), Desk Proximity (in office
area) and Sofa Proximity (in lounge area).

As we can see above, the X3D code defines 3 proximity nodes as follows: The Bookcase Proximity
representing the bookcase in the office area, the Desk Proximity representing the desk in the
office area and the Sofa Proximity representing the bookcase in the lounge area. For each
proximity node various parameters have been defined such as the size and the translation of the

proximity area.
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5.4.3 Metadata Enrichment

As analyzed in Chapter 4, metadata information should be defined for every proximity node of

the scene.

It is crucial to attach metadata information to every proximity node which describes whether
objects are consistent or inconsistent in relation to the context of each sub-area (Figure 77).
When the navigation avatar approaches a scene’s region, this action is acknowledged and by
exploiting relevant metadata information it is feasible to know which knowledge schema should

be activated. ‘Activation’ will occur when the user navigates closely to each area.

<{ProximicySensor DEFs' SofaProx ' gize='5,727 3.52 4.799':
{letadatadet containerfield='metadata’ DEF="MetadataSet LoungeProxdefinition'>
<NetadataSering DEF="enterTimeSchemaDefinitionLoungeProxk” name="enterTimeSchema' value='SofaSchema’
<NetadataString DEF="exitTimeSchemalefinitionloungeProx" name="exitTimeSchema' value='LoungeSchema"
</NetadataSet>-
< ProyimitySensor>

<ProximitySensor [EF='DeskProx' =ize='3.235 1.708 3.449'>
(Metadatadet containerfield='metadata’ DEF='MetadataSet OfficeProxDefinition®>
<MeradataString DEF="enterTimeSchemaDefinition0fficeProx’ name='enterTimeSchema® wvalues="DeskSchema*
<MeradataString DEF="exitTimeSchemaDefinitionDfficeProx" name="exitTimeSchema® value="0fficeSchema*
</HetadataSet>

</ ProximitySensor>

<ProximitySensor DEF=BookcaseProx' size='( 643 1.644 3.159'>
<HetadataSet containerField='metadata’ DEF="MetadataSet LibraryProxDefinition’>
<MevadataScring DEF="enterTimeSchemaDefini tionLibraryProx® name='enterTimeSchema® valus=BookeaseSche
<MetadataString DEF="exitTimeSchemaDefinit ionLibraryProx" nase="exitTimeSchema' valus="0fficeSchema® c
<f Netadatadet>
+fProximitySensor>

Figure 77: Metadata information of the proximity nodes. EnterTimeSchema will be activated when the avatar enters
the specific area and exitTimeSchema will be activated when the avatar exits the specific area which is defined by a
proximity node.
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Therefore, metadata information defines which schema should be activated when the avatar

approaches a region. In detail:

e When the avatar enters the Sofa Area, the SofaSchema (Sub-Schema) is activated.

e When the avatar exits the Sofa Area, the LoungeSchema (Main Schema) is activated.
e When the avatar enters the DeskArea, the DeskSchema (Sub-Schema) is activated.

e When the avatar exits the DeskArea, the OfficeSchema (Main Schema) is activated.

e When the avatar enters the Bookcase Area, the BookcaseSchema (sub-Schema) is

activated.

e When the avatar exits the Bookcase Area, the OfficeSchema (main Schema) is activated.

The Kitchen area doesn’t require any proximity nodes and metadata enrichment since there is

only one active general schema and there is no need to alter objects in real time.

The next step of the metadata enrichment procedure is to devise a method that can relate the
activated ‘memory schema’ with the appropriate polygon quality version of each object. As
analyzed in Chapter 4, the Switch nodes indicate which version of the object should be rendered
depending on user navigation. Thus, metadata information should be attached to every switch
node which associates each version of the object with the appropriate level of consistency in

relation to each context (Figure 78).
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<Guitch DEF="Switch TrashCanDefinition' containerfield="children' vhichChoice="1">
<Inline DEF="Inline TrashCan v1 Definition' url="inlineNodes/trashCan v1.x3d'/>
<Inline DEF="Inline TrashCan v2 Definition' url="inlineHnﬂes/trashCan_v2.x3d"/>

Metadatadet containerfield='metadata’ DEF="MetadataSet TrashCanDefinition'>
<Netadatadet containerfield='value' DEF='MetadataSetTrashCan PartiDefinition' >
<Metadatadtring DEF="consistencylTypeDefinitionTrashCan Part1" nane='consistencylype' value='consistent' conta:
<Metadataitring DEF='degree0fConsistencyDefinitionTrashCan Partl" name="degree0fConsistency’ value="high' cont
<Metadataitring DEF='schemaBelonginessDefinitionTrashCan Partl" name='schemaBelonginess' value='0fficeSchema'
</MetadataSet>
<Metadatadet containerfield='value' DEF="MetadataSetTrashCan Part2Definition' >
<Mevadatadtring DEF="consistencyTypeDefinitionTrashCan Part2" name='consistencyType' value="consistent' conta:
<Metadatastring DEF="degree0fConsistencyDefinitionTrashCan Part2' neme='deqree0fConsistency" value='low' conte
<Netadatadtring DEF="schemaBelonginessDefinitionTrashCan Part2" name="schemaBelonginess' value='DeskSchema' ct
</Metadatasety
</Metadatadet»
</Suiteh

Figure 78: Switch node metadata information of a trashcan model. The trashcan is consistent (high degree of
consistency) for the office schema and inconsistent (low degree of consistency) for the desk schema.

The X3D code defines a switch node which contains two versions of a trashcan model. Two
metadataSet nodes have also been defined which determine the degree of consistency for each
version. The low polygon count version is linked to the office schema. Similary, the high polygon

count version is linked to the desk schema (schemaBelonginess).
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The metadata information example above describes the rendering behavior of a trashcan that is

placed over the desk of the office (Figure 79).

Avatar enters desk proximity sensor
* Desk schema is activated
* Trash can becomes inconsistent
* High polyzon version is loaded

Avatar exits desk proximity sensor
* Office schema is activated
* Trash can becomes consistent
* Low polygon version is loaded

Figure 79: Real time rendering behavior of the trashcan.

When the avatar enters the desk proximity sensor, the desk schema is activated and the trashcan
becomes inconsistent in relation to the desk schema. As a result, the high polygon version of the
model is loaded. Similarly, when the avatar exits the desk proximity sensor, the office schema is
activated and the trash can becomes consistent in relation to the office schema. As a result, the

low polygon version is loaded.

The trashcan is consistent in relation to the general main office schema (high degree of
consistency) and should be rendered in low quality (Figure 80). Furthermore, the same trashcan
is inconsistent in relation to the desk sub-schema and should be rendered in high quality (Figure

81).
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Figure 80: Low polygon quality version of the trashcan model. The trashcan is consistent in relation to the office
schema.

As shown in Figure 80, the avatar has not entered the desk sub area yet. Therefore, the desk sub-
schema has not been activated. The trashcan is consistent in relation to the main office schema

and it is subsequently rendered in low polygon quality.
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Figure 81: High polygon quality version of the trashcan model. The trashcan is inconsistent in relation to the desk
schema.

As shown in Figure 81, the avatar has entered the desk sub area and the desk sub-schema has
been activated. As a result, the trashcan is inconsistent in relation to the desk sub-schema.

Therefore, a high polygon count version of the model is loaded.
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5.5 Chapter Summary

This chapter provided detailed information concerning the implementation of the real time
selective rendering application which is based on the Selective Rendering Framework. The next
chapter presents an evaluation study of the real-time selectively rendered scene by comparing it
to a high quality rendering solution. The task utilized for this evaluation is memory recognition
based on schemata, drawn from formalized methodologies of memory psychology as well as

formalized statistical manipulations of data..
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“Dubito ergo cogito; cogito ergo sum”
(I doubt, therefore | think; | think therefore | am)
Rene Descartes quotes (French Mathematician,
Philosopher and Scientist, 1596-1650)

Chapter 6

Evaluation

The next chapter presents an evaluation study of the real-time selectively rendered scene by
comparing it to a high quality rendering solution. The task utilized for this evaluation is
memory recognition based on schemata, drawn from formalized methodologies of memory
psychology. We predict that the polygon count savings of the selectively rendered system
will not diminish spatial awareness while exposed to the immersive simulation
implemented. The selectively rendered scene is displayed on a stereo-capable, head tracked

Head Mounted Display.
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Chapter 6 Main Experiment - Results and Discussion

The Main Experiment

In order to evaluate spatial awareness while exposed to a selectively rendered scene based
on memory schema in relation to a fully-fledged rendering solution, a scene was designed
which included several areas and sub-areas and a memory recognition task was completed
(Figure 82). The scene included a kitchen, a lounge and an office area and comprised of
consistent and inconsistent objects relevant to each context. The office area included two
sub-regions, the desk area and the bookcase area. Similarly, the lounge area included a sofa
area. The scene was designed so that it contains objects with differing levels of scene
consistency based on the area and sub-area they were placed. The polygon quality of such
objects could, therefore, could change dynamically. For example, according to the pilot
studies which were presented in Chapter 5, a fire extinguisher is consistent in relation to the
office schema but it is inconsistent in relation to the desk schema. Thus, this object was
considered to be consistent and rendered with low detail when the office area was
navigated, however, it was considered as inconsistent and rendered with high detail when

the desk area was approached.

Figure 82: Main experimental rooms (high polygon quality version).
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6.1 Materials and Methods

6.1.1 Apparatus

The VEs were presented in stereo at VGA resolution on a Kaiser Electro-optics Pro-View 50
Head Mounted Display with a Field-of-View comprising 50 degrees diagonal. An Intersense
Intertrax2, three degree of freedom tracker was utilized for rotation. The viewpoint was set
in the middle of the virtual room and navigation was restricted to a 360 degrees circle
around that viewpoint and 180 degrees vertically (rotation). Participants were sitting on a
swivel chair during exposure. The application ran on a standard PC with an average cost
graphics card. Participants could navigate through the scene and move forward/backward by

using a wireless mouse (right click — forward, left click - backward).

6.1.2 Visual Content

According to the group they were assigned to, participants were exposed to an interactive
pre computed radiosity simulation of a synthetic scene in one of the ‘polygon count’

conditions:

o All objects of the scene were rendered in high quality, referred to as the ‘high poly’

condition.

e The consistent objects were rendered in low quality, the inconsistent objects were
rendered in high quality and the objects of varying level of consistency, which was
based on sub-area activated were rendered in high quality. The condition described

above is referred to as the ‘high-low poly’ condition.

e The consistent objects were rendered in low quality, the inconsistent objects were
rendered in high quality and the objects of varying level of consistency based on
sub-area activated were rendered either in low or high quality based on their degree
of consistency in relation to the sub-area entered. The condition described above is

referred to as the ‘selective poly’ condition.
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In detail, the scene viewed contained:

e A kitchen area including 23 objects from which 17 were consistent and 6

inconsistent.

e A lounge area comprising of a sofa sub-area including 21 objects from which 12
were consistent, 4 inconsistent and 5 of a different level of consistency in relation to
the sub-area entered. For example, a bottle of wine is consistent in relation to the

lounge schema but inconsistent in relation to the sofa schema.

e An academic office area comprising of a desk sub-area and a book case sub-area
including 26 objects from which 9 were consistent, 1 inconsistent and 16 of a
different level of consistency in relation to the sub-area entered. For example, a fire
extinguisher is consistent in relation to the office schema but inconsistent in

relation to the desk schema.

6.1.3 Participants

54 participants were recruited belonging to the research population of the Technical
University of Crete, their age ranging from 18-25. The 54 participants formed 3 balanced
groups of 18, corresponding to the three viewing conditions. Participants in all conditions
were naive as to the purpose of the experiment. All participants had normal or corrected to

normal vision and no reported neuromotor impairment.

Figure 83: Participant under experimental conditions.
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6.1.4 Procedure

Participants were led to believe that the main experiment was just a practice phase before
the actual main experiment took place, aiming to familiarise them with the HMD (see
Appendix C for a detailed description). The reason for this was to prevent the participants
from being aware of the experimental task prior to exposure and avoid the development of
mnemonics. Participants were given identical instructions across conditions. The room

where the experiment was taking place was kept dark during exposure.

All participants had time to feel comfortable with the apparatus and 3D environments
during the practice phase. A practice scene was created which included 3D primitive shapes
such as boxes and cylinders (Figure 84, Figure 85). After exposure, the main scene of the
experiment was uploaded while participants were still led to believe that this was just a

practice phase.

Figure 84: Participants were instructed to navigate through shapes in order to feel comfortable with the
apparatus.

Figure 85: Practice scene top view screen shot.
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The experiments were conducted over two weeks during April 2009. Participants completed
a memory recognition questionnaire after 135 seconds (45 seconds in each area) of
exposure to either the ‘high’ or ‘high—low’ or ‘selective poly’ viewing condition. The time of
exposure was defined after detailed pilot studies which ensured that there were no

apparent floor (the task being too hard) or ceiling (the task being too easy) effects.

The memory questionnaire (Figure 86, see Appendix D for detailed description) consisted of
6 sections, e.g. 3 sections containing objects in relation to the kitchen, lounge and academic
office areas and 3 sections in relation to the sofa, desk and book case sub-areas. Each

section contained of a list of objects which fell under 4 distinct categories:

1. Schema-consistent objects that were present in the scene (e.g. saucepan, toaster).

2. Schema-inconsistent objects that were present in the scene (e.g. shovel).

3. Schema-consistent objects that were absent (e.g. forks).

4. Schema-inconsistent objects that were absent (e.g. kite).

Please read below:
Reflecting on yowr brief exposure to the academics office, consider the objects listed below.
FPlease circle Yes to indicate if vou believe the object was present in the room, or No to
indicate if you believe the object was not present in the room. Then also circle a number to
indicate your confidence about your answer, where 5 indicates absolute certainty and |
indicates no confidence.
Plagse circle as you feel appropriate
Was the object How confident are you about your answer?
7
present ) WNe gonf Low conf  Moderste  Confident Certain
Donkey Yes  No 1 2 3 4 5
Basketball Yes No 1 2 3 4 5
Hammer Yes No 1 2 3 4 5
Pillow Yes No 1 2 3 4 5
GolfiTennis
S Y N 1 2 3 4 5
table/Billiard ball =
Scissors Yes No 1 2 3 4 5
Plant Yes No 1 2 3 4 5
Picture frame Yes No 1 - 3 4 3
Viking helmet Yes No 1 2 3 4 5
Desk Yes No 1 2 3 4 5

Figure 86: Sample of final memory recognition questionnaire.
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Participants were instructed to answer ‘yes’ if the object was present in the scene or ‘no’ if
the object was absent. Participants also indicated on a scale of 1 to 5 their confidence
concerning the presence or absence of each object, where 1 indicated no confidence and 5

absolute certainty.

The list of objects was assembled based on an initial pilot study which explored which
objects were expected to be found in each area and which were not (section 5.1). 25
participants ranked the objects on the list. The consistency of each item was rated on a scale
from 1 to 6 according to whether they expected to find each object in each area, or not with
6 being the most expected and 1 being the least. Based on these ratings, consistent objects

were selected from the high end of the scale and the inconsistent ones from the low end.

Participants were then led to another room, where they were asked to indicate whether
they felt that each object mentioned in the memory recognition list given was present in the
environment to which they had been exposed or not. They were asked to rate their
confidence in each response using a scale of 1 to 5, with 1 being not confident and 5 being
certain. These ratings are referred to as confidence ratings. The amount of time between

exposure and memory testing was the same across conditions.

As suggested by Brewer & Treyens 1981, the amount of time spent looking at an individual
object may affect memory encoding. Whilst neither the Brewer & Treyens experiment nor
this research included systems necessary to track eye movement, a record of each test
participant’s head movement was monitored through the use of a script. The script used the
orientation of the tracker to ascertain which objects were being viewed and at what point in
time and whether the HMD was moving at the time, or had not moved since the previous
frame (idle). Although this provided useful approximate information, it cannot be said with
certainty whether or not a person was actually looking at the object that the tracker was
directed at. This is because of the variation in position between the tracker and the eyes and
because of the assumption that a person was at all times looking straight through the HMD
without rolling eyes from side to side or blinking. The tracking data was sufficiently detailed
however, to justify excluding one participant’s self-report data based on the fact that the

room had not been fully viewed.
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6.2 Polygon analysis

Three different polygon versions of the experimental scene were created:

o All objects of the scene were rendered in high quality, referred to as the ‘high poly’

condition.

e The consistent objects were rendered in low quality, the inconsistent objects were
rendered in high quality and the objects of varying level of consistency, which was
based on sub-area activated were rendered in high quality. The condition described

above is referred to as the ‘high-low poly’ condition.

e The consistent objects were rendered in low quality, the inconsistent objects were
rendered in high quality and the objects of varying level of consistency based on
sub-area activated were rendered either in low or high quality based on their degree
of consistency in relation to the sub-area entered. The condition described above is

referred to as the ‘selective poly’ condition.

Each polygon count version of the the experimental scene was comprised of a specific
number of polygons. This section presents the polygon count statistics of each condition.
The Kitchen area is represented by one main schema referred to as the kitchen schema
including no sub-schemata. Thus, two different polygon versions of the kitchen have been
created: A high quality version (277224 polygons in total, 100% quality) which includes all
objects rendered in high quality and the Kitchen Schema version (49135 polygons in total,
17.7% of the initial quality) which includes consistent objects rendered in low quality and
inconsistent objects rendered in high quality. Object polygon quality variations dependent

on user interaction do not exist since there are no sub-schemata.

Kitchen Number of Polygons Percentage

High Version 277224 17,70% of initial
—ry " quality or

Kitchen Schema 49135 82.30% reduction

Table 3: Kitchen area. Polygon statistics per activated schema.
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Polygons per knowledge schema
activated
. 49135
Kitchen Schema (17.70%)
[ polygons
High Version 277224 (100%)
0 100000 200000 300000

Figure 87: The high quality version of the kitchen consists of 277224 polygons while the selectively rendered
kitchen consists of 49135 polygons.
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The lounge area is represented by one main schema referred to as the Lounge Schema and
the sofa area is represented by one sub-schema referred to as the Sofa Schema. Thus, 3
different versions of lounge area have been created: A high quality version (215558 polygons
in total, 100% quality) which includes all objects rendered in high quality, Lounge Schema
version (27729 polygons in total, 17.8% of the initial quality) which includes consistent
objects rendered in low quality and inconsistent objects rendered in high quality and the
Sofa Schema version (51699 polygons in total, 23.9% of the initial quality) which includes

consistent objects rendered in low quality and inconsistent objects rendered in high quality.

Lounge Number of Polygons | Percentage

High Version 215558 | 12,80% of initial quality or
Lounge Schema 27729 87,20% reduction
High Version 215558 | 23,90% of initial quality or
Sofa Schema 51699 76,10% reduction

Table 4: Lounge/Sofa area. Polygon statistics per activated schema.

The Sofa Schema Version consists of more polygons than the Lounge Schema Version. In the
Lounge Schema Version there are objects such as a candle or a bottle of wine which are
consistent in relation to the lounge schema and are rendered in low quality. In contrast, the
same objects are inconsistent in relation to the sofa schema (a bottle of wine is inconsistent
if it is placed on a couch according to the pilot questionnaires) and are rendered in high

quality (more polygons).

Polygons per knowledge schema
activated

51699
Sofa Schema H (23.90%)

Lounge Schema . 47729
(12.80%) W Seriesl

High Version m 215558 (100%)

0 50000 100000 150000 200000 250000

Figure 88: The lounge area and the sofa sub area. Polygons per activated schema.
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The office area is more complex than the lounge and the kitchen area because it consists of
one main schema, e.g the office schema and two sub-schemata, e.g. the desk schema and

the bookcase schema.

Figure 89: 2D top view screen shot of the scene. The office Area includes sub area B and sub area C.

As shown in Figure 89, the office area consists of two sub areas, e.g. what is shown as sub
area B representing the desk sub area and sub area C representing the bookcase sub area.
Therefore, there are four different routes that the user could navigate through as explained

below:

e The user may navigate in areas that include neither sub area B nor sub area C.
Therefore, only the main office schema could be activated.

e The user may navigate in areas that include sub area B but not sub area C.
Therefore, the desk schema (area B) is activated, while for the rest of the room, the
office main schema is activated.

e The user may navigate in areas that include sub area C but not sub area B.
Therefore, the bookcase schema (area C) is activated, while for the rest of the room,
the office main schema is activated.

e The user may navigate in areas that include both sub area B and sub area C shown
as the red area in Figure 89. Therefore, the desk schema (area B) and the bookcase

schema (area C) are activated.
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Thus, different versions (Table 5) of the office area have been created.

The high quality version consists of 291489 polygons including all objects rendered

in high quality.

The Office Schema version consists of 67003 polygons assuming that the office
schema is activated. In this case, the consistent objects in relation to the office
schema were rendered in low quality and the inconsistent objects in relation to the

office schema were rendered in high quality.

The Desk Schema & Bookcase Schema version consists of 163608 polygons
assuming that both sub-schemata are activated (Figure 89). In this case, the
consistent objects in relation to the sub-schemata were rendered in low quality and
the inconsistent objects in relation to the sub-schemata were rendered in high
quality. This version consists of the maximum number of polygons (excluding the

high quality version) since both sub-schemata are activated.

The Desk Schema & Office Schema version consists of 76968 polygons assuming
that both the desk sub-schema and office schema are activated. In this case, the
objects which are consistent in relation to the office schema and inconsistent in

relation to the desk schema were rendered in high quality.

The Bookcase Schema & Office Schema Version consists of 156963 polygons
assuming that both the bookcase sub-schema and office schema are activated. In
this case, the objects which are consistent in relation to the office schema and

inconsistent in relation to the bookcase schema were rendered in high quality.
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Office Number of Percentage
Polygons
High Version 291489 | 23% of the initial quality or
Office Schema 67003 77% reduction
High Version 291489 | 56,80% of the initial quality
Desk Schema & Bookcase Schema 163608 or 43,2% reduction
High Full Version 291489 | 26,00% of the initial quality
Desk Schema & Office Schema 76968 or 74% reduction
High Full Version 291489 | 54% of the initial quality or
Bookcase Schema & Office Schema 156963 46% reduction

Table 5 : Office/Desk/Bookcase area. Polygon Statistics per activated schema.

Bookcase Schema & Office Schema

Desk Schema & Office Schema

Desk Schema & Bookcase Schema

Office Schema

High Version

0

Polygons per knowledge schema
activated

—

76968 (26%

-

s

7003 (22.90%)

6963 (53.84%)

| 163608 (56.80%)

[ polygons

291489 (100%)

100000 200000 300000

Figure 90: office area and the desk & bookcase sub areas. Polygons per activated schema..
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6.3 Statistical Analysis

This section presents the basic statistical principles employed in order to analyze the

acquired memory recognition self-report.

6.3.1 Signal detection Theory

The Signal detection theory (SDT) is used when psychologists want to measure the way we
make decisions under conditions of uncertainty, such as how we would perceive distances in
foggy conditions. SDT assumes that the decision maker is not a passive receiver of
information, but an active decision-maker who makes difficult perceptual judgments under
conditions of uncertainty. In foggy circumstances, we are forced to decide how far away
from us an object is based solely upon visual stimulus which is impaired by the fog. Since the
brightness of the object, such as a traffic light, is used by the brain to discriminate the
distance of an object and the fog reduces the brightness of objects, we perceive the object

to be much further away than it actually is.

To apply signal detection theory to a data set where stimuli were either present or absent
and the observer categorized each trial as having the stimulus present or absent, the trials
are sorted into one of four categories (Figure 91): “Miss” where the stimulus is present and
the respond is ‘absent’ , “Hit” where the stimulus is present and the respond is ‘present’,
“Correct Rejection” where the stimulus is absent and the respond is ‘absent’ and “False

Alarm” where the stimulus is absent and the respond is ‘present’ .

Respond “"Absent” Respond “Present”
Stimulus Present Miss Hit

Stimulus Absent | Correct Rejection  |False Alarm

Figure 91: Signal detection theory data set.

Based on the proportions of these types of trials, numerical estimates of sensitivity can be

obtained through statistics such as the sensitivity index d' and response bias p.
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Sensitivity or discriminability

Conceptually, sensitivity refers to how hard or easy it is to detect that a target stimulus is
present from background events. For example, in a recognition memory paradigm, having
longer to study to-be-remembered words makes it easier to recognize previously seen or
heard words. In contrast, having to remember 30 words rather than 5 makes the
discrimination harder. One of the most commonly used statistics for computing sensitivity is

the so-called sensitivity index, or d'.

Bias

Bias is the extent to which one response is more probable than another. That is, a receiver
may be more likely to respond that a stimulus is present or more likely to respond that a
stimulus is not present. Bias is independent of sensitivity. For example, if there is a penalty
for either false alarms or misses, this may influence bias. If the stimulus is a bomber, then a
miss (failing to detect the plane) may increase deaths, so a liberal bias is likely. In contrast, a
crying wolf (a false alarm) too often may make people less likely to respond, grounds for a

conservative bias.

6.3.2 Analysis of Variance

ANalysis Of VAriance: ANOVA procedures are powerful parametric methods for testing the
significance of the differences between sample means where more than two conditions are
used, or even when several independent variables are involved (Coolican 1999). ANOVA is
used to compare the variance between the two groups with the variability within each of the
groups. This comparison is in the form of a ratio known as the F test. A high value for F
indicates a strong effect, i.e. the variance between groups is higher than the variance within
the groups. The strength of the effect is given by the p value. The p value represents the
probability that there is no between groups variance. This is called the null hypothesis and is

disproved if a value of p below 0.05 is returned.
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6.4 Data analysis overview

The experiment had two independent variables. The first between-subjects variable was

‘polygon count’ comprised of three levels (as described in Section 6.2):
e ‘high poly’
e ‘high-low poly’
e ‘selective poly’

The second within-subjects independent variable was ‘object type’ comprised of two levels:
‘consistent’ and ‘inconsistent’. The dependant variables were ‘hit rate’, i.e. rate of successful
recognition of present objects and ‘false alarm rate’, i.e. rate of successful recognition of

absent objects.

The hit and false alarm rates obtained were used to calculate the signal detection
constituents d’ (sensitivity) and B (bias), as outlined in by T. D. Wickens (2001), with d’ being
the distance between signal and noise distributions in participant responses and  being the
bias towards replying ‘yes’ or ‘no’. The d’ is calculated by transforming hit and false alarm
rates into z-scores, which give the position of a score in relation to the number of standard
deviations it is above or below the mean. The d’ score equals the hit ratio z-score minus the
false alarm ratio z-score: d’ = z(HIT )- z(FA). The B value is the ratio of the height of the Hit
and False Alarm rate distribution curves: p = h(HIT )/h(FA). These values were calculated for
each condition in the experiment and scores were compared using Analysis of Variance

(ANOVA), using log B, as the B distribution is not statistically normal.

When participants were asked to recognize which items were present in the scene, they
were also asked to rate how confident they were of their responses on a scale of 1 to 5.
These confidence ratings were subsequently used to correct the recognition responses for
possible guessing. This provided three sets of d’ and B results for each area/sub area: one of
uncorrected confidence; one of moderate confidence (i.e. corrected so that only recognition
scores with corresponding confidence ratings of 3, 4 or 5 were used); and one set of high

confidence (i.e. only confidence scores of 5 were used).

Statistical analysis using ANOVA for the d’ and B scores were calculated. Note that the
greater the d’ score, the easier it was for participants to distinguish between signal and

noise (i.e. recognize correctly), whilst the closer a B score is to 0, the less bias was found in
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participant responses, with positive scores indicating a bias towards responding ‘no’ and

negative scores a bias towards responding ‘yes’.

6.5 Results and Discussion

Because of the large amount of data, in this section we will present the data analysis in
relation to memory recognition while exposed to the kitchen area. Memory recognition for
consistent and inconsistent items included in the kitchen area will be presented together in
the category of d’ and B unconfident (recognition scores with corresponding confidence
ratings of 1, 2, 3, 4 or 5) rating results. Results related to remaining scene areas will be

presented in summary.

Descriptive Statistics

Group Mean Std. Deviation I
d_cons_uncanfidence 00 a7or JAZ28E60 18
1,00 1,3333 B2797 18
2,00 1,1318 44838 18
Total 1,14483 24454 54
d_incons_unconfidence 00 653 4920 18
1,00 1,0962 Ja033a 18
2,00 1,1147 JaET0Y 18
Total 1,0887 BB 54

Figure 92: Descriptive Statistics for d' (sensitivity) unconfidence case- kitchen area.

Descriptive statistics is a branch of statistics dealing with summarization and description of
collections of data—data sets, including the concepts of arithmetic mean. For example, from
descriptive statistics above, we can deduce that there are 18 participants for each condition
(total 54). Also, we can be informed about the means and the standard deviation of the d’

for the consistent and the inconsistent objects in the uncofidence rating category for each

group.
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Multivariate Tests?

Effect Yalue F Hypothesis df Errar df Sig.
d Fillai's Trace 010 314 1,000 a1,000 470
Wilks' Lambda 8490 A4 1,000 51,000 470
Hotelling's Trace 010 A4 1,000 41,000 470
Roy's Largest Root 010 5314 1,000 51,000 470
d* Group  Pillai's Trace 016 4034 2,000 51,000 BT
Wilks' Lambda 984 4034 2,000 41,000 BT
Hotelling's Trace 016 4034 2,000 51,000 BT
Roy's Largest Root 018 A403a 2,000 41,000 BT
2. Exact statistic
h.

Design: Intercept+Graup
Within Subjects Design: d

Figure 93: Multivariate Tests Table for d' (sensitivity) unconfidence case— kitchen area.

Between-subject variables (in this example, the Group variable) are independent variables or
factors in which a different group of subjects is used for each level of the variable.
Furthermore, a within-subjects variable (in this example, the sensitivity d’) is an independent
variable that is manipulated by testing each subject at each level of the variable. From
multivariate tests results we can conclude whether there is a significant effect of viewing
condition on a variable such as d’ at a level of p<0.05 which signifies that d’ consistent
induces significantly different behavior from d’ inconsistent. We also explore whether there
is any significant interaction between the within subjects variable (d’) and the between
subject variable (Group). An interaction effect is a change in the simple main effect of one

variable over levels of the second.

Here, there are no significant main effects of object type (F(1,51)=0.531, p=0.470>0.05) and
no interaction (F(2,51)=0.403, p=0.671>0.05).
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Tests of Between-Subjects Effects

Measure: MEASLURE_1
Transformed Yariahle: Average

Type lll Sum
Source of Squares df Mean Square F Sin.
Intercept 131,156 1 131,156 A42, 166 Rujujn]
Group 1,121 2 JB60 237 109
Errar 12,337 a1 242

Figure 94: Test of Between Subjects effects for d' (sensitivity) unconfidence case - kitchen area.

Between subjects effects predict whether there is a significant effect of viewing condition on
memory recognition. Here, there is no main significant effect since F(2,51)=0.560,
p=0.109>0.05. Thus regardless of viewing condition d’ is similar, therefore, memory

recognition performance is similar across viewing conditions.

Estimated Marginal Means of MEASURE_1

Estimated Marginal Means

0,9

1
il 1,00 2,00
Group

Figure 95: Estimated Marginal Plot for d' (sensitivity) unconfidence case — kitchen area.

Finally, in this plot we can notice that there are two lines. The blue line represents d’
consistent and the green line represents d’ inconsistent. This plot visualizes the results that
have been described above. There is no interaction between group and object type and
there are no significant effects of viewing condition and object type since the two lines don’t
have any significant distances or overlapping. Memory performance is similar across
conditions. Moreover, participants’ memory recognition performance was also similar when
comparing memory performance related to the inconsistent as opposed to the consistent

items.
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Similarly, for B (bias):

Descriptive Statistics

Group Mean Std. Deviation ]
b_cons_unconfidence a0 -27TT BBTAa2 18
1,00 J014 89260 18
2,00 221 63805 18
Total -0181 B23T a4
b_incons_unconfidence 00 4745 3E0ES 18
1,00 Raizlae 34626 18
2,00 4813 A0206 18
Total A087 A0618 a4

Figure 96: Descriptive Statistics for B (bias) unconfidence case- kitchen area.

Multivariate Testst

Effect Walue F Hypothesis df Errar df Sig.

1] Fillai's Trace ,360 28,7434 1,000 51,000 aaa
Wilks' Lambda JR40 28,7439 1,000 51,000 ,aoa
Hotelling's Trace 64 28,7434 1,000 51,000 Jaaa
Roy's Largest Root Ralt! 287434 1,000 51,000 ,ana

b* Group  Pillai's Trace 054 160494 2,000 51,000 210
Wilks' Lambda 941 1,6092 2,000 51,000 210
Hotelling's Trace 063 1,604 2,000 51,000 210
Rov's Largest Root 063 1,609 2,000 41,000 210

a. Exact statistic

b

Design: Intercept+Graup
Within Subjects Design: b

In this case, results reveal a significant effect for B. In detail, results reveal significant main
effects of object type (F(1,51)=28.743, p<0.05) and no interaction (F(2,51)=1.609,
p=0.210>0.05). In detail, the significant main effect of object type reveals that B inconsistent
is significantly larger than B consistent (Figure 99). This effect indicates that the participants

had larger bias for inconsistent than for consistent objects which indicates a bias towards

Figure 97: Multivariate Tests Table for B (bias) unconfidence case— kitchen area.

responding ‘no’, therefore not recognizing inconsistent objects.
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Tests of Between-Subjects Effects

hMeasure: MEASLUIRE_1
Transformed Variahle: Average

Type Hl Sum
Source of Squares df Mean Sguare F Sig.
Intercept f,498 1 G498 23,670 oo
Group 1,194 2 haT 2174 24
Etrar 14,001 a1 275

Figure 98: Test of Between Subjects effects for B (bias) unconfidence case- kitchen area.

Moreover, there is no significant effect of viewing condition (F(2,51)=2.174, p=0.124>0.05).

Estimated Marginal Means of MEASURE_1
0,6 b
— h —_—
2
W o0,4
=
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=
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=
o 00
et
m
E
=
]
L o, 2
<]
-0,4-1
I 1 I
,oo 1,00 2,00
Group

Figure 99: Estimated Marginal Plot for B (bias) unconfidence case— kitchen area.

Figure 99 shows that regardless viewing condition, although there is no significant effect of
viewing condition and there is also no interaction, a significant effect of type of object is
revealed in relation to the within subject variable (B consistent / B inconsistent),
F(1,51)=28.743, p<0.05. In detail, B inconsistent (b2 — green line) is significantly larger than B
consistent (bl-blue line). Therefore, in this case, regardless viewing condition, all
participants had larger bias for inconsistent than for consistent objects which indicates a bias

towards responding ‘no’, therefore not recognizing inconsistent objects.
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Analysis for all areas is presented. The descriptive statistics for the d’ and B scores were
calculated. Six tables (one for each area) contain three sets of d’ and B, e.g., uncorrected,
moderate and high confidence (Tables 6-11). Note that the greater the d’ score, the easier it
was for participants to distinguish between signal and noise, i.e. recognize correctly, whilst
the closer a B score is to 0, the less bias was found in participant responses, with positive
scores indicating a bias towards responding ‘no’ and negative scores a bias towards
responding ‘yes’. In some areas when objects’ quality changes in real-time such as for the
office and lounge area, it is not possible to categorize objects as firmly consistent or

inconsistent. The bookcase contained mainly inconsistent objects apart from books.

Each table shows d’ and B scores and standard deviations (in brackets) as a functional of
viewing condition (N=Total Number of Participants, O=Total number of objects, H=High Poly,

HL=High Low Poly, S=Selective Poly, T=Total).

Table 6 shows the descriptive statistics for the d’ and B scores of the kitchen area. Table 7,
Table 8 and Table 9 shows the descriptive statistics for the d’ and B scores of the office area,
the desk sub area and the bookcase sub area. Table 10 and Table 11 show the descriptive

statistics for the d’ and B scores of the lounge area and the sofa sub area.
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Kitchen Area
Consistent Objects
N d'un Bun d med b med d" high b high
54 (0=12) (©=12) (0=12) (©0=12) (0=12) (0=l
H 097(52) -27(58) 090(42) 0.11¢(34) 088(50) 034(52)
HL. 13361 010359 103044y 023(62) 093047 04239
8 113044y 01M63) 097(34) 026055y 0347y 040039
T 1.14(54) -01(62) 0O7(400 020{56) 0B 48) 040 43)
Inconsizient Objects
N d' un b un d mod b mod d high b high
34 (0=6) (O=h) (O=6) (0=6) (O=6) (O=h)
H 006{6d) 047(36) 096(63) 0337y 09770 03030
HL 109500 05334y 101051y 06727y 096053 073027
8 111056) 0450 50) 106063y 045(46) 103(63) 03N
T 105(56) O030(400 101(358) O054(38) 0062 06428
g and § scores and standard deviations (i brackets) az a functional of viewing
condition (N= Toial Number of Participants, O=total number of objects, H=High
Pok, HI=High Low Poly, S=Selective Poly, T=Iotal wn—uncorrected
mod=moderate)
Table 6: Kitchen area confidence results.
Office Area
N d'un b'un d mod b'mod d' high b high
34 (0=20) (0=20) (0=20) (0=20) (0=20) (0=20)
H 0.86(30) 020(34) 091(49) 033(31) 09768 0.70(61)
HL ©08333) 01027 08328 024(22) 091(3N 063(37)
5 108(46) 028(57) 1070300 043(51) 10203 07357
T 00204 019041y 08404 034370 0975  0.7052)

g and B scores and siandard deviations (in brackess) a5 a functional of viewing
condition (N= Total Number of Participants, O=iotal number of objects, H=High

Pol, Hl=High Low Polv, 5=5Seleciive Poly, T=Toial)

Table 7: Office area confidence results.
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Desk Sub Area
Consistent Ohjscis
N d'un b un d' mod b'mod d high b high
34 (0=3) {0=5) (0=3) (0=3) (0=2) [0=5)
H 070070 Q0BL33) 06163 020{39 048(3) 02757
HL 033073 -06034) 0333 01002 0.63{58) 0.36(39)
3 065076 013043 0775 029043 0823 042039
T 0630720 002(41) 069056 020{38) 064{3) 0.34{43)
Inconsistent Objeciz
Iy} d un b un d' med b med d"high b"high
34 (0=4 (0=4) (o=4) (0=4) (0=4) (0=4)
H Q630690 03203 052065 027030 04668 026036
HL Q43053 02603 034(3) 02003 029048 02003D)
3 0.63(.65) O.2E(I 039063 0.31(2) 0.36(.52) 0.21({26)
T 0. 3B{63) O30{3) 04B(620 026{3) 037(5) 0.23(3])
d " and § scorss and standard dsviations (in bracksiz) as a_funstional af viswing condition
(W= Tatal Numbsr af Participaniz, O=tatal numbsr af abfscis. H=High Poly, HL=High
Low Poly, §=Sslsctive Poly, T=Total)

Table 8: Desk sub area confidence results.

Bookcase Area

i d un b un d' mod b mod d high b"high
M4 0= (0=T) (0=T) (0=T) [0=T) (0=T)
H 0.27¢.70)  0.10(41) 039C7 017049 033{65 0.13(44)
HL 061{61) 023(27 0393 034(H) 0352033 036033
8 0.30(.34) 0.17(45 0.65(38) 028(3Y) 058(63) 0.26{49
T 0.46(63) 0.16{38) O0354(6) 026{45) 048(60 0.26(43

d’ and § scores and standard dsviations (in bracksts) az a functional af viewing
canditian (W= Total Numbsr af Partizipants, O=total numbsr af abjects, H=High

FPalv. HL=High Low FPaly. §=Sglective Paly, T=Total}

Table 9: Bookcase sub area confidence results.
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Lounge Area

N dun b un dmod  Wmod  dhigh  bhigh
54 (0=17)  (0=17)  (O=17) {(O=1T)  (O=I7)  (O=IT)

H  057(6) 0.18(32) 0.58(69) 0.30(34) 067038 04947
HL 04043 0.03(21) 046054 0.12(32) 0635046 0.51(48)
5 0.75(73) 0.26(49) 0.70(72) 031(58) 082079 0.62(5)
T 057(5T  0.15(37)  0.58(63) 0.25(49) 0710600  0.54(.51)

d’ and f§ scores and standard deviations (in bracksiz) ar a functional af viswing
condition (N= Tatal Number af Participants, O=total numbsr af abjscts, H=High
FPoly, HL=High Low Faly, §=5slsctive Poly, T=Taral)

Table 10: Lounge area confidence results.

Sofa Sub Area
Conzistent Objects
N dun b'un dmod bmod dhigh  bhigh
4  (0=4) (0=4) (0=4) (0=4) (0=4) (0=4)
H  0.84(99 0.01(35 0.72(93) 0.06(.32) 0.69(8§ 0.08(.19)
1.24(.83) -.01(31) 0.98(79 0.14(.28) 0.69(.62) 0.26(.29)
S 130080 0.13(3§ 1.07(8) 0.15(39 1.07(7 0.25(3)
T  LI13(8%) 0.04(39) 0.93(85 012030 0.81(.76) 0.20(.28) f
Inconsiztent Objsctz
N  dun bun dmed  bmod dhih  bhigh
4  (0=4) (0=4) (0=4) (0=4) (0=4) (0=4)
H 0.37(8) 0.07¢31) 04479 0.10(31) 025(40) 0.12(.29
HL 043(36 0.07(39 042(3D) 0.12(.32) 0.39(36) 0.03(.28)
S  0.73(.59 0.16(35 0.67(38) 0.22(20) 0.37(49 0.20(.29
5 5 0.51(62) 0.10(.35) 035138 0.15(28) 0.33(42) 0.12(.27)
d” and § zcores and standard deviations (in bracksts) az a functional of viswing®
condition (N= Toral Number of Participants, O=total number of objects, H=High
Poly, HL=High Low Poly, $=Sslsctive Poly, T=Total)

Table 11: Sofa sub area confidence results.
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ANOVA analysis of the d’ and B results revealed no main effect of viewing condition in all
cases (e.g. office d’ score moderate confidence analysis: F(2,51)=1.370, p=0,263>0.05). This

indicates that memory performance was similar across conditions.

Nevertheless, significant main effects of object type (consistent vs inconsistent) were
revealed. When participants were asked to recognize which items were present in the scene,
they were also asked to rate how confident they were of their responses on a scale of 1 to 5.
These confidence ratings were subsequently used to correct the recognition responses for
possible guessing. This provided three sets of d’ and B results for each area/sub area: one of
uncorrected confidence; one of moderate confidence (i.e. corrected so that only recognition
scores with corresponding confidence ratings of 3, 4 or 5 were used); and one set of high

confidence (i.e. only confidence scores of 5 were used).

In relation to B scores, the following significant main effects of object type appeared. Results
revealed significant main effects of object type for the kitchen area (Table 6) concerning
uncorrected confidence (F(1,51)=28.743, p<0.05), moderate confidence (F(1,51)=14.158,
p<0.05) and high confidence (F(1,51)=12.278, p<0.05). Moreover, results revealed a
significant main effect of object type for the desk area (Table 8), concerning moderate

confidence (F(1,51)=16.812, p<0.05).
e Kitchen area (Table 6), uncorrected confidence, F(1,51)=28.743, p<0.05
e Kitchen area (Table 6), moderate confidence, F(1,51)=14.158, p<0.05 (Figure 100)
e Kitchen area (Table 6), high confidence, F(1,51)=12.278, p<0.05
e Desk area (Table 8), moderate confidence, F(1,51)=16.812, p<0.05

These results revealed a significant main effect of object type (B inconsistent > B consistent)
but no main effect of viewing condition, nor a significant interaction. This indicates that
participants, regardless of viewing condition were significantly more biased to responding
that inconsistent objects were not present in the scene compared to recognition of
consistent objects for which there was close to no bias at all. This is consistent with memory
psychology literature (Rojahn & Pettigrew 1992) and indicates that such effects could be

simulated when immersed in synthetic scenes.

Concerning d’ scores, the following significant main effects of object type appeared. Results

revealed significant main effects of object type for sofa area (Table 11) about uncorrected

154 |Page



Chapter 6 Main Experiment - Results and Discussion

confidence (F(1,51)=16.225, p<0.05), moderate confidence (F(1,51)=7.526, p<0.05) and high
confidence (F(1,51)=15.481, p<0.05). Moreover, results revealed a significant main effect of

object type for the desk area (Table 8) about high confidence (F(1,51)=7.893, p<0.05).

Sofa area (Table 11), uncorrected confidence, F(1,51)=16.225, p<0.05

Sofa area (Table 11), moderate confidence, F(1,51)=7.526, p<0.05

Sofa area (Table 11), high confidence, F(1,51)=15.481, p<0.05

Desk sub-area (Table 8), high confidence, F(1,51)=7.893, p<0.05

These results revealed a significant main effect of object type (d’ consistent > d’
inconsistent) but no main effect of viewing condition, nor a significant interaction. The
consistent objects regardless of viewing condition (high poly, high —low poly, selective poly),
have a significantly greater distance between signal and noise distribution (thus better

recognition) than the inconsistent objects.

Estimated Marginal Means of MEASURE_1
0,7 b
A —— cons
R incons
- \

0,6 N
] - 4
5
o = oty
= 51
o
=
@ 0,4
=
-
7]
df-ul 0,34
E )
= e
" oy ——
Ll

0,249

0,14

I 1 I
high poly high low poly selective poly
Group

Figure 100: ANOVA Estimated Marginal Means Plot. Kitchen area - moderate confidence case. b inconsistent
score is significantly greater than b consistent score regardless of viewing condition (high poly, high low poly,
selective poly).

Figure 100 reveals a significant main effect of object type (B inconsistent > B consistent) but

no main effect of viewing condition, nor a significant interaction since B inconsistent is
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significantly greater than B consistent in all groups and there is no overlapping between two
lines. This indicates that participants, regardless of viewing condition were significantly more
biased to responding that inconsistent objects were not present in the scene compared to

recognition of consistent objects for which there was close to no bias at all.

6.6 Chapter Summary

This chapter presented an evaluation study of the real-time selectively rendered scene by
comparing it to a high quality rendering solution. The task utilized for this evaluation is

memory recognition based on schemata, drawn from formalized methodologies of memory

psychology.

In order to evaluate spatial awareness while exposed to a selectively rendered scene based
on memory schema in relation to a fully-fledged rendering solution, a scene was designed
which included several areas and sub-areas and a memory recognition task was completed.
The scene was designed so that it contains objects with differing levels of scene consistency
based on the area and sub-area they were placed. The polygon quality of such objects could,

therefore, change dynamically.

Furthermore, the results of the research project have been presented and discussed in this
chapter. We predicted that the polygon count savings of the selectively rendered system will

not diminish spatial awareness while exposed to the immersive simulation implemented.

The following chapter draws conclusions from the findings, discusses limitations of the

current research and makes recommendations for the future.
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Chapter 7

Conclusions and Future Work

In this thesis, we proposed a novel selective rendering approach which is task and gaze
independent, simulating cognitive creation of spatial hypotheses. Scene objects are
rendered in varying polygon quality according to how they are associated with the context
(schema) of the scene. Experimental studies in synthetic scenes have revealed that
consistent objects which are expected to be found in a scene can be rendered in lower
quality without affecting information uptake. Exploiting such expectations, inconsistent
items which are salient require a high level of rendering detail in order for them to be

perceptually acknowledged.

In order to evaluate spatial awareness while exposed to a selectively rendered scene based
on memory schema in relation to a fully-fledged rendering solution, a scene was designed
which included several areas and sub-areas and a memory recognition task was completed.
The scene was designed so that it contains objects with differing levels of scene consistency
based on the area and sub-area they were placed. The polygon quality of such objects could,

therefore, change dynamically.

Participants’ memory performance was assessed after exposure to scenes of varying
rendering quality through recognition of present objects in a scene as well as inferred
objects. It has been shown that a scene which incorporates objects of high and low quality
provokes similar memory recognition performance and associated confidence levels when
compared to a fully-fledged rendering solution. Thus, in relation to the recognition task
utilized, the selective rendering system presented is of similar functional fidelity but of
significant less computational complexity than a scene including objects of a high polygon

count.
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7.1 Main Contributions

Cognitive psychology is a discipline within psychology that investigates the internal mental
processes of thought such as visual processing, memory, problem solving, and language.
Computer science or computing science (CS) is the study of the theoretical foundations of
information and computation, and of practical techniques for their implementation and
application in computer systems. The core focus of cognitive psychology is on how people
acquire, process and store information. There are numerous practical applications for
cognitive research, such as ways to improve memory or how to increase decision-making
accuracy. The term cognitive in cognitive science is used for any kind of mental operation or
structure that can be studied in precise terms" (Lakoff and Johnson, 1999). In this thesis, we
showcased that we could optimize fundamental processes in computer graphics through

cognitive psychology principles.

A central tenet of cognitive science is that a complete understanding of the mind/brain
cannot be attained by studying only a single level. For example, consider the problem of
remembering a phone number and recalling it later. How does this process occur? One
approach would be to study behavior through direct observation. A person could be
presented with a phone number, asked to recall it after some delay. Then the accuracy of
the response could be measured. Another approach would be to study the firings of
individual neurons while a person is trying to remember the phone number. Neither of these
experiments on their own would fully explain how the process of remembering a phone
number works. Even if the technology to map out every neuron in the brain in real-time
were available, and it were known when each neuron was firing, it would still be impossible
to know how a particular firing of neurons translates into the observed behavior. Thus an
understanding of how these two levels relate to each other is needed. This can be provided
by a functional level account of the process. Studying a particular phenomenon from
multiple levels creates a better understanding of the processes that occur in the brain to

give rise to a particular behavior.

One of the major applications areas for VEs is simulation and training for implementations
that are meant for skill transfer in the real world. Since spatial perception is closely linked
with memory, there is a body of research that has explored issues of transfer of training,
employing spatial memory tasks under distinct technological conditions. Spatial memory
tasks are considered quite significant in that sense, since in order to accomplish any task

using a VE implementation, one should realize the structure of a particular space first. Thus,
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the utility of VEs for any applications for which they are being proposed is predicated upon
the accuracy of the spatial representation formed in the VE. In that sense, spatial memory
tasks are considered essential and they are often employed in usability studies and

benchmarking platforms that assess VE interface task efficiency.

The ultimate goal of VE technologies for simulation and training is to induce a spatial sense
similar to the sense of three dimensional space humans get in the real world. This is
essential for applications that often target successful transfer of training in the real world
and consequently require a high level of simulation fidelity. Thus, spatial perception issues
are clearly involved in interactive computer graphics rendering and should be considered at

various levels while assembling a VE implementation.

This thesis introduced a novel selective rendering approach simulating cognitive creation of
spatial hypotheses. Using classic findings from memory research in which schemata are used
to explain memory processes, this thesis examined whether computationally more
expensive scenes containing higher polygon counts and thus greater visual fidelity, add to
the functional realism of an immersive virtual environment displayed on a stereo capable,
head tracked Head Mounted Display, or whether they are they merely more aesthetically

pleasing than their lower polygon count counterparts.

An object-based rendering engine was developed which renders objects in a scene according
to their association with the schema in context, incorporating experimental results. Objects
which are consistent with a given schema can be recalled better because of this association
with the schema in context, therefore, they don’t require a high amount of rendering

computation.

The contribution of this thesis is an innovative x3D-based selective rendering framework
based on memory schemata and implemented through metadata enrichment. We exploit
the X3D’s capability of defining metadata information in order to describe the level of

consistency that every object entails in relation to the specific context of a scene’s region.
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7.2 Implications for Future Work

The experiments of Chapter 6 were formally designed. However, certain improvements

could be accomplished by the following actions:

e It would be useful and innovative if we could automatically identify objects’ level of
consistency by analyzing gaze direction and fixation. For cognitive psychology, it is
challenging to produce reliable predictive models of attention based on meaning
rather than image properties such as edges or contrast.

e Quality variations, besides polygon count quality, could include global illumination
calculations, shadow accuracy and texture resolution. Therefore, rendering quality
could vary depending on the integration of different rendering computation
parameters or a combination, and therefore, selective rendering may be more
efficient.

e Levels of object consistency could be more than the two utilized. Certainly, an object
in a scene of a specific context may be associated with a more complex ‘consistency’
rating, even in probabilistic terms, rather than the simplified assumption of being
either consistent or inconsistent. The relationship between the meaning of scenes
and attention levels are open research issues in cognitive psychology. We could
define more levels of consistency and, therefore, additional levels of rendering
quality resulting in a more complex schema model.

e Finally, we could focus on whether the proposed metric is sensitive to object quality
assignment variations. It would be very interesting if we could add a viewing
condition which doesn’t take schema theory into account, e.g. half of the objects are
randomly rendered as high-polygon and half as low-polygon objects. By this way, it
is possible to prove the functional equivalence without considering only the null
effects since we could use another metric which doesn’t take into account the
schema theory.

Human perception now determines to a large extent what we do in computer graphics and
indeed, why we do it. Exploiting schema models of visual perception is one way to improve

the viewing experience within a limited budget of computational resources.
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First Pilot Study

Evotnta A: Odppua ouykataBeong

Project Title: Real time selective rendering algorithm based on spatial cognition
NoapakaAw SLABACTE TA MAPOKATW

H €peuva Kal To TMELPAPATIKO 0TASLO TNG MAPOoUCAS LETATTUXLOKAG Epyaciog mpayOTOMOLETaL 0TO
MoAutexveio KpAtng, oto tunpa HAektpovikwv Mnxavikwv kat Mnxovikwv YmoAoylotwy. @a oog

INTNOel va CUUMANPWOETE £va EPWTNHATOAOYLO.

YrevBuvol autol TOU TMELPAMUATOC £lval O HETAMTUXAKOC doltntic Zwtog AANEEavdpog Kal n
enikoupn kabnyntpia Movid Katepiva. H épeuva mpaypotomoleital yio tTov KaBoplopod tng
TILOTOTNTAG OE £LKOVLKA TteptBallovta. Avapévetal va amaocyoAnBeite to moAl 15 Aentd os Kabe
evotnta. Oa xpnolpomoljooups Tta Sedopéva 0O0G QVWVUHA pall pe TIOAG aMa GAAwv

OUUHUETEXOVIWV.

Na Bupdote OtL n cuppetoxn oog eival eBehovkny. Mropeite vo ETUAEEETE VOl AN OUIETACXETE OE

Kovéva N o€ omoLodAMoTE armod o EMIUEPOUG OTASL TOU EPWTNHOTOAOYLOU .

NoapakaAw) KUKAWOTE TLG QITOVTNGELS GO YLOL TOL TTOPOKATW O€parta:

Katavoeite T dpopua cuykatdBOeong? Nat Oxt
Alvete Ta Sedopéva ooG yla TEEPALTEPW aVAAUON ota MAaiola Tn¢ mapouoag Nau Oxt
gpyaoiag?

EruBeBalwvete Ot elote TouAdyLoTtov 18 xpovwv? Nat Oxt
Yroypadn Huepopnvia

Ovopa
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Evotnta B: MNpoowrikd otolyeia

MapakoAw CUUMANPWOTE Ta akoAouBa Keva:

Ovopa:
HAwkLokn opada: 18-22  23-27 28-32 33-37 38-42 ndvw amno 43
®UAo: Apoevikd / OnAuko

Huepopnvia kot wpa:

(Av ortouddlete Twpa

TIAPAKOAW ETUALETE TTOLOL

elvaL n BaBuida ooc): Mpomtuxlakog METOMTUXLOKOG ALSAKTOPLKOC

Tpéxouoa Kataotaon: Qottntng Epeuvntng

Axkadnpaikog AMo (avadiparte)
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Evotnta I: Schema expectancy

MNapakoAw SLoPACTE TO TTOPAKATW:

2T akolouBeg oelideg Ba Ppeite pio Alota amd avrtikelpeva. AlmAa and kdBe avtikeipevo Ba
OUVAVTNOETE ia KALpako amo 1 éwc 6. Oa BENAE Va XPNOLLOMOLOETE QUTH TNV KALHOKO e OKOTIO
va a€loloynoete mdéoo Tubavo sival va Bpebel to ekdotote aviikelpevo otn Kouliva evog omitiou.
Q¢ mopddelypa Bewpnote MWE OV EMPENE VO ATIOVTNOETE TO (6L0 €PpWTINUATOAOYLO ylo €va
gotiatoplo Ba Sivate pueyaio BaBuod mBavotntag os £vo Tpaméll evw os éva Kpepartt Ba Sivate éva
ULkpo BaBuo mbavotntoc. Otav OMAVIATE OTO EPWTNUOTOAOYLO TOPOKAAW QYVONROTE av T
OUYKEKPLUEVA OVTIKELPeva elval Ttapdvta 1 oxL oto Swudtio Tmou Ppilokeots, amhd PBooloteite otn
MEXPL TWPO EUTELPLA OO VIO TO CUYKEKPLUEVO XWPO.

Mia amavtnon tng ta&ng 1 Bewpeital wg “efalpetikd ani®avo autd To avtikeipevo va Bpiloketon
otn koullva evog oTiTLol”, KAl i aIAvInon ths TaEng tou 6 oplletal wg “e€alpeTikd MOavo auto
TO avTIKElpEVO va Bpiloketan otn kouliva evog omitiol.”

MapakoAw KUKAWOTE TNV AmAvInon oog

Ahatiépa unrmubavé 1 2 3 4 5 6  mubavd
AvauKTiko un Tlavo 1 2 3 4 5 6 moavo
er::tfcl;ziqvgmbma TPAYATIKGV un mavod 1 2 3 4 5 6 mbavo
Aroppodntipag unmBové 1 2 3 4 5 6  mbavd
BloAl 1N lavo 1 2 3 4 5 6 Bavod
Féa 1 Tlavo 1 2 3 4 5 6 mOavo
Ektunwtng un bavo 1 2 3 4 5 6 Tuloavéd
ZokeTal 1N mlavo 1 2 3 4 5 6 moavo
Zaxapn un mavo 1 2 3 4 5 6 o
Hxela pn Tbavo 1 2 3 4 5 6 mbavo
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Kapékheg

un rmbavo

mbavo

Katoapola

un bavo

mbavo

Kadeg

un rbavo

mbavo

KovagpPa

un mbavo

mbavo

KotomouAo pmoutt

un mbavo

mbavo

Kouliva

un mbavo

mbavo

Koupd&Lotd okloupakt

un mbavo

mbavo

Kouti umoAoyloti

un mbavo

mbavo

KoxUAL

un mbavo

mbavo

Kpaot

un mbavo

mbavo

Kpéag

un mbavo

mbavo

Kpouaoav

un mbavo

mbavo

KuaAia

un rmbavo

mbavo

Makapovia

un mbavo

mbavo

Mapuehada

un mbavo

mbavo

Mayatpormipouva

un mbavo

mbavo

MEAL

un mbavo

mbavo

Mi€ep

un mbavo

mbavo

MoAUBLa

un mbavo

mbavo

MoAuBoBnkn

un mbavo

mbavo

MrnaAa Golf

pn mbavo

mbavo

MraotoUvL Baseball

un mbavo

mbavo

Mmpikt

un mbavo

mbavo

Mnopa

un rbavo

mbavo
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Nepomnioctoho

un mbavo

mbavo

NtouAdrma koulivog

un bavo

mbavo

=npouc¢ kapmoug

un rbavo

mbavo

O Mmoot 2douyyopakng

un mbavo

mbavo

OdovtoBouptoa

pn mbavo

mbavo

Odovtokpeua

un rmbavo

mbavo

Maykog koulivag

un rmbavo

mbavo

Muato

un mbavo

mbavo

MoToAGKL PoAN LWV

un mbavo

mbavo

MoAeuLKO KpAVOG

un mbavo

mbavo

Motnpt

un mbavo

mbavo

P66a modnAdtou

un mbavo

mbavo

Pomalo (pwpaikd OmAo pe kapdla Kot

oLbepévia pumaia)

un mbavo

mbavo

PO

un mbavo

mbavo

Zaumnouav

un mbavo

mbavo

Zarmouvt

un mbavo

mbavo

Y(6epo (ouokeun oLdepwpATOC)

un mbavo

mbavo

Youma

un mbavo

mbavo

Zoupwtnpl

un mbavo

mbavo

TupLyya

un bavo

mbavo

Taa

un bavo

mbavo

TnAédwvo

un rbavo

mbavo

Tootlépa

un mbavo

mbavo

Tpamél

un mbavo

mbavo

173 |Page




Tpumavt

un mbavo

mbavo

Toaylépa

un mbavo

mbavo

YrioAoylotrg ToEnng

un mbavo

mbavo

Doupvog Mikp.

un rmbavo

mbavo

DOpolta

un mbavo

mbavo

Otuadpt

un rmbavo

mbavo

Dutod

un mbavo

mbavo

DwTtoypadikn pnxovn

un bavo

mbavo

XopTaeTog

un mbavo

mbavo

XOPTOMETOETEG

pn mbavo

mbavo

WaAibt

un mbavo

mbavo

Wuyeio

un bavo

mbavo

Wwul

un rmbavo

mbavo
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Evotnta A: Avookomnnon

MapakaAw KUKAWOTE TNV AMAVTNON OO

‘Htav 10 epwtNUATOAOYLO SUCKOAO YLO VO TO OU UTANPWOETE?

Yag mpe moAL wpa (mavw oo 20 Aemta)?

BprKaTe TO EPWTNHATOAOYLO KOUPOOTLKO?

Nouw

Nouw

Noauw

Oxt

Oxt

Oxt

Av éxete anavtroel (Nat) o omoladnmote amnod TLg MAPATIAVW EPWTIOELG (oW OewpPr|CETE OKOTILLO

va PO ETE L TILO AVOAUTLKN Artoyn.
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First Pilot Study

Evotnta A: Odppua ouykataBeong

Project Title: Real time selective rendering algorithm based on spatial cognition
Noapakalw SLABACTE TA MAPOKATW

H €peuva Kal To MELPAPATIKO 0TASLO TNG MAPOoUCAS UETATITUXLOKAG Epyaciog mpayOTOMOLE(TAL OTO
MoAutexveio KpAtng, oto tunpa HAektpovikwv Mnxoavikwv kat Mnxovikwyv YmoAoylotwy. @a oag

INTNOel va CUUMANPWOETE €vVa EPWTNHATOAOYLO.

YrevBuvol autol TOU TELPAUATOC £lval O HETAMTUXAKOC doltntic Zwtog AANEEavOpog Kal n
enikoupn kabnyntpla Movid Katepiva. H épeuva mpaypotomoleital yto tTov KaBoplopod tng
TILOTOTNTAG OE £LKOVLKA TteptBallovta. Avapévetal va amacyoAnBeite to moAl 15 Aemtd os kabe
evotnta. Oa xpnolpomoljooups Tta Sedopéva 00C OVWVUHA Hall pe TIOAA Ao GAAwv

OUUUETEXOVIWV.

Na Bupdote OtL n cuppetoxn oog eival eBehovkny. Mropeite vo ETUAEEETE VOl AN OUIETACXETE OE

Kovéva N o€ omoLodAMoTE armod o EMIUEPOUG OTASL TOU EPWTNHOTOAOYLOU .

NoapakaAw) KUKAWOTE TLG QITOVTNGELS GO YLOL TOL TTOPOKATW O€parta:

Katavoeite T dpopua cuykatdBOeong? Nat Oxt
Alvete Ta Sedopéva ooG yla TEEPALTEPW aVAAUON ota MAaiola Tn¢ mapouoag Nau Oxt
gpyaoiag?

EruBeBalwvete Ot elote TouAdyLoTtov 18 xpovwv? Nat Oxt
Yroypadn Huepopnvia

Ovopa

176 |Page




Evotnta B: MNpoowrikd otolyeia

MapakoAw CUUMANPWOTE Ta akoAouBa Keva:

Ovopa:
HAwkLokn opada: 18-22  23-27 28-32 33-37 38-42 ndvw amno 43
®UAo: Apoevikd / OnAuko

Huepopnvia kot wpa:

(Av ortouddlete Twpa

TIAPAKOAW ETUALETE TTOLOL

elvaL n BaBuida ooc): Mpomtuxlakog METOMTUXLOKOG ALSAKTOPLKOC

Tpéxouoa Kataotaon: Qottntng Epeuvntng

Axkadnpaikog AMo (avadiparte)
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Evotnta I: Schema expectancy

MNapakoAw SLoPACTE TO TTOPAKATW:

2T akolouBeg oelideg Ba Ppeite pio Alota amd avrtikelpeva. AlmAa and kdBe avtikeipevo Ba
OUVAVTNOETE ia KALpako amo 1 éwc 6. Oa BENAE Va XPNOLLOMOLOETE QUTH TNV KALHOKO e OKOTIO
va aflohoynoete mooo nibavo sival va Bpebel To ekdotote avikelevo oto gaAdvL evog orutiou.
Q¢ mopddelypa Bewpnote MWE OV EMPENE VO ATIOVTNOETE TO (6L0 €PWTINUATOAOYLO ylo €va
gotiatoplo Ba Sivate pueyaio BaBuod mBavotntag os £vo Tpaméll evw os €va Kpepartt Ba Sivate éva
ULkpO BaBuo mbavotntoc. Otav OMAVIATE OTO EPWTNHUATOAOYLO TOPOKAAW QYVONROTE av T
OUYKEKPLUEVA OVTIKELPeva elval Ttapdvta 1 oxL oto Swudtio Tmou Ppilokeots, amhd PBooloteite otn
MEXPL TWPO EUTELPLA OO VIO TO CUYKEKPLUEVO XWPO.

Mia amavinon g taéng 1 Bewpeital wg “efalpetikd anibavo auto to avikeipevo va Bpioketal
OTO 0aAGVL €VOG OTILTLOU”, KOLL IO OTTAVTNON TNG TAENG Tou 6 opileTal wg “e€alpeTikA MBavo auto To
avTIKelpevo va BplokeTtal oTo oalovt evog orutiol.”

MapakoAw KUKAWOTE TNV AmAvInon oog

CDs un mlavd 1 2 3 4 5 6 navo
Avarttrpag 1 Tlavo 1 2 3 4 5 6 moavo
AvapuKTiKd pn Tdovo 1 2 3 4 5 6 mlavo
AvBoboxeio unmbavé 1 2 3 4 5 6  mbavd
BapeAl pn Tdavo 1 2 3 4 5 6 mulovod
BiBAia un Tlavo 1 2 3 4 5 6 Tulovod
Maotpa 1 Tlavo 1 2 3 4 5 6 nmoavo
FuaAd nAiou 1N Tlavo 1 2 3 4 5 6 mdavod
Evubpeio pn Tdovo 1 2 3 4 5 6 mlavo
ErtumAo BLBALOBAKNG — cuPTOPLEPAC un TBovd 1 2 3 4 5 6 mdavod

178 |Page



EruumAo thAsopaong

un rmbavo

mbavo

Kaépo

un mbavo

mbavo

KaAdyepog pouxwv

un mbavo

mbavo

Kalopidep

un mbavo

mbavo

Kavareg

un mbavo

mbavo

Karmého (aBAnTiko)

un rmbavo

mbavo

Karmého (cowboy)

un rmbavo

mbavo

KedaA katoikog (Stokoountiko toiyou)

un mbavo

mbavo

Knpomnyto

un mbavo

mbavo

KiBapa

un mbavo

mbavo

Kwnto tnAédwvo

un mbavo

mbavo

KAelb1a

un mbavo

mbavo

KoAokU0Oa Halloween

un rmbavo

mbavo

Kopvila

un mbavo

mbavo

KoUmo

un mbavo

mbavo

Kpavog

un mbavo

mbavo

Nedtd

un bavo

mbavo

AouloUbLa

un mbavo

mbavo

Ma&\dpla kovare

un mbavo

mbavo

Mdoka agpiou

un mbavo

mbavo

Migep

un mbavo

mbavo

MmAaAo UraoKeT

un mbavo

mbavo

Mrupmelo

un mbavo

mbavo

Mruokoto

un rbavo

mbavo
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MroukaAL (aAKOOA)

un mbavo

mbavo

Mmpikt

un mbavo

mbavo

NtooL€

un mbavo

mbavo

“upadt

un mbavo

mbavo

OdovtoBouptoa

pn mbavo

mbavo

MatdLka moyvidla - AUTOKLVNTAKL

un rmbavo

mbavo

Matdika moyvidia — KoukAa

un mbavo

mbavo

Mawvidounyavn Play station

un mbavo

mbavo

MavtodpAeg

un mbavo

mbavo

MNamovtola

un mbavo

mbavo

MepLodiko

pn mbavo

mbavo

Mivokog

un mbavo

mbavo

Nitoa

un rmbavo

mbavo

MoAuBpodva

un mbavo

mbavo

MopTtodoAL

un mbavo

mbavo

Motnpt

un mbavo

mbavo

Moupa

un mbavo

mbavo

Padlokaostodwvo

un mbavo

mbavo

PakéTta TEVWVIG

un mbavo

mbavo

P66a modnAdtou

un mbavo

mbavo

Pouxa

un mbavo

mbavo

Zarmouvt

un bavo

mbavo

2 OKOAQLTAKLOL

un mbavo

mbavo

ot

un rmbavo

mbavo
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2TLPTOKOUTO

un mbavo

mbavo

ZUPATTIKO

un mbavo

mbavo

YUpLyya

un rbavo

mbavo

Ydpupl

un mbavo

mbavo

Taoakt

pn mbavo

mbavo

TnAekovtpoA

un rmbavo

mbavo

TnAedpaon

un rmbavo

mbavo

Tnv koUkAa Mr. Potato

un mbavo

mbavo

TolpTta

un mbavo

mbavo

Tpameldxl

un mbavo

mbavo

Tpoumnéta

pn wbavo

mbavo

Toaylépa

un mbavo

mbavo

Tolydapa

un rmbavo

mbavo

dutod

un mbavo

mbavo

DdwTtLotkd daredou

un mbavo

mbavo

XaAl — MokEta

pn wbavo

mbavo

XelpoPoupida

un mbavo

mbavo

Xelpomedeg

un mbavo

mbavo

WaAibt

un mbavo

mbavo
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Evotnta A: Schema expectancy

MNapakoAw SLoPACTE TO TTOPAKATW:

2T akolouBeg oelideg Ba Ppeite pio Alota amd avrtikelpeva. AlmAa and kdBe avtikeipevo Ba
OUVAVTNOETE ia KALpako amo 1 éwc 6. Oa BENAE Va XPNOLLOMOLOETE QUTH TNV KALHOKO e OKOTIO
va afloloyroete mooo mbavo eival va Bpebel To EKAOTOTE AVILKE(UEVO MAVW OTOV KAVATE €VOC

caAoviol. Q¢ mapddelypo BewproTe MW v EMPETE VA ATIOVTNOETE TO (8L0 EpWTNHATOAGYLO Yl
£va gotlatoplo Ba Sivate peyado Baduo mdavotntac os éva Tpamell evw o eva kpeBatt Ba Sivate
éva Uikpo Baduo midavortntag. OTav ATOVIATE OTO £PWTNHUOTOAOYLO TIAPAKOAW OYVONOTE AV Ta
OUYKEKPLUEVA OVTIKELPeva elval Ttapdvta 1 oxL oto Swudtio Tmou Ppilokeots, amhd PBooloteite otn
MEXPL TWPO EUTELPLA OO VIO TO CUYKEKPLUEVO XWPO.

Mia amavinon g taéng 1 Bewpeital wg “efalpetikd aniboavo auto to avikeipevo va Bpioketal
TAVW OTOV KavOTé €vOg caAoviou”, Kal Mo amdvinon tng taéng tou 6 opiletal wg “efalpeTikd
OO QUTO TO AVTLKELIEVO v BPLOKETAL TAVW OTOV KOVATE evog caloviol.”

MapakoAw KUKAWOTE TNV AmAvInon oog

AvBoboxeio unmubavé 1 2 3 4 5 6  mubavd
Knpomryeto Hn Tubavo 1 2 3 4 5 6 mbavod
Kwnto tnAédwvo 1N mlavo 1 2 3 4 5 6 MBavo
KAebid 1N mlavo 1 2 3 4 5 6 MBavd

Magihdpua kavarmé unmBavé 1 2 3 4 5 6  MBavod

MrtoukdAL (aAkoOA) un Tlavo 1 2 3 4 5 6 mbavo

MepLodikd un mlavd 1 2 3 4 5 6 nmlavo
Notrpt 1N meavo 1 2 3 4 5 6 mbavo
Taodkt 1N mlavo 1 2 3 4 5 6 moavo
TnAekovTpoA unmbavé 1 2 3 4 5 6  mlavd
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Evotnta E: Avaokonnon

MapakaAw KUKAWOTE TNV AMAVTNON OO

‘Htav 10 epwtNUATOAOYLO SUCKOAO YLO VAL TO OUUANPWOETE?

Yag rpe MoAL wpa (mavw oo 20 Aemta)?

BprKaTe TO EPWTNHATOAOYLO KOUPOLOTLKO?

Nouw

Nouw

Nouw

Oxt

Oxt

Oxt

Av éxete anavtroel (Nat) o omoladnmoTte amnod TLg MAPATIAVW EPWTI OELG lOWG Oewpr|OETE OKOTILLO

va PO ETE LA TILO AVOAUTLKA Artoyn.
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First Pilot Study

Evotnta A: Odppua ouykataBeong

Project Title: Real time selective rendering algorithm based on spatial cognition
Noapakalw SLABACTE TA MAPOKATW

H €peuva Kal To MELPAPATIKO 0TASLO TNG MAPOoUCAS UETATITUXLOKAG Epyaciog mpayOTOMOLE(TAL OTO
MoAutexveio KpAtng, oto tunpa HAektpovikwv Mnxoavikwv kat Mnxovikwyv YmoAoylotwy. @a oag

INTNOel va CUUMANPWOETE €vVa EPWTNHATOAOYLO.

YnevBuvol autol TOU TMELPAUATOC £lvol O HETAMTUXAKOC doltntic Zwtog AANEEavSpog Kal nh
enikoupn kabnyntpla Movid Katepiva. H épeuva mpaypotomoleital yto tTov KaBoplopod tng
TILOTOTNTAG OE ELKOVLKA TteptBallovta. Avapévetal va amacyoAnBeite to moAl 15 Aentd os Kabe
evotnta. Oa xpnolpomoljooups Ta SeSopéva 0OGC AVWVUHA Hall pe TIOAG GA\o GAAwv

OUUUETEXOVIWV.

Na Bupdote OtL n cuppetoxn oog eival eBehovkny. Mropeite vo ETUAEEETE VOl AN OUIETACXETE OE

Kovéva N o€ omoLodAmoTe arnod To EMIUEPOUG OTASLA TOU EPWTNHOTOAOYLOU .

NopakaAw) KUKAWOTE TLG QUITOVTNGELS GOG YLOL TOL TTOPOKATW B€parta:

Katavoeite T dpopua cuykatdBOeong? Noat Oxt
Alvete Ta Sedopéva ooG yla TEEPALTEPW aVAAUON ota MAaiola Tn¢ mapouoag Nau Oxt
gpyaoiag?

EruBeBalwvete Ot elote TouAdyLoTtov 18 xpovwv? Nat Oxt
Yroypadn Huepopnvia

Ovopa
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Evotnta B: MNpoowrikd otolyeia

MapakoAw CUUMANPWOTE Ta akoAouBa Keva:

Ovopa:
HAwkLokn opada: 18-22  23-27 28-32 33-37 38-42 ndvw amno 43
®UAo: Apoevikd / OnAuko

Huepopnvia kot wpa:

(Av ortouddlete Twpa

TIAPAKOAW ETUALETE TTOLOL

elvaL n BaBuida ooc): Mpomtuxlakog METOMTUXLOKOG ALSAKTOPLKOC

Tpéxouoa Kataotaon: Qottntig Epeuvntng

Axkadnpaikog AMo (avadiparte)
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Evotnta I: Schema expectancy

MNapakoAw SLoPACTE TO TTOPAKATW:

2T akolouBeg oelideg Ba Bpeite pio Alota amd avrtikelpeva. AlmAa and kdBe avtikeipevo Ba
OUVAVTNOETE ia KALpako amo 1 éwc 6. Oa BENAE Va XPNOLLOMOLOETE QUTH TNV KALHOKO e OKOTIO
va agloloynoste moco mbavo eival va Bpebel To eKAOTOTE QVTIKEIUEVO O évav akaSnUAikO Xwpo
gpyaoiac. Q¢ mapddelypo Bewprote MW av EMPETE VA ATIAVTOETE TO (8l0 EpWINUATOAGYLO Yl
£va gotlatoplo Ba Sivate peyado Baduo mdavotntac os éva Tpamell evw o €va kpeBatt Ba Sivate
éva Uitkpo Baduo mdavortntag. OTav ATIOVIATE OTO £PWTNHUOTOAOYLO TIAPAKOAW OYVONOTE AV Ta
OUYKEKPLUEVA OVTIKELPeva elval Ttapdvta 1 oxL oto Swudtio Tmou Ppilokeots, amhd PBooloteite otn
MEXPL TWPO EUTELPLA OO VIO TO CUYKEKPLUEVO XWPO.

Mia amdavinon g taéng 1 Bewpeital wg “efalpetikd anibavo auto to avikeipevo va Bpioketal
otov akadnuaikd xwpo epyaciag”, Kal pla amavinon tng tagng tou 6 opiletal wg “efalpeTika
TOavo aUTO To AVTLKELLEVO va Bpioketan otov akadnuaiko xwpo epyaoiag.”

MapakoAw KUKAWOTE TNV AmAvInon oog

AKOUOTIKG un mlavd 1 2 3 4 5 6 noavo
Avarttrpag 1N Tlavo 1 2 3 4 5 6 havod
BiBAia 1N mlavo 1 2 3 4 5 6 nbavo
BiBALoOnkN 1N mlavo 1 2 3 4 5 6 mbavo
Maotpa 1N Tlavo 1 2 3 4 5 6 moavo
Fpadeio un mavod 1 2 3 4 5 6 mlavd
Ektunwtng unubavé 1 2 3 4 5 6  mubavd
HAektpkr kilBdpa 1N mlavo 1 2 3 4 5 6 mlavo
Kdbog amoppippdtwy unmbavé 1 2 3 4 5 6  mbavd
Kdaépo pn Tdovo 1 2 3 4 5 6 mulovod
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KAeLbl

un rmbavo

mbavo

Kouma kadé

un mbavo

mbavo

Koutli pe cds

un rbavo

mbavo

Kouti umoAoyloti

un mbavo

mbavo

Kpavog apeplkavikou modoaodaipou

pn mbavo

mbavo

Aotton

un rmbavo

mbavo

MoAUBLa

un mbavo

mbavo

MoAuBoBnkn

un mbavo

mbavo

MmaAdkL TEWLG

un mbavo

mbavo

Ntoolg

un mbavo

mbavo

Zupadt

un mbavo

mbavo

086vn YnoAoyLoti

un mbavo

mbavo

Meplotpedopevn kapekAa ypadeiov

un rbavo

mbavo

Mivakag nuepoloyiou / onUeElWoEwY

un mbavo

mbavo

Mwvakida pe KALT xapTiwy

un wbavo

mbavo

MoToAGKL poAA LWV

un mbavo

mbavo

MoTWTLKA KApTA

un mbavo

mbavo

MovrtikL YmoAoylotn

un rbavo

mbavo

MupooPeatrpag

un mbavo

mbavo

PakETa TEVWVIG

un mbavo

mbavo

Padla Toixou

un mbavo

mbavo

PoAdL Toixou

un mbavo

mbavo

ZeAOTENTT

un mbavo

mbavo

ot

un rmbavo

mbavo
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2TUAO

un rmbavo

mbavo

ZUPATTIKO

un mbavo

mbavo

Topakn pnxovn

un rbavo

mbavo

Tnyavt

un rmbavo

mbavo

TnAédwvo

pn mbavo

mbavo

Tpoumnéta

un mbavo

mbavo

YrioAoylotng To€nng

un rmbavo

mbavo

Dpuyaviépa

un mbavo

mbavo

DwTLOTLKO

un mbavo

mbavo

Xapoakag

un mbavo

mbavo

WaAibt

un mbavo

mbavo
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Evotnta A: Schema expectancy

MNapakoAw SLoPACTE TO TTOPAKATW:

2T akolouBeg oelideg Ba Ppeite pio Alota amd avrtikelpeva. AlmAa and kdBe avtikeipevo Ba
OUVAVTNOETE ia KALpako amo 1 éwc 6. Oa BENAE Va XPNOLLOMOLOETE QUTH TNV KALHOKO e OKOTIO
va afloloyroete mooo mbavo eival va Bpebel To ekAOTOTE AVTIKELUEVO MAVW oTo ypadeio evog
akadnuaikol xwpou. Q¢ mapadelypa Bewpriote WG av EMPETE VO OMAVINOETE TO (610
£pWTINUATOAOYLO yLo éva gotiatdplo Ba Sivate usyaro Baduod mdavotntag o éva TPAME]L EVW OF
éva kpePfatt Ba Sivate éva uikpd Baduo mdavotntag. Otov AMOVIATE OTO £PWTNHOTOAOYLO
TIALPOKOAW OYVONOTE OV TO CUYKEKPLUEVA QVTIKELPEVO elval mopovia ) OxL oto SWUATLO ToU
Bplokeote, amAd BOOLOTELTE OTN HEXPL TWPA EUTELPLA GOG VIO TO CUYKEKPLUEVO XWPO.

Mia amavinon g taéng 1 Bewpeital wg “efalpetikd ani@avo auto to avikeipevo va Bpioketal
MAvw oTo ypadelo”, Kol pla anavinon Tng tagng tou 6 opiletal wg “efalpetikd mBavo autd to
avTiKelpevo va Bpiloketal tavw oto ypadeio evog akadnpaikol xwpou.”

MapakoAw KUKAWOTE TNV AmAvInon oog

Maotpa unmbavé 1 2 3 4 5 6  mbavd

HAektpkni kiBapa un mbavod 1 2 3 4 5 6  mbavod

Kadog amnoppiupdtwy un Tbavod 1 2 3 4 5 6 moavo

KAel6i pn Tdovo 1 2 3 4 5 6 nbavo

Kouti pe cds pn Tlavo 1 2 3 4 5 6 moavo

Kouti urtodoyioth un mbavod 1 2 3 4 5 6 mlavo

MoAuBua 1N lavo 1 2 3 4 5 6 mlavo
MoAuBoBrikn 1N meavo 1 2 3 4 5 6 mlavo
0B6vn Yroloyiotr 1N meavo 1 2 3 4 5 6 mlavo

Motwtkd kapta un Tbavod 1 2 3 4 5 6  mbavod
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Movtikt YoAoylotn

un mbavo

mbavo

MupooPeotrpag

un bavo

mbavo

PoAdL Toiyou

un rbavo

mbavo

YehoTéENT

un mbavo

mbavo

DwTLOTLKO

un mbavo

mbavo
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Evotnta E: Schema expectancy

MNapakoAw SLoPACTE TO TTOPAKATW:

2T akolouBeg oelideg Ba Ppeite pio Alota amd avrtikelpeva. AlmAa and kdBe avtikeipevo Ba
OUVAVTNOETE ia KALpako amo 1 éwc 6. Oa BENAE Va XPNOLLOMOLOETE QUTH TNV KALHOKO e OKOTIO
va afloloyroete ooo mbavo sivat va Bpebel To ekdoTote aviikelpevo gta padia tng BLBAL0ONKNG
evog akadnuaikol yxwpou. Q¢ mapddelypo Bewpnote MwG av EMPEME va ATOVTINOETE TO (6Lo
£pWTNUATOAOYLO yLo éva gotiatdplo Ba Sivate ueyaro Baduo mdavotntoag os éva TPAMElL EVW OF
éva kpePfatt Ba Sivate éva uikpd Baduo mdavotntag. Otov AMOVIATE OTO £PWTNHOTOAOYLO
TIALPOKOAW OYVONOTE OV TO CUYKEKPLUEVA QVTIKELUEVO elval mopovia 1 OxL oto SWUATLO ToU
Bplokeote, anmAd PBaoLoTelte OTN HEXPL TWPOL EUTIELPLA OAC YLOL TO CUYKEKPLUEVO XWPO.

Mia amdavinon g taéng 1 Bewpeital wg “efalpetikd anibavo auto to avikeipevo va Bpioketal
otn BLBALOBNKN”, Kal Qo amdvinon g Ta&ng tTou 6 opiletal wg “efalpeTikd TMOAVO aUTO TO
avtikeipevo va Bpioketal otn BLALOONRKN evog akadnpaikol xwpou.”

MapakoAw KUKAWOTE TNV AmAvInon oog

AKOUOTIKG un mlavd 1 2 3 4 5 6 noavo
Avarttrpag 1 Tlavo 1 2 3 4 5 6 moavo
BiBAia 1N mlavo 1 2 3 4 5 6 nbavo
Ektunwtng un bavo 1 2 3 4 5 6 Tuloavéd
Koura kade un lavo 1 2 3 4 5 6 moavo
/\artton un mlavd 1 2 3 4 5 6 noavo
MraAdke Tevig 1N lavo 1 2 3 4 5 6 lavo
MoAuBoBrkn 1N mlavo 1 2 3 4 5 6 mulovod
Movtikt Yrtohoyiotn 1N mlavo 1 2 3 4 5 6 mlavo
2TUAS 1N mlavo 1 2 3 4 5 6 moavo
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ZUpPATTIKO

un rmbavo

mbavo

TnAédwvo

un bavo

MBavo

Tpoumeta

un rbavo

MBavo

YrioAoylothg ToEnng

un mbavo

mbavo

Xapokag

un mbavo

mbavo
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Evotnta Z: Avookomnon

MapakaAw KUKAWOTE TNV AMAVTNON OO

‘Htav 10 epwtNUATOAOYLO SUCKOAO YLO VAL TO OUUTANPWOETE?

Yag rpe MoAL wpa (mavw oo 20 Aemta)?

BprKaTe TO EPWTNHATOAOYLO KOUPOLOTLKO?

Nouw

Nouw

Nouw

Oxt

Oxt

Oxt

Av éxete anavtroel (Nat)oe omoLadrmote amo TG MopaAvw EPWTNOELG lowg BEWPNOETE OKOTILLO

va PO ETE LA TILO AVOAUTLKA Artoyn.
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APPENDIX B
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Kitchen

4 =< Expectant =< 6

1 =< Non-Expectant =< 3

3 < Neutral <4

4,043478 | Pomodo (pwpaikd OTAO e Kap@Ld Kat 1| dvuto 3,347826
Enpols kapmoug oldepévia Pmdda)
KotémovAo pmovtt 4,086957 | Mmtaotovvt Baseball 1,086957 | YoAidt 3,521739
Tovma 4,086957 | ToAepkd kpdvog 1,086957 | Zamouvvt 3,695652
Kpovaoav 4,26087 | PoSa modnAdatov 1,086957 | TnAépwvo 3,73913
Mmopa 4,521739 | ®dTudpt 1,086957
KovaoépBa 4,652174 | Xaptaetdg 1,086957
Toayiépa 4,652174 | MmtaAa Golf 1,130435
MiEep 4,695652 | O8ovtofBovptona 1,130435
Moapperada 4,782609 | OSovtokpepa 1,173913
MéA 4,782609 | Av8poelSég (KOUKAX TIPAY LATIKGDV 1,26087

Slaotacewv)

Kpaoi 4,826087 | ToTOAGKL LOAALOV 1,304348
Kpéag 4,826087 | Zaumovdv 1,304348
Avauktikd 4,869565 | BloAi 1,347826
dolpvog Mikp. 4,869565 | Extumwtig 1,347826
T'éAa 4,956522 | Koutiumoloyloti 1,434783
POQL 5 | Kvaua 1,434783
Tootiépa 5,043478 | ZOpyya 1,434783
ToupwTrpL 5,130435 | Tpumavt 1,434783
Moakapovia 5,304348 | Nepomiotolo 1,478261
Toa 5,434783 | O MmouTt Z@ovyyapdkng 1,478261
dpovta 5,434783 | Koupdiotd oklovpakt 1,521739
Yout 5,434783 | MoAuBobnkn 1,695652
Kagég 5,521739 | dwTtoypa@ikn unxavin 1,695652
Kapéxieg 5,695652 | XiSepo (cuokeut) oL8ep®UATOS) 1,73913
[aykog koulivag 5,695652 | Hyela 2,217391
Amoppogntipag 5,73913 | KoyoA 2,26087
Mmpikt 5,73913 | YmoAoyiotig Toémng 2,391304
Zéyopn 5,782609 | Zakéta 2,521739
XapToTETOETES 5,782609 | MoAUBwx 2,681818
Adatiépa 5,826087
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MMiéto 5,826087
Kouliva 5,869565
MoayatpoTipovva 5,869565
Motpt 5,869565
Tpaméq 5,869565
Katoapora 5,956522
NtovAdmia koulivag 6
Yyyeio 6
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Lounge

4 =< Expectant =< 6

1 =< Non-Expectant =< 3

3 < Neutral <4

Maotpa 4,217391 | Maoka agpiov 1 | Tobpta 2,217391
KaAdyepog potixwv 4,217391 | XewpoBouPida 1 | Toayipa 2,26087
MmoukdAL (aAkooA) 4,217391 | PoSa modnAdtou 1,043478 | KaméAo (aBANTIKO) 2,304348
Mot pt 4,26087 | O8ovtofovptoa 1,086957 | Ntooié 2,434783
KAelSu& 4,304348 | Evupdt 1,130435 | Mmokdta 2,695652
BiBAia 4,347826 | Tamouvt 1,130435 | Mamovtow 2,73913
ZoKOAATAKIX 4,347826 | Bapéh 1,173913 | ZmptodKOUTO 2,782609
Towyapa 4,391304 | Zpupl 1,173913 | KiBdpa 2,826087
Avartpag 4,521739 | Miep 1,217391 | Houdwkd ouyvidia - 2,956522
AvTtoxkivnTaxt

Knpomiylo 4,565217 | Xeipomédeg 1,217391

Kuwntdé mAspwvo 4,652174 | Zupyya 1,26087

DdwTloTIKO Samédou 4,652174 | Kaméro (cowboy) 1,347826

[eplodiko 4,695652 | Kodok0Oa Halloween 1,434783

dutod 4,782609 | Mmpixt 1,434783

AovAoVdx 4,826087 | Pakéta Tévig 1,434783

Padokaocetd@wvo 4,826087 | MmaAa pTtoKET 1,478261

[Mivakag 4,913043 | Tpouméta 1,478261

AvBodoyeio 4,956522 | KepdAl katoikag (Staxoountiko 1,565217

Toiyov)

CDs 5 | Kp&vog 1,73913

'EmiumiAo BBAodnkn¢ - 5,130435 | Imabi 1,73913

CLPTAPLEPAG

Kopvifa 5,217391 | Zupamtikd 1,782609

Taodakl 5,26087 | Tnv koUxAa Mr. Potato 1,782609

TnAekovtpoA 5478261 | WaAisL 1,956522

XaAl - Mokéta 5,478261 | Tolpta 2,217391

Tpamelakt 5,521739 | Toayiepa 2,26087

Ka&dpo 5,608696 | Kamélo (aBAnTtikd) 2,304348

TnAedpaon 5,608696 | Ntooie 2,434783

"ETiumAo tnAgdpaons 5,652174 | Mmokota 2,695652

Moaglapla kavamé 5,652174 | Mamovtol 2,73913
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KaAopupép 5,695652 | ImiptokouTo 2,782609
MoAvBpova 5,695652 | Kibapa 2,826087
Kavamég 6 | Moubwka mouyvidia - AvtokivnTdxt 2,956522

HMabikd Toyvidia - KovkAa 3

[itoa 3

Schema Lounge Sub Schema Couch
MmovkdAL (aAk006A) 4,217391 | MmovkaAt (aAkodd) 2
Totpt 4,26087 | Motpt 1,869565
KielSua 4,304348 | KAelSua 3,826087
Knpotmyio 4,565217 | Knpomnyeto 1,173913
Kwnto tThAépwvo 4,652174 | Kiwnto tmAi@wvo 4,26087
TepLodiko 4,695652 | Meplodikod 4,26087
AvOodoysio 4,956522 | AvBodoysio 1,173913
Taodxt 5,26087 | Tacakt 2,695652
TnAekovTpoA 5,478261 | TnAekovTpoA 4,869565
MaAdpla kavamé 5,652174 | Maglhdpla kavamné 5,956522

198 |Page




Office

4 =< Expectant =< 6

1 =< Non-Expectant =< 3

3 < Neutral <4

AxkovoTtikd 4,304348 | Imabi 1 | TAdotpa 3,434783

Avamtipag 4,347826 | Tnyavt 1,086957 | Ka&dpo 3,565217

TeloTENT 4,347826 | Tpopméta 1,086957

Wadidt 4,391304 | Kpdvog apeptkdvikou 1,130435
Todoo@aipov

PoAdL Ttoiyou 4,434783 | IioTOAGKL pOAALGOV 1,130435

Paga Toiyov 4,478261 | Pakéta Tévvig 1,26087

[TupooBeotipag 4,521739 | ®puyaviépa 1,347826

Ymoloylotg Toémmng 4,608696 | Tajpokr pnxavi 1,391304

Xapakag 4,695652 | MmaAakt Tévvig 1,478261

KAelbt 4,73913 | HAextpwkn kiBd&pa 1,608696

MwakiSa pe KA xaptiwv 4,73913 | Eupaet 1,608696

PWTIOTIKO 4,782609 | IMotwtikn kdpta 2,391304

Kovuti pe cds 4,913043

KoUma kagé 5

MMivakag nuepoAoyiov / 5

OTULELWOEWVY

K&8og amoppippdtwy 5,043478

MoAvBob1kn 5,304348

ZUPATITIKO 5,304348

Aamtom 5,347826

MoAU B 5,347826

Ntooié 5,434783

TnAépwvo 5,565217

ExtuntwTig 5,695652

Kouti utodoylom 5,782609

BiBAia 5,826087

BiBA06Mkn 5,826087

086vn YmoAoyloty 5,826087

[leploTpe@ouevn KapeKAa 5,826087

Ypa@eiov

[ovtikt YoAoyloty 5,826087
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ZTUAd 5,913043
Tpageio 6
Schema Office Sub Schema Desk
HAekTpukn kiO&pa 1,608696 | HAektpwkn KIOdpa 1
MoTWTIKT KapTa 2,391304 | MioTwTIKI KGpTQ 2,913043
TAdotpa 3,434783 | T'Adotpa 1,695652
TedoTénm 4,347826 | Tedoténm 4,130435
PoAdL Toiyov 4,434783 | PoAOL TOi)YOV 1,086957
TMvpocBeothpag 4,521739 | MvpooBeotiipag 1,130435
KAelSi 4,73913 | KAelSi 4,26087
PWTLOTIKO 4,782609 | dPwTLoTIKO 4,304348
Kovuti pe cds 4,913043 | Kovti pe cds 4,434783
Kadog amoppyupdtemv 5,043478 | Kadog anoppupdtwv 1,391304
MoAvBoO1kn 5,304348 | MoAvBoONkn 5,565217
MoAUBLx 5,347826 | MoAUBLx 5,347826
Kovti vtodoyloti) 5,782609 | Kouti vtoAoyloti) 4,434783
0006vn YToAoylotn 5,826087 | 006vn YtoAoyloth 5,913043
Movtikt Yoloyloti) 5,826087 | MMovtikt YToAoyloti 5,869565
Schema Office Sub Schema Library
Tpouméta 1,086957 | Tpounéta 1,173913
Mmaddakt TEvvig 1,478261 | MmaAdkiL TEVVIG 1,304348
AKOVOTIKG 4,304348 | AKOVGTIKA 2,434783
Avantipag 4,347826 | Avamtipag 1,73913
YmoAoytotig Toénng 4,608696 | Yrodoyiotng Toénng 2,434783
Xdpakag 4,695652 | Xapakag 2,434783
KoVma ka@é 5 | Kovma ka@é 2,086957
MoAvBo0O1kn 5,304348 | MoAuBoONkn 2,521739
ZUPATTIKO 5,304348 | Tupantiko 2,391304
Aamtom 5,347826 | Aamtton 1,826087
TnAé@wvo 5,565217 | ThAé@wvo 2,26087
EXTUTIO TG 5,695652 | EKTUTI®OTIG 2,521739
BiBAia 5,826087 | BipAia 6
Tovtikt YoAoylott) 5,826087 | Movtikt YoAoyloti) 1,73913
ZTUAO 5,913043 | XtuAo 3,043478
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APPENDIX C
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LEVAPLO TELPANOTOS

Y0g vyaploTodE TOV GUUUETEXETE oTN dtodikacio Tav mepapdtov poc. To meipopa arotedeiton and 3 61dda. AxorovBolv ot
Aemtopépeteg yio kabe 6tado Eexmplotd. Apol d10PdceTe TPOGEKTIKA TIg AETTOUEPELES Y10 KGOE GTAS10, £10TE £TOLLOL VO EEKIVI|GETE.

ZUVOTTIKG, TO TPAOTO OTAdO ATooKOTEL 0TV €£0IKEION GOG e TOV eE0TMOHO Kot Ta TPLodldotata Ypaetkd. To devtepo o1dd10
glvar kot to Kopto meipopo. To tedevtaio 6TAdI0 omoTeEAEiTOL OO pio EVOTNTO OVALGKOTTONG.

Xraodw 1. Eloixeiowon pe tov eEomlicuo Kol to tpI6oIdeTaTA YPOPIKAD

Elaoknon oe évo omho mepiffaiiov

Eiote étolpol va ocvppetdoyete 610 mpdTo 6tddlo. Tkondg eivar va eEotketmbeite pe tov eomhond (Head Mounted Display 1 HMD)
Kot To. Tplodidiotata ypagukd. ‘Eyete 6 @ ypd w embupeite ywo vo mepinynbeite o évav avoytd ydPO TO L TEPLEXEL SLAQPO ML
TPLOOLACTOTO YEMUETPLKE oYt OTT®S KOPOL, cpaipeg kot Tupapideg. Xpnolomoote Tov eE0TMGHO Yo va petakiviBeite Tpog OAeg
T1g katevBivoels kol vo Kortd&ete mpog Oheg TG yovies. Pomote elevbepa yioo omoladnmote amopio 1| dlokOyTe TNV dadikooio Qv
arcBavbeite adrobecio.

Elaoxnon oe évo. mo peotiotiko mepiffailov

Ao ¥ aicBavleite dveto pe to v ego MGHO Kol TNV TEPUIYNON OTO TPOTO TPLOOACTATO YDPpo (MTHoTE Amd TO Vv vIELHLVO TOL
TEPALOTOC VO “POPTOCEL” LL0L KOLVOVPYL TTLO PECALGTIKT] GKNVT|. ZKOTOG EVOL VoL EYKALOTIGTEITE OE O PEAAGTIKEG GUVOTKEG OO TIG
TPOTYOVLEVEG MOTE VO €I0TE £TO WO LYLOL TO EMOUEVO GTAOO O L givan Kot T0 Pocikd . H koo (pla oxnvi| meptypdost éva. diympo
Slopéplopa e avTiKeipeva Kot To amottodpevo gival va kwnbeite e 6Aovg Tovg YdPovs, Mote va cuvnbicete v TAOYNON ovAuesa
o€ oVTIKElpLEVOL.

Katd ™ didpketa g meptynong cog 6Tov TPAOTo amd TOLG 000 YMPOVS TOL SUEPIGLOTOG O 0KOVOTEL EVOG TPOELSOTOLNTIKOG 1XOG.
Otav tov oKoOoETE, KAl pOVOo TOTE, TPO WPNOTE TPO TN 7o o kot petapepbeite oto dedTEPO YMDPO TO L dropepicpato ¢ Exel
nepuynOeite avtictoryo og OAEG TIG TEPLOYES TTOV QTG TEPLEYEL.

214010 2. To Kipio meipaua. Ilepujynon o< pia TPIGOIAoTATH CKNVI].

Agov éyete efowkelmbel MMpog pe tov €EomMoUd, TN TEPMYNON OE TPLGAACTUTOVS PEAAGTIKOVG YOPOVG OAAA Kol £EOTEPIKA
epebiopata dmmg Nyo1, Kokeiote vo mepulyndeite oe o TOAVTAO KO TEPT OKNVT|. AETTO UEPELEG VIO TNV TAONYNOY| KOl TO GEVAPLO TOV
nelpdpatog 0o 50000V aEcwe TPV THY TPAYUATOTOINGN TOV.

Xtaow 3. Avackonnon

SOUQOVO e TNV EUMELPIO TOL AT KOUICOTE OO T TEAEVLTOIN GKNVI| oL €idate (0TA0 2), OMaVTOTE 0TI POPLO AVOCKOTONG TOL
axoAovBel. ‘Eyete 660 ypovo embupeite yio va Stofdoete Tig 0dnyies.

HopakaAid pn cvINTNOETE UE TOUG VIO AOITOVS GUUUETEXO VIEG O TUONTO T £XEL GYECT LE TIG EVIVIIMGELS GO.G Amd TNV TAOyNon 1 1o
01ad10 avaokomong. [lapodia avtd, PTopeite va pOTNGETE TOLG VTEVHVVOVG TOV TEWPAELATOG VL0 OTOLUONTOTE ATOPial EYETE.

Avtd givor kot to TeMkd otadio. Evyopiotodue yia ) cvoppetoyn cog kot eAnilovpe va dtackeddoote tm dwdpoun!! ©
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Evotnta A: Ooppua ZuykatdBeong

Project Title: Real time selective rendering algorithm based on spatial cognition
Noapakalw SLABACTE TA MAPOKATW

H €peuva Kat To TELPAPATIKO 0TASLO TNG MAPOoUCAC UETATTTUXLOKAG Epyaciog mpayOTOMOLE(TaL 0TO
MoAutexveio KpAtng, oto tunpa HAektpovikwv Mnxavikwv kat Mnxovikwv YmoAoylotwy. @a oog

INTNOel va CUUIMANPWOETE £va EPWTNHATOAOYLO.

YnevBuvol autol TOU TMELPAUATOC £lvol O HETAMTUXAKOC doltntic Zwtog AANEEavEpog Kal nh
gmnikoupn kaBnyntpla Mavid Katepiva. Avapévetal va anacyoAnBeite to moAU 15 Aenmtd os K&Oe
gvotnta. Oa xpnolpomoljooups Tta Sedopéva 0O0G QVWVUHA pall pe TIOAG GA\o GAAwv

OUUHUETEXOVIWV.

Na Bupdote OtL n cuppetoxn oog ival eBehovaky. Mrmopeite vo ETUAEEETE VOl AN OUIETACXETE OE

Kovéva N o€ omoLodAMoTE armod o EMUEPOUG oTASL TOU EPWTNHOTOAOYLOU .

NopakaAw) KUKAWOTE TLG QITOVTNGELS GOG YLOL TOL TTOPOKATW O€pata:

Katavoeite T dpopua cuykatdBOeong? Nat Oxt
Alvete Ta Sedopéva ooG yla TEEPALTEPW avVAAUON ota MAaiola Tn¢ mapouoag Nau Oxt
gpyaoiag?

EruBeBalwvete Ot elote TouAdyLotov 18 xpovwv? Nat Oxt
EruBeBalwvete OtL moOTe oT0 NAPeABOV dev giyate eVOEIEELG ) CUMIMTTWLATA TTOU Nau Oxt
va oxetilovtal e TNV vooo tng emAndiac?

Yroypadn Huepopnvia

Ovopa
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Evotnta B: MNpoowrikd otolyeia

MapakoAw CUUMANPWOTE Ta akoAouBa Keva:

Ovopa:
HAwkLokn opada: 18-22  23-27 28-32 33-37 38-42 ndvw amno 43
®UAo: Apoevikd / OnAuko

Huepopnvia kot wpa:

(Av ortouddlete Twpa

TIAPAKOAW ETUALETE TTOLOL

elvaL n BaBuida ooc): Mpomtuxlakog METOMTUXLOKOG ALSAKTOPLKOC

Tpéxouoa Kataotaon: Qottntng Epeuvntnig

Axkadnpaikog AMo (avadiparte)
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Evotnta I EpwtnuatoAdyLo pvnung — Akadnuaikog xwpog epyaoctiog

MNapakoAw SLoPACTE TO TTOPAKATW:

JUpdwva He TV TPONYOUHEVN CUVTOWUN TEPLAYNON OO OTOV aKadNUOIKO YWwpo g€pyaciog Ttou

Slapepiopatoc, Bewpeiote TNV Mapakdtw Alota pe aviikeipeva. KukAwote Nal gdv riiotelete OTL TO
OVTIKELEVO BPLOKOTAV OTO OUYKEKPLUEVO XWPOo Kat Oyl edv MLOTEVETE OTL TO AVTIKELEVO amouotiale

OO TOV GUYKEKPLUEVO XWPO.

Eniong, kKukAwote £vav amo Ttouc aplbuouc mou Pplokovtal Simha amd kdbe amdvinon Kot

OVTLITPOOWTEVEL TO PaBuo BeBatdtnTag yla TV €MAOYR 00C, OTOU 5 AVIUTPOCWIEUEL OTL HoOAOTAY

omoAuta BEPatog kat 1 ot Sev oaotav KaBoAou BERaLOG yLo TN CUYKEKPLUEVN ETILAOYN.

ATIOVTNOTE TIC EPWTNOELG LLE TN OEPA TIOU oag Tapouctalovtal Kol o Kapia mepimtwon pnv

OVATPEEETE OTLG TPONYOU LEVEC ATIOVTH OELG OOC YLO VAL TIG OAAAEETE.

MapakoAw KUKAWOTE TNV AmAvInon oog

‘HTtav 10 Méoo BéBauol €ioTe yia TNV ATTAVTINON 00G?
QVTIKEIMEVO

Tapwv? KaBdAou Niyo Métpia  Apketd  AmOAuTa
Flash disk Nat Oxt 1 2 3 4 5
Web camera Nat Oxt 1 2 3 4 5
AKOUOTIKA Nat Oxt 1 2 3 4 5
Adica/ mootep Nat Oxt 1 2 3 4 5
BiBAia Nat Oxt 1 2 3 4 5
Mdotpa Noau Oxt 1 2 3 4 5
EKTUTWTAG Nau OxL 1 2 3 4 5
HuepoAodylo Nau OxL 1 2 3 4 5
Hxela Noau Oxt 1 2 3 4 5
Onkn pe CD Nau OxL 1 2 3 4 5
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KdaSog amoppLupdtwy Nat Oxt 5
KaA6yepog polxwv Nat Oxt 5
Kapékha ypadeiou Nat Oxt 5
KAeldia Nat Oxt 5
KoUma kadé Noau Oxt 5
Kouti umoAoytotr Nau OxL 5
Kpepdotpa Na OxL 5
Ndrton Noau Oxt 5
MoAuBoBnkn Nau OxL 5
086vn Nat OxL 5
Nivakoag (Zwypadtkig) Nat Oxt 5
MOTOAGKL LaAALWV Nat Oxt 5
NAnktpoAdyLo Nat Oxt 5
MovtikL uTtoAoyLoTA Nat Oxt 5
NMupooBeotripag Nat Oxt 5
PoAdL Toixou Nat Oxt 5
Sehoténm Na OxL 5
Youmna ahoyovou Nau OxL 5
JTUAG Noau Oxt 5
JUPPATTTLKO Nau OxL 5
TopLaKr LNXavA Nau OxL 5
TnAédwvo Nau OxL 5
YMOAOYLOTAG TOEMNG Nat Oxt 5
®dkelol - Ntooté Nat Oxt 5
DOuwtloTikd Nat Oxt 5
Xdpaxag Nat Oxt 5
WaAisL Nat Oxt 5
WiKkTng vepol Nat Oxt 5
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Evotnta A: EpwtnUAToAOyLO HVAUNG - ZOAOVL

MNapakoAw SLoPACTE TO TTOPAKATW:

JUpbWVA PE TNV TIPONYOULEVN GUVTOUN TIEPLYNON oag oto gaAdvt Tou Slapepiopatog, Bswpeiote

™V opakAtw Alota pe avtikeipeva. KukAwote Nol dv mLoTeVeTe OTL TO AVTLKEIPMEVO BPLOKOTAV OTO
OUYKEKPLUEVO XWPOo Kal OxL Qv TLOTEVETE OTL TO OVTIKEIMEVO amouciole amo TOV CUYKEKPLUEVO

Xwpo.

Eniong, KukAwote £vov amo Ttouc aplBuoug mou PBplokovtal Simha amd kdbes amdvinon Kot

OVTLITPOOWTEVEL TO PaBuo BeBatdtnTag yla TV €MAOYR 00C, OTOU 5 AVIUTPOCWIEUEL OTL HoOAOTAY

omoAuta BEPatog kat 1 ot Sev oaotav KaBoAou BERaLOG yLo TN CUYKEKPLUEVN ETILAOYN.

ATIOVTNOTE TIC EPWTNOELG LLE TN OEPA TIOU oag Tapouctalovtal Kol o Kapia mepimtwon pnv

OVATPEEETE OTLG TPONYOU LEVEC ATIOVTH OELG OOC YLO VAL TIG OAAAEETE.

MapakoAw KUKAWOTE TNV AmAvInon oog

‘HTtav 10 Méoo BéBauol €ioTe yia TNV ATTAVTINON 00G?
QVTIKEIMEVO

Tapwv? KaBdAou Aiyo  Métpia  Apketd  AmoAuTa
Cds Noau OoxL 1 2 3 4 5
AvBoSoxeio Nat Oxt 1 2 3 4 5
Bapéhl Nat Oxt 1 2 3 4 5
BiBAia Nat Oxt 1 2 3 4 5
Maotpa Nat Oxt 1 2 3 4 5
FuaAwvo Soxeio pe mot moupt Noau OxL 1 2 3 4 5
Hxela Noau Oxt 1 2 3 4 5
KaAdyepog polxwv Nau OxL 1 2 3 4 5
KaAopidép Nau OxL 1 2 3 4 5
Knpomryto Nau OxL 1 2 3 4 5
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Knto tnAédwvo Nat Oxt 5
KAeldia Nat Oxt 5
Kopvila Nat Oxt 5
Kpdvog (MoAeutkd) Nat Oxt 5
Aaprnotép Nau OxL 5
Mo&hdpra Nau OxL 5
MrtdA o PtdoKeT Noau OxL 5
MTtouKGAL 0AKOOA Noau OxL 5
Zupaddkt Nau OxL 5
0&ovtopouptoa Nau OxL 5
Neplodikod Nat Oxt 5
Nivakag Nat Oxt 5
MoAuBpova Nat Oxt 5
Nothpt Nat Oxt 5
PaSLoKACETOPWVO Nat Oxt 5
Pakéto Tévig Nat Oxt 5
SokoAaTaKLa Na OxL 5
IPpupi Naut OxL 5
TnAeKovTpOA Nau OxL 5
TnAeopaon Nau OxL 5
Towdpo Nau OxL 5
dwriotkd Samédou Noau OxL 5
XoAl pokéta Nat Oxt 5
XelpoBouBida Nat Oxt 5
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Evotnta E: EpwtnuatoAoyLo pvrung - Kouliva

MNapakoAw SLoPACTE TO TTOPAKATW:

JUpdwva LE TNV IPONYOULEVN CUVTOUN TtepLynaon oag otn kouliva tou Slapepiopartoc, Bswpeiote

TV opakdTw Alota pe avtikeipeva. KukAwote Not dv mLoTeVETE OTL TO AVTLKEIPEVO BPLOKOTAV OTO
OUYKEKPLUEVO XWPOo Kal OxL Qv TLOTEVETE OTL TO OVTIKEIMEVO amouciale amo ToV CUYKEKPLUEVO

Xwpo.

Eniong, kKukAwote £vov amo Ttouc aplbuouc mou Pplokovtal Simha amd kdBes amdvinon Kot

OVTLITPOOWTEVEL TO PaBuo BePatdtnTag yla Tty Aoy oac, OMoU 5 avIUTPOCWNEUEL OTL HoaoTaY

omoAuta BEPatog kat 1 ot Sev oaotav KaBoAou BERaLOG yLo TN CUYKEKPLUEVN ETILAOYN.

ATIOVTNOTE TIC EPWTNOELG LLE TN OEPA TIOU oag Tapouctalovtal Kol o Kapia mepimtwon pnv

OVATPEEETE OTLG TPONYOU LEVEC ATIOVTH OELG OOC YLO VAL TIG OAAAEETE.

MapakoAw KUKAWOTE TNV AmAvInon oog

Hrav To Moéoo BéBaiol €ioTe yia TNV aTGvTNON 00G?
QVTIKEIYEVO

TApGV? KaBdAou Aiyo Métpia  Apketd  AtoAuta
Ahatiépa Nat Oxt 1 2 3 4 5
Anoppodntripag Nat Oxt 1 2 3 4 5
ATOXUHWTHAG Nat Oxt 1 2 3 4 5
BLoAl Nat OxL 1 2 3 4 5
Kapékheg Nat OxL 1 2 3 4 5
Katoapoa Nat Oxt 1 2 3 4 5
KovoépBa Nat OxL 1 2 3 4 5
KoUma Nat Oxt 1 2 3 4 5
KouTdAt Nat Oxt 1 2 3 4 5
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Kpouacav Nat Oxt 4 5
Makapovia Nat Oxt 4 5
Miep Nat Oxt 4 5
MoAuBoBrkn Nat Oxt 4 5
MraotoUve Baseball Nat Oxt 4 5
Mrpikt Nat OxL 4 5
NeporniotoAo Nat OxL 4 5
080ovToKpepa Nat OxL 4 5
Mdto Nat OxL 4 5
Mpouwvt Nat OxL 4 5
MOTOAGKL HaAALWV Nat Oxt 4 5
Nothpt Nat Oxt 4 5
PoSa (toSnAdrtou/unxavrg) Nat Oxt 4 5
JoUma Nat Oxt 4 5
JoupwIApL Nat Oxt 4 5
TOpLyya Nat Oxt 4 5
Thyavt Nau OxL 4 5
Tpounéta Nat OxL 4 5
Toayiépa Nat OxL 4 5
YroAoylothg Toénng Nat OxL 4 5
®oUpvog MIKPOKU HATwY Nat OxL 4 5
®polta Nat OxL 4 5
Opuyaviépa/ Tootiépa No Oxt 4 5
Drudpt Nat Oxt 4 5
XopTaETOq Nat Oxt 4 5
Wuyelo Nat OxL 4 5
Wopi Nat Oxt 4 5
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Ynoevotnta : EpwtnuatoAdylo pvnung - Npadeio

MNapakoAw SLoBACTE TO TTOPAKATW:

JUpdwva He TV TPONYOUHEVN CUVTOWUN TEPLAYNON OO OTOV aKadNUOIKO YWwpo g€pyaciog Ttou

Slapepiopatoc, Bewpeiote TNV Mapakdtw Alota pe aviikeipeva. KukAwote Nal gdv riiotelete OTL TO
avtikeipevo Bplokdtav navw oto TPADEIO Tou CUYKEKPLUEVO XWPoU Kkal Oyl edv TioTeVeTe OTL TO
QVTLKElEVO amouotale armo T CUYKEKPLUEVN TIEPLOXN.

Eniong, kKukAwote £vav amo Ttouc aplbuouc mou Pplokovtal Simha amd kdBes amdvinon Kot
OVTLITPOOWTEVEL TO PaBuo BePatdtnTag yla TV €MAOY 00C, OTOU 5 AVIUTPOCWNEUEL OTL HoAoTAY
omoAuta BEPatog kat 1 ot Sev oaotav KaBoAou BERaLOG yLo TN CUYKEKPLUEVN ETILAOYN.

ATIOVTNOTE TIC EPWTNOELG LLE TN OEPA TIOU oag Tapouctalovtal Kol o Kapia mepimtwon pnv
OVATPEEETE OTLC OMAVTIAOELG 0OC YLa VoL TIG aANGEETE.

MapakoAw KUKAWOTE TNV AmAvInon oog

‘Htav 10 Moéoo BéRaiol €ioTe yia TNV aTTAvVINON 00G?
QAVTIKEIYEVO

Tapwv? KaBdAou Niyo Métpia  Apketd  ATOAuTa
Flash disk Nat Oxt 1 2 3 4 5
Web camera Nat Oxt 1 2 3 4 5
AKOUOTIKA Nat Oxt 1 2 3 4 5
Maotpa Nat Oxt 1 2 3 4 5
Onkn ue CD Nat Oxt 1 2 3 4 5
Kadog amopplpupdtwy Nat OxL 1 2 3 4 5
KhelSud Nat Oxt 1 2 3 4 5
Kouti umoAoytotr Nat OxL 1 2 3 4 5
Kpepdotpa Nat OxL 1 2 3 4 5
0066vn Nat Oxt 1 2 3 4 5
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Nivakog (Zwypadtkig) Nat Oxt 5
NAnktpoAdyLo Nat Oxt 5
NMupooBeotripag Nat Oxt 5
PoAdL Toixou Nat Oxt 5
Jehoténm Nat OxL 5
Toumna ahoyovou Nat OxL 5
dwriotkd Nat Oxt 5
Woktng vepou Nat OxL 5
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Ynoevotnta : EpwtnuatoAdyLo uvnung - BiBALoBnkn

MNapakoAw SLoPACTE TO TTOPAKATW:

JUpdwva He TV TPONYOUHEVN CUVTOWUN TEPLAYNON OO OTOV aKadNUOIKO YWwpo g€pyaciog Ttou

Slapepiopatoc, Bewpeiote TNV Mapakdtw Alota pe aviikeipeva. KukAwote Nal gdv riiotelete OTL TO

avtikeipevo Bplokdtav otn BIBAIOOHKH tou ouykekpluévo xwpou kot Oyt edv miotelete OTL TO

OVTLKEEVO amouotale armo T CUYKEKPLUEVN TIEPLOXN.

Eniong, kKukAwote £vov amo Ttouc aplbuouc mou Pplokovtal Simha amd kdBes amdvinon Kot

OVTLITPOOWTEVEL TO PaBuo BePatdtnTag yla TV €MAOY 00C, OTOU 5 AVIUTPOCWNEUEL OTL HoAoTAY

omoAuTa BEPatog kat 1 ot Sev oaotav KaBoAou BERaLOg yLo TN CUYKEKPLUEVN ETILAOYN.

ATIOVTNOTE TIC EPWTNOELG LLE TN OEPA TIOU oag Tapouctalovtal Kol o Kapia mepimtwon pnv

OVATPEEETE OTLC OMAVTIAOELG 0OC YLa VoL TIG aANGEETE.

MapakoAw KUKAWOTE TNV AmAvInon oog

‘HTtav 10 Moéoo BéRaiol €ioTe yia TNV aTTAvVINOon 00g?
QAVTIKEIYEVO

Tapwv? KaBdAou Niyo Métpia  Apketd  AmoAuTa
Web camera Nat OxL 1 2 3 4 5
AKOUOTIKA Nat OxL 1 2 3 4 5
BiBAia Nat OxL 1 2 3 4 5
EKTUTIWTAG Nat Oxt 1 2 3 4 5
KoUma kadé Nat OxL 1 2 3 4 5
Ndrmton Noau Oxt 1 2 3 4 5
MoAuBoBnkn Nau OxL 1 2 3 4 5
MAnktpoAdylo Nau OxL 1 2 3 4 5
Movtikt umtoAoyLoTh Nau OxL 1 2 3 4 5
JUPPATTTIKO Nau OxL 1 2 3 4 5

214 | Page




TnAépwvo Nat OxL 5
YMOAOYLOTAG TOEMNG Nat OxL 5
®dkelol - Ntooté Nat OxL 5
WaAisL Nat OxL 5
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Ynoevotnta : EpwtnuatoAoyLo pvnung - Kavamésdeg

MNapakoAw SLoBACTE TO TTOPAKATW:

JUpbWVA PE TNV TIPONYOULEVN GUVTOUN TIEPLYNON oag oto gaAdvt Tou Slapepiopatog, Bswpeiote
TNV MOPAKATW Alota pe aviikeipeva. KukAwote Nal €dv TUOTEUETE OTL TO AVTIKELUEVO PBpLoKOTAV
navw otou¢ KANAMEAEX tou OUYKEKPLUEVOU XWwPOU Kol Oyl €dv moteVeTe OTL TO QVTLKELLEVO
armouciale amod TNV CUYKEKPLUEVN TIEPLOXN.

Eniong, kKukAwote £vov amo Ttouc aplbuouc mou Pplokovtal Simha amd kdBes amdvinon Kot
OVTLITPOOWTEVEL TO PaBuo BePatdtnTag yla TV €MAOY 00C, OTOU 5 AVIUTPOCWNEUEL OTL HoAoTAY
omoAuta BEPatog kat 1 ot Sev oaotav KaBoAou BERaLOG yLo TN CUYKEKPLUEVN ETILAOYN.

ATIOVTNOTE TIC EPWTNOELG LLE TN OEPA TIOU oag Tapouctalovtal Kol o Kapia mepimtwon pnv
OVATPEEETE OTLC OMAVTIAOELG 0OC YLa VoL TIG aANGEETE.

MapakoAw KUKAWOTE TNV AmAvInon oog

‘HTav 10 Moéoo BéRaiol €ioTe yia TNV amAvInon cag?
QVTIKEIYEVO

TTAPLV? KaBoAou Aiyo Métpia  Apketd  AmoAuTa
Cds Noau Oxt 1 2 3 4 5
Avamtrpag Nau OxL 1 2 3 4 5
AvBoboyxeio Noau Oxt 1 2 3 4 5
BiBAia Noau Oxt 1 2 3 4 5
FuaAwvo Soxeio pe mot moupt Noau OxL 1 2 3 4 5
Knpomryto Nau OxL 1 2 3 4 5
Kwntd tnAédwvo Nau OxL 1 2 3 4 5
KAeldia Nat Oxt 1 2 3 4 5
Kopvila Nat Oxt 1 2 3 4 5
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Mmoudav - Zakéta Nat Oxt 5
Aapmotép Nat Oxt 5
MToukdAL aAKOOA Nat Oxt 5
Neplodikod Nat Oxt 5
MotrApt Nau OxL 5
JOKOATAKLAL Noau Oxt 5
TnAeKovTpOA Na OxL 5
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Evotnta IT:

Ol MapaKkATwW EPWTHOELG APOPOUV TNV EUTTELPLA OO ATTO TNV TTEPLNYNON OAC OTNV TPLOSLAOTATN
oknvn. MapakaAw Guundeite Tl 1 MW¢ VIWOATE Kol AMAVTHOTE Ta Tapakatw. Baduodoyrnote ano 1
Ew¢ 5 ™ kade epwtnon

Napdadeyua:
MNwc¢ atodaveoatl twpa?

ZaAiouevog 1 2 3 4 5 M yopa

AV KUKAWOETE QTaVTOELG TTOU €ivail KovTa 010 ZHALOUEVOG ONUAIVEL OTL & VIWIETE Kl TTOAU KoAd.

1. Nopokalw BaBuoloyrnote thv aicOnon Tou va £ioTe 0TO TPLOSLAOTATO XWPO OToU To 5

OVTLITpoowWTEeVEL TN GUGCLOAOYLKA 0O eUMELpia 0TO va BplokeTe og évav avAAoyo payaTlKO XWeo

KaBoAou 1 2 3 4 5 Mapa moAu

2. e Tl BaBuod Ut pXaV OTLYUEC TTOU VIWOATE OTL TO SWUATLO NTAV TIPAYUOTLKO YL 00lG?

KaBoAou 1 2 3 4 5 TLg MepLOOOTEPEG

3. Otav okédrteote T0 SWHATLO TTOU TAONYNORKATE TO BUPAOTE WG ELKOVEG ] WG KATIOLO XWPO TIOU

emokedTAKATE?

ElkOveg 1 2 3 4 5 ‘Eva Hé€pog mou
ETUOKEDTNKA

4. 'Exete mponyoULEeVn EUMELpia oo TPLOSLAOTATES ELKOVIKEG EdapoyES/ Tatyvidia?
MNote 1 2 3 4 5 MoAU cuyxva

5. Katd tn S1dpkela TnG mepLynong, moLo frav To duvatotepo cuvaiobnua, ot fplokeote oto
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TpLodldotato Swpdtio f OtL BplokeTe KATOU aAAOL?

AMou 1 2 3 4 5 210 SwpaTo

6. e TL Babuo xpnoiuornoleite umoAoylotr) Kabnuepva?

KaBoAou 1 2 3 4 5 Mapa moAu

7. Katd tn Sidpkela Thg mAonynong, os T Babud motevate OTL BplokdoaoTayV OTO TPLOSLACTATO

dwpartio?

OxL oAU cuyva 1 2 3 4 5 MoAU cuyva

Evotnta Z: EVTIUTIWOELG OO TNV TIEPLAYNON 0OG

Ot akOAoUJEG EPWTNOELC APOPOUV TIC EVIUTIWOELC OAC OO TN TIEPLIYNON 0A¢ OTO TPLOSLAOTATO
Stauéptoua.
MNapakadw kukAwote Tnv kataAAnAotepn Baduodoyia and 1 éwc 7 yia kade pia epwtnon.

OTEVAXWPO gUPUXWPO
OKOTELVO dwrewo
adiadopo evéladépov

HeAAYXOALKO {wnpo
rntoAunAoko and
KpUO {eoto

duodapeoto €UXApPLOTO
aBolo Aveto
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MULKPO 1 2 3 4 5 6 7 ueyaio
avTLnadnTiko 1 2 3 4 5 6 7 CUMNAONTKO

OKOTAOTATO 1 2 3 4 5 6 7 TOKTOTOLNUEVO
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Evotnta H:

MNapakadw kukAwote ano 10 1 £éwg To 5 TV mo kataAAnAn aravinon

MNepuévarte OtL Ba oag INTtNOEeL va aAmavTroETe 08 EPWTNUATOAOYLO VNG YL
TN OUYKEKPLUEVN dAon e€GoKNoNG TOU TTEPAMOTOG ?

To nepipeva 1 2 3 4 5 Aev to nepipeva

Mapatnprioate Katd tng StdpKela TNG mAorynong vo aAAAEL OTIOLOSHTIOTE OVTLKELLEVO

™G oKNVAG?
Nai mapatipnoa Ox1 6ev mapatipnoa

AV 0Tn Mapanavw pwTnon AMAVTHONTE Val, TTHPAKOAW oTo StaF€atio xwpo mmou Bpioketal
010 T€AOC TOoU gpwTnuatodoyiou meptypaite ti¢ aAAayEg mou mapatnproate.

MapakaAw KUKAWOTE TNV Anavtnon

‘Htav 600KoAO va CUUTIANPWOETE TO EPWTNHATOAOYLO? N Oxt

Yag mpe MOAL wpa? N Oxt
To BprKATE KOUPATTIKO? Naut Oxt
To Bpnkote mpooBANTLKO? No Oxt

Av éxete amovtrost NolL o KATIOL0 Ao TLG MOPATAVW EPWTNOELS lowg BEAETE val
XPNOLLOTIOL OETE TO MAPAKATW XWPO YLa Stadopa oXOALa TTOU EXETE VAL KAVETE.
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