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2. ABSTRACT 

During the past few years there has been an increasing interest in studying the 

underlying genetic/proteomic mechanisms behind the discovery of genetic interactions 

between molecules. This kind of knowledge is of great importance in many scientific areas 

such as clinical prognosis, diagnosis and treatment. In this context, various methodological 

approaches have been suggested for the analysis of genetic interactions in terms of 

predicting the genetic/proteomic associations and for modeling the dependencies among 

the studied molecules. 

This work explores two distinct aspects.  In the first approach we estimate the genetic 

interactions between sets of genes/proteins of interest in which we use two methodologies; 

the first is a standard technique that relies on partial correlations (PC) while the second is a 

proposed algorithm based on kernel density estimation (KDE). We compare the two 

approaches and we highlight KDE as a useful approach for sparse genomic expression data. 

We also expand the aspect of genetic network construction and we show the importance of 

including indirect genetic associations for the performance of such algorithmic approaches.   

In the second part of this work we estimate the dependencies on the extracted genetic 

structure, according to above two approaches. We use Gaussian graphical models in order 

to describe the dependencies among the involved nodes/molecules. For this purpose, we 

propose a methodology based on KDE that incorporates these associations as Gaussian 

approximations with non-linear parameters.  We apply our methodology on three separate 

datasets, starting from the prototype organism Arabidopsis Thaliana and continuing with 

complex diseases such oral and breast cancer. The results indicate statistical and biological 

validity according to various datasets are researches. They also highlight new genetic 

structures possibly responsible for cancer development. 

Lastly, we applied statistical algorithms for applications based on Single-nucleotide 

polymorphisms (SNPs). We highlighted specific genomic regions on DNA that show 

statistical significance in osteoarthritis (OA) disease. The results indicate specific genes 

responsible for OA progression. 
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4. INTRODUCTION 

 

Our environment is a combination of tightly interlinked complex systems at various 

levels of magnitude. While the exact sciences of physics and chemistry describe our 

environment from subatomic level up to the molecular level, biology is carrying the 

burden to deal with an inexact and extremely complex universe that sometimes even 

seems lawless. Yet biological systems follow “laws” that physicists would rather refer to 

as “probabilities.” By these laws, it is possible to describe biology at different detail 

levels with a certain precision. The smallest biological detail level is the molecular level 

of DNA, RNA, proteins, and metabolites. All these molecules are ingredients of a cell, 

which in turn is a part of a tissue. Different tissues constitute the organs of an organism. 

Many organisms together form the ecosystem. Additionally, over time these organisms 

are subjected to evolution, which results in a certain phylogenetic relationship between 

them.  

At all these levels of detail, the relationships between the elements are of great 

interest. These relationships can be described as networks, in which the elements are 

the vertices (nodes, points) and the relationships are the edges. Typical biological 

networks at the molecular level are gene regulation networks, signal transduction 

networks, protein interaction networks, and metabolic networks. An example of a 

biological network is given in Figure 1, where is presented the gene-protein interaction 

network of the prototype organism Arabidopsis Thaliana. While parts of all these 

networks have been modeled since long time, recent technological advances have made 

 

Figure 1:  Example of a biological network based on the prototype organism 
Arabidopsis Thalianna. 
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it possible to elicit entire networks, or at least large proportions of them.  

Biochemical networks have been under investigation for many decades. 

However, the efforts were until recently limited to the determination of the 

components of the networks, rather than addressing the design principles of its 

structure. The fundamental findings about all kinds of networks have also been 

investigated in biological networks, such as regulation networks, protein 

interaction networks, and metabolic networks. 

Transcriptional regulation networks (or gene interaction networks) are controlling 

gene expression in cells [1]. The expression of one gene can be controlled by the gene 

product of another gene. Thus, a directed graph in which the vertices are genes and the 

directed edges represent control can be used to model these networks. Until recently, 

only fragments of these networks have been modeled quantitatively, by assigning rate 

laws to every step. For example, quantitative models containing selected genes have 

greatly improved the understanding of morphogenesis of prototype organisms [2]. 

Another type of interaction modeling is the proteomic networks. In this category are 

included protein to protein interactions that model the enclosed relationships between 

molecules. (e.g proteins that contribute to the composition of proteomic complexes). 

Protein interaction networks are generated out of different types of large-scale 

experimental and computational approaches  [3].  The different methods are resulting 

in significantly different networks, so that we can speak only of a network for a certain 

organism determined by using a certain method. The protein interaction network of the 

baker’s yeast (Saccharomyces cerevisiae) as determined by systematic two-hybrid 

analyses was found to follow the laws of scale-free networks [4]. Furthermore, it has 

been shown that the most highly connected proteins in the cell are the most important 

for its survival. In the network, this corresponds to the vertices with the highest number 

of connections. In the same network, it has been shown that certain motifs are 

overrepresented [5].  

A multiplicity of mathematical tools has been developed to represent biological 

regulatory networks with different levels of detail. In the setting of network-structure 

inference from microarray data, graphical models such as Bayesian networks (BNs) 

represent a commonly used tool to describe the network in a comparatively high level 

manner. Probabilistic modeling of the involved relationships between the members of 

the graph outlines the associations’ profile. In addition, through probabilistic inference 

we can identify significant molecules responsible of disease development. Thus, many of 

the encrypted biological mechanisms can be interpreted so as to reveal the underlying 

characteristics of a complex organism. 

The main focus of this study is the revealing and modeling of inter-relationships 

between molecules. Using expression data we attempt to estimate the network 

structure using gene and protein information.  The proposed method for network 

construction is based on Kernel density estimation (KDE) and on Pearson’s correlation 
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(PC), as an attempt to model the nonlinear effect of gene interactions and fill the 

information loss from the data samples. On the predicted structure, we apply a novel 

approach based on Gaussian graphical models (GGM) using Kernels to model the genetic 

dependencies between the nodes. The analysis is applied on four distinct datasets 

starting from the prototype organism Arabidopsis Thaliana, continuing with the human 

oral and breast cancer disease and closing with Osteoarthritis. From the analysis we 

highlight disease-related structures that place important role in disease development, 

verify and reveal genetic interactions. 

In works is organized as follows; there are two parts the theoretical and the 

application studies. In the first we introduce the basic principles of the methodology 

and we present the proposed framework and on the second we enclose the 

experimental applications of our work. 
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A. THEORETICAL BACKGROUND 

In this Section we will present the basic semantics of statistical analysis on genomic 

datasets and we will continue with the introduction of the Bayesian and Gaussian 

graphical model analysis. In the last part of this section is presented the proposed 

framework that was used on the following applications of part B. 

5. GRAPHICAL MODELS 

 

Probabilistic graphical models [6] use a graph-based representation as the basis for 

compactly encoding a complex distribution over a high-dimensional space. In a 

graphical model structure nodes represent random variables (r.v), while (un)directed 

edges determine the associations between the nodes. There are many types of graphical 

models such as Boolean network models [7],[8], Bayesian networks 

[9],[10],[11],[12],[13],[14], Gaussian graphical models  [15],[16] , linear and nonlinear 

models [17], [18] that aim to provide a suitable mathematical representation of 

stochastic network-like associations and dependence structures.   

Many complex systems are characterized by the presence of multiple interrelated 

aspects, many of which relate to the reasoning task. For example, in a genetic diagnosis 

application, there are multiple possible genes that the a patient might have, dozens or 

hundreds of proteins produced by genes, personal characteristics that often form 

predisposing factors for a disease, and many more matters to consider. These domains 

can be characterized in terms of a set of random variables, where the value of each 

defines an important property. For example, a particular disease, such as cancer, may be 

one variable in our domain that takes two values, i.e. present or absent; a gene/protein 

may be a variable in our domain, while some of the genetic variables may take 

continuous values. The set of possible variables and their values is an important design 

decision and it depends strongly on the questions we may wish to answer about the 

domain.  Figure 2 and Figure 3 illustrate a graphical representation, where the nodes 

(or ovals) correspond to the variables in our domain and the edges correspond to direct 

probabilistic interactions between them. The Figure 2 presents a typical Bayesian 

network where the directed edges imply a direct connection between the nodes while 

Figure 3 shows a Gaussian network where there is a bidirectional relationship between 

the involved molecules. In each case, the mathematical representation of these 

interconnections between the nodes follows a different pattern (Bayesian, Gaussian). 
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In graphical models the goal is to probabilistically predict the values of one or more 

variables in the set, given the observations about other nodes in the network. For that 

reason using principled probabilistic reasoning, we need to construct a joint 

distribution over the space of possible assignments to distribution some set of random 

variables X. With this approach the model allows to answer a broad range of interesting 

queries of interest, such as to find the posterior distribution of a node Xi based on a 

specific value xi, or to find the probability distribution of another node Xj based on the 

value of Xi. 

 

According to Figure 2, there are many enclosed relationships between 

genes/proteins that denote dependencies and independencies; with the latter taking the 

form of X is independent of Y given Z(      ). For instance, we can say that      

                                                 Also, Protein1 is the child of Gene1 

and is depended by its father Gene1(           [     ]).  Similarly, the Protein2 is 

depended by its parents Gene2 and Protein1(           [              ]).  Exploiting 

the advantages of conditional independence, we will see that a multi-dimensional joint 

distribution can be interpreted as a set of (conditional) probability factors: 

 

 

 (                                   )

  (     )   (           )    (              )

   (                       )   (           ) 

 

This statement is of importance when there is a big number of random variables in a 

graph that make impossible the modeling of a high-dimensional distribution. In the 

same context, Figure 3 represents an undirected graph with the same properties, only 

with the difference that each node is represented as a continuous distribution f(.).  

 

FIGURE 2: Bayesian Directed Network 

 

 

FIGURE 3: Gaussian Undirected Network 
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5.1 SEMANTICS 

In this section we will provide a formal definition of the graphical models’ semantics. 

5.1.1 JOINT AND MARGINAL DISTRIBUTIONS 

From probability theory and according to Bayes rule, we know that a conditional 

probability distribution (CPD) of two random variables is defined as  (     )  
 (     )

 (  )
, 

where  (     ) is the joint probability distribution. In general, the joint distribution of 

      is defined as the probability over all random variables that represent the nodes 

in a graph G and is denoted as  (       ).  From the above equation and according to 

chain rule we take that the joint distribution becomes: 

  (       )   (  )   (     )     (          )  EQ. 1 

On the other hand, marginal probability is the probability over a random variable    

in the G and is denoted as  (  )  ∫  (       )
    

. 

5.1.2 CONDITIONAL INDEPENDENCE AND INFLUENCE 

Two random variables    and    are independent if: 

I.  (     )   (   )   (  ) 

II.  (  |  )   (  ) 

III.  (  |  )   (  ) 

Similarly, for a set of random variables    ,    and    and    we say that    and    are 

conditionally independent given    (         ) if one of the following is valid: 

I.   (        )    (     )   (     ) 

II.  (        )    (     ) 

III.  (        )    (     ) 

 

Looking back in Figure 2, we see that the graph encodes a set of independencies 

through which the joint distribution can be decomposed as a set of factors. In order to 

specify those factors we have to find the independencies in the structure. 

 

To specify the conditionally independencies in a graph all possible pathways, through 

which the influence of a node can be diffused to the other node, have to be examined. If 

there are no possible pathways through which the influence is diffused, then the nodes 

are conditionally independent.  
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Structure 

(Reasoning Patterns) 

Observed nodes Influence 

Observed (Yes) Observed (No) 

X→Y X,Y X⇄Y X⇄Y 

X←Y X,Y X⇄Y X⇄Y 

X→W→Y W None (     ) X⇄Y 

X←W←Y W None (     ) X⇄Y 

X←W→Y W None (     ) X⇄Y 

X→W←Y (v-struct) W X⇄Y None* (     ) 

*If W and none of its descendants are not observed   

TABLE 1:  Influence diffusion for all possible causal patterns. If there is no influence between the 

nodes X, Y, then X, Y are conditionally independent.  

According to Figure 2 and based on EQ. 1, we can say the joint distribution of the 

graph G is defined as: 

 (                                   )

  (     )   (           )   (                    )

  (                          )

  (                                   ) 

(                     )  

  (     )   (           )   (              )

  (                          )

  (                                   ) 

(                          )  

  (     )   (           )   (              )   (           )

  (                                   )   

(                                   )  

  (     )   (           )   (              )   (           )

  (                       )  

  (     )   (              )   (           )   (           )

  (                       ) 

Thus, we proved that exploiting the conditional independencies in a graph G we can 

estimate the joint probability distribution as a product of factors that represent the 

causal dependencies of the nodes with their parents. With this observation we can 

define more formally the following: 
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5.1.3 LOCAL INDEPENDENCIES AND CONDITIONAL PROPABILITY 

In directed acyclic graph G let       be the nodes represented as random variables. 

Let     

  denote the parents of each node    and the No-descendants   the variables in G 

that are not descendants of  . Then G encodes the following indecencies: 

                                

  

Thus, each node    is conditionally independent of its no-descendants given its parents. 

Also, the conditional probability (CPD) of a node   given is parents      
 is defined as:  

  (  |    

 )  
 (       

 )

 (    

 )
 

 (    

 |  ) (  )

 (    

 )
  EQ. 2 

Also the joint probability distribution is defined as: 

  (     )   ∏ (  |    

 )

 

   

 EQ. 3 

5.2 GAUSSIAN GRAPHICAL MODELS 

The graphical language exploits structure that appears present in many distributions 

that we want to encode in practice: the property that variables tend to interact directly 

only with very few others. Distributions that exhibit this type of structure can generally 

be encoded naturally and compactly using a graphical model. Graphical Models  [19], 

[20] are (un)directed graphs also known as covariance selection models.  In typical 

GGMs the nodes correspond to continuous random variables, modeled by Gaussian 

distributions. A graph G that is consisted by Gaussian distributions can be represented 

by a multivariate joint Gaussian distribution. This property, as will be analyzed above, 

along with many interesting characteristics make the use of GGM’s quite interesting. 

Gaussians are simple subclasses of distributions that make strong assumptions, such as 

exponential decay of the distribution away of the mean, linearity between the variables 

[6] . In addition, Gaussian distributions are quite good approximations of real-world 

distributions which provide a useful tool in modeling real phenomena. 

5.2.1 GAUSSIAN DISTRIBUTIONS 

A random variable X has a Gaussian distribution N(m,  ) with mean m and variance 

   if it has a probability distribution function (pdf) as  ( )  
 

 √  
  

 
(   ) 

   . On the other 

hand, a multivariate Gaussian pdf represents a set of random variables      and can 

be characterized by two parameters, an n-dimensional vector of means m, a     

covariance matrix   with determinant     and a pdf: 
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 FIGURE 4: Left, joint pdf of a multivariate Gaussian for r.v 𝑋  𝑋 . Right, contour representation of the 

means. 

  ( )  
 

((  )
 

 ⁄ )      
   

 
 
(   )    (   ) EQ. 4 

For the validity of the following definition,   must be positive definite. In this case,   

is invertible with     being the information matrix. 

There are specific operations that are needed in a graphical model, such as the 

computation of marginal, the joint distribution and the conditioning of the distribution 

on some values    . Through a multivariate Gaussian distribution these operations 

are straightforward. A multivariate Gaussian specifies a parallel set of ellipsoidal 

contours around the m with each contour corresponding to a particular value of the 

density function. In addition, the extent of each contour is restricted by the covariance 

matrix as presented in Figure 4,  while the joint probability, let’s say on       r.v, is 

presented as [21]: 

  (     )   ((
   

   
)   [

     
     

     
     

]) EQ. 5 

Similarly, for a larger number of r.v the joint pdf is represented as a vector of means 

and through the covariance matrix. 

Marginalization is trivial to perform if we observe Figure 4, as it is a factorization 

over any subset of r.v and can be described solely by the mean and the covariance 

matrix. More specifically, if  (     ) is the joint pdf then the marginal over    is a 

normal distribution  (   
      

).  Finally,  (     ) is normal distribution known as 

conditional normal and is defined as [22],[23]:  

 (     )  (   
     

      

   

    
√    )    
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Other important properties of a multivariate Gaussian distribution are the rules of 

independencies. Let         have a joint normal distribution  (   ). Then   and 

  are independent if and only if       . Also, the conditionally independency 

        {     } holds if and only if       
    . The latter property asserts the fact that 

the information matrix holds the independencies between two r.v, conditioned on all 

remaining r.vs. Thus, we can say that nodes in a GGM that satisfy      
     could be 

pairwise connected. 

5.2.2 LINEAR GAUSSIAN GRAPHICAL MODEL 

Linear Gaussian Graphical Model (LGGM)[1] is a classical approach in GGMs that 

models dependencies between nodes as linear combination of means.  In a graph G each 

node    follows a normal distribution depending on its parents as        ∑            N(.) 

denotes the normal distribution, whereas the sum extends to all parental nodes of node 

i with xk denoting the value of node k. More formally, let Y be a continuous variable with 

continuous parents      , then Y’s cpd has a linear Gaussian model if there are 

parameters         and    such that: 

  (   )   (         ) EQ. 6 

Apparently, LGGM focuses on modeling linear dependencies with parental nodes 

estimating the mean of a node as a combination of means. In addition, its variance 

depends only on the experimental data of each node.  For instance, according to Figure 2 

left, the cpd of         would be normal, with mean the sum of means of 

              and variance the variance of         . Apparently, this model captures 

many interesting dependencies but as we will see we can expand this approach in order 

to model more complex associations.  

5.2.3 GAUSSIAN NETWORKS 

A Gaussian network (un)directed graph with a set of nodes        that represent 

continuous variables. Each node in the network models a Gaussian function while the 

CPDs of each node are linear Gaussian functions (Figure 5). Thus, from the above 

 

FIGURE 5: Gaussian network. Each node is 

represented as a Gaussian function, while the 

CPDs follow Gaussian approximations according to 

the Linear Gaussian model. E.g  𝑋𝑖 ’s CPD is 

depended by its parents. 
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analysis, it is induced that in a Gaussian network the joint pdf is multivariate Gaussian 

(EQ. 5), while the CPDs are normal pdfs according to EQ. 6. Also, the marginal of each 

node is  (   
    

 ) where: 

   
       ⃗⃗⃗         

          

Also, the CPDs  (  |  ) follow the EQ. 6 with:  

      
      

     

     
        

       
         

      
     

       
 

The Gaussian networks are generalizations of the graphical models and known as 

GGMs. They hold all the properties as described in semantics’ section with flexible 

transformations from the network to the joint, marginal and conditional probability 

distributions with a few parameters to be estimated in each case, the mean and the 

covariance matrix. Also, through the information matrix we can easily track the 

conditional dependencies and associations between the nodes. Thus, there is 

equivalence in representation analog to the Bayesian networks, despite the fact that the 

latter represent discrete r.vs.   

5.3 INFERENCE 

Another important graphical model property is the inference.  Through the network 

structure we can use the distributions to answer queries. In particular, the computation 

of the posterior probability of some variables given evidence is a useful tool that allows 

the prediction of influence infusion. For example in Figure 2, we might observe that 

     is overexpressed and the          is not expressed and we wish to know how 

likely it is          to be overexpressed. Formally written, we want to compute 

 (         ↑|                 ). The inference algorithms work directly on the 

graph structure and are generally orders of magnitude faster than manipulating the 

joint distribution explicitly. 

The most common query type is already presented in Section 5.2.3 with the 

conditional probability query as: 

  (      )  
 (    )

    ( )
 EQ. 7 

These queries allow the prediction of many useful reasoning patterns. However, in a 

typical graphical model structure there are many parameters that have to be computed 

in order to find the joint and marginal distributions.  In fact, exact inference is an NP-

hard problem so we resort to approximation techniques in order to estimate all 

parameters[6]. 

A typical GGM structure answers probabilistic queries according to EQ. 7 . In order to 

estimate this probability we use the variable elimination technique [6], which computes 

the joint and marginal probabilities eliminating variables      from the joint pdf. With 
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this approach we find the  (    )         ( ) from the joint pdf summing out the 

variables      at each case. Hence, in networks where a large number of parameters is 

prohibitive, we simply diminish the computation cost using approximation algorithms. 

5.4 TEMPORAL BASED MODELS 

Probabilistic graphical models specify the above described properties over a set of 

r.vs and at a specific time stage [24], [25]. The temporal based models are expansions of 

the graphical models and represent interconnections between different instances of the 

network at different time stages. The most popular models in this category are the 

dynamic graphical models as presented in Figure 6, where   ( )  represents the 

instantiation of the variable    at time t and    implies all the system variables at state 

time t. Sequential instances of the network are connected through directed edges that 

point the next instant of the node. 

In order to model the distributions over all time slices         we use the Bayes 

chain rule as   (    )  ∏  (      (   ))   
   . Thus, the distribution over all time slices is 

the product of cpds for the variables in each time slice given the preceding ones. This 

property reflects the Markovian assumption which says that  (   )   (     )  ( ), 

meaning that  (   ) cannot directly depend on variables  (  ) with     , but only from 

the previous state. This means that  (       )  ∏  (      ( ))   
   . From this equation 

it is clear that structurally there are no dependencies from one state to the other, only 

direct interactions from each node to itself, at the next state (Figure 6)[6], [26]. This 

means that in order to compute the joint distribution of all time slices the only 

information needed is of the previous state.  

 

 FIGURE 6: Dynamic Graphical Model; between two states each node is connected with itself. The node CPD 

at 𝑇   is represented as if having an extra parent (itself from 𝑇 ) . The structure does not necessarily remain 

the same at different time slices. 
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This property simplifies the dynamic analysis because different time instances the 

only differentiation compared to the above mentioned properties, is that the node cpds 

are modeled taking into account an extra parent: itself from the previous time slice. 

Based on the above properties of the temporal models we can see the dynamic 

Gaussian networks (DGN) as extensions of GGMs. In contrast to GGMs that are based on 

static data, DGNs use time series data for constructing causal relationships among 

random variables. 

 In a more compact representation for a biological application, assume that we want 

to study n genes/proteins and at different time slices. For p microarrays sets and 

expression levels of n genes/proteins, the data matrix can be summarized as     matrix 

           
 whose ith row vector               

 corresponds to a gene/protein 

expression level vector measured at time t. Under the concept that the state vector time 

i depends only by i-1 and that each node has the same parents at all states, the joint 

distribution and conditional probability are composed as [18]:  

 f(X  ,..Xpn) f(X )f(X  X ) f (Xp|Xp- ), EQ. 8 

 f (Xi|Xi- ) f (Xi |Pa(i- ), )  .. f (Xin|Pa(i- ),n), EQ. 9 

where Pa(i- ), j are the parents of gene/protein j at time slice  - . 

Thus, in DGNs transition between different time slices is modeled as a product of 

conditional probabilities where the parents of node Xi-1 are bequeathed to Xi. 

Profoundly, the pdf at each case is represented as a normal distribution as analyzed in 

Section of Gaussian Graphical Models. 

5.5 KERNEL DENSITY ESTIMATION 

Kernel density estimation (KDE) [27], [28], [29], [30] is a non-parametric approach 

that estimates the probability density function (pdf) of a random variable.  Kernel 

density estimation is a fundamental data smoothing problem where inferences about 

the population are made, based on a finite data sample. In an identically distributed 

(i.i.d) dataset X=(x1,..xn),where xi denotes the sample i of r.v X, KDE allows the pdf 

estimation of X as follows: 

   ( )̂  
 

  
∑ (

    

 

 

   

)  EQ. 10 

where K    is a symmetric kernel function that integrates to one,  n is dataset’s size and 

    is a smoothing parameter. The latter is depended by the samples’ standard 

deviation, the bandwidth that controls the extent of the kernel [29],[31]. Intuitively one 

wants to choose h as small as the data allow, however there is always a trade-off 
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between the bias of the estimator and its variance; more on the choice of bandwidth 

later. 

A range of kernel functions are commonly used: uniform, triangular, biweight, 

triweight, Epanechnikov, normal, and others [32]. The Epanechnikov kernel is optimal 

in a minimum variance sense, though the loss of efficiency is small for the kernels listed 

previously, and due to its convenient mathematical properties, the normal kernel is 

often used K(x) = ϕ(x), where ϕ is the standard normal density function [33] . 

Figure 7 illustrates an example of six data point density estimate. For each of the six 

points is placed a normal kernel with variance (indicated by the red dashed lines) on 

each of the data points xi. The kernels are summed to make the kernel density estimate 

(solid blue curve).  For the histogram, the horizontal axis is divided into sub-intervals or 

bins which cover the range of the data. In this case, there are 6 bins each of width 2. 

Whenever a data point (of the kernel) falls inside this interval, it is placed a box of 

height 1/12. If more than one data point falls inside the same bin, the boxes are stacked 

on top of each other. The smoothness of the kernel density estimate is evident 

compared to the discreteness of the histogram, as kernel density estimates converge 

faster to the true underlying density for continuous random variables 

The bandwidth selection of the kernel is a free parameter which exhibits a strong 

influence on the resulting estimate. Unsuitable bandwidth selection often gives under-

smoothed or over-smoothed results. The most common optimality criterion used to 

select this parameter is the mean integrated squared error: 

     ( )   ∫(  ( )̂   ( ))    EQ. 11 

 

FIGURE 7: Comparison of the histogram (left) and kernel density estimate (right) constructed 

using the same data. The 6 individual kernels are the red dashed curves, the kernel density 

estimate the blue curves. The data points are the rug plot on the horizontal axis.  
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In Gaussian basis functions with unvaried data where the underlying density being 

estimated is Gaussian then it can be shown that the optimal choice for h is   

     ̂     , where  ̂ is the standard deviation of samples. 
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6. PROPOSED FRAMEWORK 

 

In an attempt to augment the utilities that graphical models offer, we introduce a new 

perspective in two separate research areas: in modeling the network’s dependencies 

(cpds) in a GGM network and in revealing the network structure of the involved nodes 

(genes/proteins).  

For this reason, the analysis reported herein is structured in two separate parts. In 

Section 5.2.2 we consider the analysis of nodes’ dependencies through the conditional 

probability. In this section, we augment the essence of GGMs with a novel algorithm for 

estimating dependencies between genes/proteins by enforcing a non-linear structure in 

modeling the parameters of their cpds. We represent conditional probabilities as 

Gaussian distributions through Kernel density estimation. 

In Section 6.2, we study the potential of biological networks and algorithms in 

revealing the interconnections between the molecules based on experimental data. A 

generic framework for gene/protein network construction composed of three parts is 

employed, i.e. network formation based on direct relations, enhancement with indirect 

interactions and edge orientation. The first two parts referring to network construction 

are focusing on the partial correlations (PC) and KDE approaches. The third part is 

enforcing genetic causality according to the Bayesian Information Criterion (BIC). One 

of the novelties of our framework is the exploitation of not only direct but also indirect 

genetic interactions. Furthermore, the framework emphasizes the use of the cross 

correlation metric, as demonstrated in the KDE approach, as well as the exploitation of 

causality, by means of the BIC criterion. 

Figure 8 shows the flow diagram of the framework. The first step of the proposed 

analysis lies on the discovery of genetic interactions from experimental expression data 

based on two algorithms, the KDE and PC. For the predicted interactions a direction 

between nodes is assigned using the BIC. After this step, it is applied the Gaussian 

modeling in order to find the cpds. If the experimental data are temporal we follow the 

dynamic Gaussian analysis, otherwise the GGM analysis. In each case, after the second 

step of the framework we can pose queries through inference to deploy significant 

structures or molecules in the networks. 
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FIGURE 8: Flow Chart for the proposed framework. 1st step: Revealing the network structure; 2nd step: we 

model the dependencies in the produced network through GGM or DGN (for temporal data);  3rd step:  We pose 

queries in the network to reveal important genes/proteins, alterations through time (for temporal data) or 

what changes if a gene/protein is (under)expressed. 

6.1 STATISTICAL ANALYSIS 

In this section we will introduce the basic 

semantics for analyzing differentially expressed 

genetic datasets. A typical use of the following 

techniques is the identification of significant 

genes that are expressed only in a group of 

interest (e.g healthy and patients). In an attempt 

to identify such changes between populations, 

the biologists have deployed a technique that is 

based on DNA sequence variation, the SNP’s. On 

these data we apply the following statistical 

analysis so as to select genes responsible for 

certain diseases. 

A single-nucleotide polymorphism (SNP) is a 

DNA sequence variation occurring when a single 

nucleotide —A, T, C, G— in the genome differs 

between members of a biological species or 

paired chromosomes in a human. For example, 

two sequenced DNA fragments from different 
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FIGURE 9: DNA molecule 1 differs from 

DNA molecule 2 at a single base-pair 

location (a C/T polymorphism).  
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individuals, AAGCCTA to AAGCTTA, contain a difference in a single nucleotide. In this 

case we say that there are two alleles. Almost all common SNPs have only two alleles. 

The genomic distribution of SNPs is not homogenous; SNPs usually occur in non-coding 

regions more frequently than in coding regions or, in general, where natural selection is 

acting and fixating the allele of the SNP that constitutes the most favorable genetic 

adaptation. Other factors, like genetic recombination and mutation rate, can also 

determine SNP density. 

These genetic variations between individuals (particularly in non-coding parts of the 

genome) are exploited in DNA fingerprinting, which is used in forensic science. Also, 

these genetic variations underlie differences in our susceptibility to disease. The 

severity of illness and the way our body responds to treatments are also manifestations 

of genetic variations. For example, a single base mutation on the on chromosome 7q22 

is related to the Osteoarthritis disease [34].  

 Figure 10 depicts a typical SNP dataset for patients and healthy (controls) and for 

many different chromosomal positions (case-control study).  In practice, an SNP 

analysis covers thousands genomic regions for all different samples. Each SNP identifies 

a specific phenotype for each allele (AA, BB) that encodes the nucleotide mismatches as 

presented in Figure 10.  In case where an SNP cannot identify a phenotype, the NoCall is 

denoted for this sample.  In order to identify genomic regions responsible for genetic 

alterations there is a variety of methodological approaches that isolate chromosome 

locus or genes to examine if these alterations are related to pathological phenotypes.  

6.1.1 QUALITY CONTROL (MAF & HWE) 

The first step in a SNP analysis is the quality control where many are excluded due to 

errors in experimental procedures.  For this purpose the minor allele frequency (MAF)   

 

FIGURE 10 : A SNP dataset. The 1st column represents the SNP ids, the 2nd last the chromosome 

and the last the chromosomal position. The intermediate columns represent the phenotypes (A, 

B, NA) for each allele and for each sample (column). Exxx-Oxxx columns concern the patients 

while the Vxxx the controls. 
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and the Hardly Weinberg equilibrium (HWE) [35] are computed and SNPs that have 

lower bounds than  specific thresholds are excluded. 

In a case-control study as presented in 

Figure 11, the MAF is computed according to: 

    
      

  
,    

      

  
 

 MAF=min(  ,   ) 

If       , then the SNP is included for 

further  analysis, otherwise excluded. A 

typical th is 0.1 [34].  

The second step in a quality control analysis is the HWD approach.  The HWE 

approach is commonly used as a statistical technique of abnormal allele identification 

[36]. Given the SNP data both for control and cases we apply the Hardy–Weinberg 

principle so as to exclude SNPs that do not follow the rule with: 

  (  )         ,  (  )         ,  (  )            EQ. 12 

where f(.) are the allele frequencies with         . 

We can identify whether the above frequencies have changed compared to the 

expected Hardy–Weinberg frequencies for a population of n as: 

   (  )     ,   (  )    ,   (  )       EQ. 13 

Through a Chi-squared test  

   ∑
(    ) 

  
  between the expected frequencies and the observed, we can identify the 

SNPs that follow the HWE rule. For the produced     values, for 1 degree of freedom, the 

5% significance level is 3.84. Thus, if p-values p>0.05 the population follows the HW 

principle, otherwise the SNP is excluded. 

6.1.2 STATISTICAL METRICS 

The second step after the quality control is the statistical analysis of the remaining 

SNPs as an attempt to find differences between control and patients. The main 

approaches for this purpose is the Hardly Weinberg disequilibrium trend test (HWDTT), 

the Cochran-Armitage trend test (CATT) and the Odds Ratio (OR) analysis. 

6.1.2.1 HWDTT 

In the same context with the HWE, the HWDTT [37], [38] is a test that to traces 

differences between control and cases. Testing with HWE has been used to detect 

genotype errors or to indicate genetic association. HWE can be tested based on the 

disequilibrium coefficient     (  )     ( ) which is based on the difference in 

disequilibrium coefficients between cases (D1) and controls (D0). 

 

FIGURE 11:  Genotype distribution for 

case-control data 
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Denote the estimators of the genotype frequencies in cases and controls as   ̂  

    ,  ̂       for i = 0, 1, 2. Then   
̂    ̂    ̂   and    

̂    ̂    ̂   are estimators of 

the frequencies of allele B in cases (D1) and controls (D0): 

 

Under the null hypothesis Ho, the HWDTT has an asymptotic chi-square distribution 

with 1df.  For low p-values we consider that Ho is not valid so it is rejected. This means 

that the examined SNP have phenotype differences between the two examined groups 

which imply abnormality between control and cases. 

6.1.2.2 CATT 

Similarly to HWDTT, there is the CATT approach as: 

 

The CATT is optimal for the additive model and robust when the underlying genetic 

model is unknown. Thus, the performance of the CATT could be different under 

different genetic models. Similarly to HWDTT, if the null hypothesis Ho is rejected bay 

low p-values, this indicates abnormality between the studied groups. Thus, the studied 

SNP is isolated for further examination. 

6.1.2.3 OR 

The Odd ratio (OR)[39] is a common approach for the case controls analysis. The OR 

represents the odds that an outcome will occur given a particular exposure, compared 

to the odds of the outcome occurring in the absence of that exposure. 

• OR=ad/cb or ln(OR)=ln(ad/cb) 

• Var(ln(OR))=1/a+1/b+1/c+1/d 

The odds ratio can be used to determine whether a particular exposure is a risk 

factor for a particular outcome, and to compare the magnitude of various risk factors for 

that outcome.  

• OR=1 Exposure does not affect odds of outcome 

• OR>1 Exposure associated with higher odds of outcome 

• OR<1 Exposure associated with lower odds of outcome 
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However, the OR as a single number is not a representative measure of abnormality 

identification. For this reason, we use the specified confidence intervals that define the 

validity of the outcome. The 95% confidence interval (CI) is used to estimate the 

precision of the OR as[40]: 

 CI(a=95%):          √   (  ) 

A large CI indicates a low level of precision of the OR, whereas a small CI indicates a 

higher precision of the OR. CI does not report a measure’s statistical significance but it is 

often used as a proxy for the presence of statistical significance if it does not overlap the 

null value (e.g. OR=1). Nevertheless, it would be inappropriate to interpret an OR with 

95% CI that spans the null value as indicating evidence for lack of association between 

the exposure and outcome. Thus, to find an association between case-controls we 

cannot only rely on OR and CI. 

 To overcome this obstacle we use the Mantel-Haenszel Test [40] as a test that 

identifies homogeneity. This means that we set a null hypothesis Ho that states both 

control and cases have the same proportions of alleles. If the hypothesis is rejected, due 

to low p-values, we have identification of abnormality. 

 [ ]  
  (     )

   
    [ ]  

    (        )

(   )  
       

 

The Ho is that OR=1, meaning there is no association. For p↑ the Ho is retained while 

for p↓ is rejected. Thus we keep the SNPs that indicate abnormality (statistically 

significant p-values, p<10-3). 
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6.2 BIOLOGICAL NETWORKS 

Biological networks are often described as probabilistic graphs in the context of gene 

and/or protein sequence analysis in molecular biology. Common approaches to systems 

biology are based on mathematical representation of biological processes which aim to 

a deeper understanding of biochemical interactions between genes and genes products.  

In recent years the description of genome sequences has resulted in large amounts of 

gene and protein expression data. The simultaneous examination of thousands genomic 

units gave a new perspective in the field of bioinformatics as it made possible the study 

of biological networks. The latest high-throughput microarray technologies allow the 

simultaneous measurements of expression levels. These technologies have given insight 

in microbiology since its invention [41] with large amount of data being generated [42]. 

The extended study of these datasets has provided a new perspective in gene and/or 

protein network association studies with the network construction from experimental 

data being a promising approach in modeling functional processes. 

 Gene regulatory networks (GRN) [43] have provided insight in understanding the 

working mechanisms of the cell in pathophysiological conditions, as their structure 

allows the modeling of causal associations. Understanding molecular pathways at the 

whole-genome level, however, remains a major challenge. Several computational 

methodologies have been applied to construct biological networks using different data 

sources [34]. The main focus of networking approaches is to build target-independent 

networks that describe the pair-wise relations between molecules. Within the last few 

years, several advanced approaches to address the construction of biological networks 

from gene-expression data have emerged. These include Pearson’s correlation based 

approaches [44][45][46][13]-[15], clustering and classification algorithms [47] [48][49] 

[16]-[18]. Although these methods have been successfully used to elucidate the 

functional relationship between genes and pathways, they are unlikely to directly 

output the specific gene networks in response to abnormal physiological conditions 

such as diseases, due to experimental errors and the genetic complexity [34], [17], [8]. 

Their main drawback is their limited performance when the experimental data is 

insufficient, especially when the number of the features under examination exceeds the 

number of samples. This makes the estimation of a network structure a challenging 

problem due to the uncertainty of calculation of the correlation matrix. The information 

contained in the expression data is limited by the tissue quality, the experimental 

design, noise, and measurement errors. These factors negatively affect the estimation of 

causal relationships in network structure and the derivations of dependencies enclosed 

between neighbored genes and/or proteins [46]. 

Similarly to parzen windows [50] as data-interpolation technique that use kernel at 

sample points to estimate the pdf, Kernel-based models have demonstrated a very 

competitive computational performance due to their ability to model nonlinear systems 

and high-dimension data [8]. Using the data distribution in a high-dimensional space, 

they attempt to interpolate the density of data and, thus, approximate the unknown pdf 
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of the data model. Support vector machines and relevance vector machines [27] have 

been applied in prototype organisms and protein-protein networks. In this context, the 

problem of data scarcity is addressed as a kernel-approximation problem for network 

estimation. Kernel regression model [28] is also a promising technique for gene and/or 

protein network analysis with high-throughput genomic data, which could be effectively 

used for detecting possible altered associations of modules at various disease states. 

Moreover, in order to identify gene modules associated with diseases or changing 

conditions, many methods [28] have been developed by integrating gene expression 

data. A disease-associated active module can be considered as a connected subnetwork 

or dysfunctional pathway in an interaction network, which has close relationship with a 

specific disease. Similarly, there exist studies [51] that analyze the underlying 

mechanisms of differential pathways and molecules responsible for abnormalities of a 

specific disease. 

6.2.1  KDE IN CROSS CORRELATION TEST 

Assume that a generic network is developed based on a limited genomic independent 

identically distributed (i.i.d) dataset X=(x1,..xn),where xi denotes the sample i of gene or 

protein X. The KDE allows the estimation of probability density   
̂  of X as showed in EQ. 

10, where K    
 

  
 

- 

 
   is a vector of symmetric positive definite Gaussian function, n is 

dataset’s size of the gene or protein X and           
 ⁄  is the bandwidth parameter. 

The latter  is depended by the samples’ standard deviation and controls the extent of 

the kernel [29],[31].  

Genes interacting with each other can be linked and organized in a network form. 

The gene expression over a population provides valuable information on a gene’s 

activity, which can be correlated with other genes as to provide a metric of organization 

in the network structure. Under the assumption that genes and gene-products share 

similarities in datasets, the problem of network construction is reduced to the 

examination of independence between nodes Xi and Xk, through the joint and marginal 

probabilities: 

   (     )    (  )    (  ) EQ. 14 

where  
 
 indicates the probability density estimate of each gene according to EQ. 10 and 

the right-hand side is computed by point-by-point multiplication. The comparison of the 

two parts of EQ. 14 can be performed through the cross correlation test, where high 

correlation indicates independence of the two nodes, thus low connectivity. In contrast, 

small correlation indicates differences between the two parts of EQ. 14 and dependence 

of the two nodes, thus demonstrating high interaction between Xi and Xk. The latter 

justifies the connection between candidate nodes since they share common activity 

characteristics.  
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6.2.2 PARTIAL CORRELATION ESTIMATION 

Pairwise associations of coexpressed molecules can be modeled by the Pearson’s 

correlation (PC) [20], [19]. Pearson’s correlation is a metric that denotes whether two 

variables share common characteristics. The interaction identification between two 

vector variables is reduced to estimating the covariance matrix S. Each element in    , 

via             and       
   

 , represents the scalar correlation coefficient  
  

 between 

nodes Xi and Xk and indicates an association, while   
   

  are scalar values that denote the 

variance of nodes Xi and Xj. A high correlation coefficient between any two 

genes/proteins may be indicative of either direct interaction, or indirect interaction or 

regulation by a common gene/protein. However, for the construction of a gene and/or 

protein association network only the direct interactions are of interest as only these 

correspond to edges between two nodes (genes) in the resulting graph. 

The method of partial correlations [45] measures the correlation between two 

variables after the common effects of all other variables are removed. An appropriate 

notion of the strength for these interactions is the partial correlation matrix     
  
). Its 

coefficients    , describe the correlation between genes and/or proteins i and k 

conditioned on all remaining genes of the network. This property is reflected in the 

inverse covariance matrix S-1, with elements: 

 
 ik  

Sik
  

√Sii
  S

kk

  
   

EQ. 15 

Given the experimental data, the covariance matrix is computed and then it is 

inverted. Indeed, using EQ. 15 the partial correlations,  ik, can be easily computed. 

Significantly small values of | ik | indicate conditional independence between i and k 

given the remaining variables in graph. On the contrary, high values of | ik| indicate 

dependence between i and k which contributes to adding an edge between these nodes. 

Despite its straight-forward nature, this approach is only applicable if the sample 

number in the dataset is larger than the number of genes/proteins. Otherwise, the 

inversion of S is unstable making the estimation of S-1 a non-trivial task. To overcome 

this obstacle we invert S using the Moore-Penrose pseudo inverse [52], an 

approximation of the standard matrix inverse, based on the singular value 

decomposition (SVD). 

6.2.3  EDGE ORIENTATION  

Up to this point we have reviewed two approaches in revealing the network 

structure, thus providing an intuition on whether two nodes interact. Nevertheless, they 

do not imply anything about directionality, indicating which node is the cause and 

which is the result. In order to determine the edge orientation for the above networks 

we have to examine the causality between pairs of nodes. For instance, considering two 
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nodes we can define two models, i.e. model M1, where node Xi is the parent of node Xk 

and model M2, where node Xk is the parent of node Xi. 

Model selection procedures cannot distinguish the above models because their 

distribution f(.) or likelihood is equivalent. In other words, the variation in the level of 

node Xi causing a variation on node Xk yields the same joint density as the reverse 

situation [53], [54]: 

 f(Xk Xi)f(Xi) f(Xi,Xk) f(Xk f(Xi Xk)    

 

EQ. 16 

Therefore, the distinction between models M1 and M2 is made by inferring direction 

of causality between nodes using a scoring function, the BIC criterion [53]: 

 BIC   log L̂  K logN  EQ. 17 

where L̂ is the maximum likelihood, K is the number of parameters to be estimated in 

the model, and N is the sample size. A model is better than another if it has a smaller BIC 

value. Thus, for each edge orientation a BIC score is computed and the edge direction is 

decided in favor of the lowest BIC value. 

For instance, if we assume that an initial direction between 4 nodes is 1→ ←3 ←4, 

we start by computing the BIC score for edge (2-3) including node 1. The process is 

performed in one direction including node 1 and is repeated for the opposite direction 

for edge (2-3) including node 4. If the BIC score is smaller in the latter case the direction 

changes for edge (2-3) and deriving the structure 1 →2→ 3 ←4. Furthermore, the BIC 

score is recomputed for the edge (3-4) including node 2. 

In more complex networks, edges are oriented by splitting the graph structure into 

smaller subnetworks. For each node, the number of its connected edges is counted. 

Nodes are then arranged in descending order in terms of the number of connected 

nodes. A node and all the nodes that are directly connected to it form a subnetwork. For 

each subnetwork, the BIC score is computed for each edge that connects a pair of nodes, 

containing all other causative nodes to that pair. 

6.3 GRAPHICAL MODELS USING KERNELS  

As we described in Section 5.2.2, the GGMs are types of graphical models for 

representing complex associations among Gaussian random variables. In this context, a 

gene/protein corresponds to a random variable shown as a node, while gene/protein 

interactions are shown by directed edges. Consequently, interactions with parental 

nodes are modeled by the conditional distribution of each gene.  

Although graphical models are promising for interaction analysis, their main 

drawback is their limited performance when the experimental data is insufficient. This 

problem has two aspects. First, the lack of experimental samples (genes/proteins) when 

the number of the features under examination has greatly increased. More precisely, in 

a typical microarray dataset the number of genes exceeds by far the number of sample 
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points that correspond to a gene. This makes the estimation of a network structure a 

challenging problem due to the uncertainty of calculation of the correlation matrix [52], 

[46] . Second, the information contained in expression data is limited by tissue quality, 

the experimental design, noise, and measurement errors. These factors negatively affect 

the estimation of causal relationships in network structure and the derivations of 

dependencies enclosed between neighbored genes/proteins [46]. 

A common graphical representation scheme is the Gaussian model firstly introduced by 

Kishino and Waddell [19]. However, there is a critical detail in applying Gaussian 

modeling. If the number of samples is far smaller than the number of features, then this 

framework is inefficient. The covariance matrix, embodying the interactions between 

genes/proteins is often not positive definite, rendering the computation of the partial 

correlation matrix (Section 5.2.1). 

Given these challenges, it becomes obvious that graphical models need additional 

tools to overcome such obstacles. We propose a new methodology for modeling 

dynamic Gaussian graphical models from sparse data. More specifically, we focus on the 

problem of completing the information loss in time varying Gaussian networks through 

the non-parametric framework of Kernel density estimation [55]. Our approach exploits 

the idea that Gaussian densities describe sufficiently biological interactions and that 

neighboring gene/proteins can be described by conditional probabilities as 

approximations of Gaussians with nonlinear parameters. In addition, due to the fact that 

Gaussian graphical models are widely known as non-directed graphs, we introduce 

directions based on Bayesian information criterion. This makes interactions within the 

graph conceptually more representative to biological processes.  

6.3.1 CONDITIONAL PROBABILITY DISTRIBUTION  

In the presented analysis we showed the LGGM approach where the dependencies 

between the nodes are modeled as linear combinations of their parents. This model, 

despite it’s many interesting properties, it also has weaknesses. Firstly, the variance of 

each node (EQ. 10) is only depended by node’s values. This is actual a non-realistic 

hypothesis because in real applications we expect the variance of each child to be 

affected by its parents. Also, according to EQ. 10 we clearly see that this modeling 

considers linear dependencies between the involved nodes. In practice however, we 

know that physical phenomena enclose non-linear dependencies, thus we would like an 

enhanced model that would satisfy these requirements.  

For these reasons we introduce a new approach based on KDE, as a non-parametric 

framework, that estimates the cpds of the GGM as Gaussians approximations and solely 

based on the experimental data. With this proposed methodology we aim to model the 

Gaussian parameters according to the enclosed relations of the samples. With a KDE 

estimator we compute the joint and marginal distributions in addition to Gaussian cpd’s 

parameters as the non-linear forms. Hence, the main innovation of this model is that it 

captures non-linear relationships between molecular units based on expression data. In 
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addition, there is no information loss. In fact through KDE, the missing data is no longer 

an obstacle due to estimation from the remaining samples. 

 In a typical biological application, suppose we have p sets of microarrays and n 

genes/proteins,              where               
 is a p   dimensional expression vector obtained for  

ith gene/protein. Let Pai  be the parents of gene/protein    then direct dependencies are 

encoded as: 

  (  |   
)  

 (      
)

 (   
)

 EQ. 18 

In order to model these relations with a coherent mathematical framework based on 

genomic expressions, we find the joint distributions of EQ. 18 with the Standard 

Gaussian Kernel (SGK) as follows [27], [28], [29], [30]: 
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From EQ. 18, EQ. 19 we obtain: 
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where K(.) is a Gaussian kernel function described with EQ. 10, p is dataset’s size and 
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-    for         [29] are the smoothing parameters selected as optimal 

approximations of Gaussians basis functions [41], [56]. 

EQ. 20 implies that the conditional density estimate is an asymptotic approximation 

of Gaussian [41], [55] , [57], [58]  (     
 )  with  (K) ∫K        and parameters as 

follows: 
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Hence, EQ. 21 and EQ. 22 encode a Gaussian model that captures non-linear 

dependencies of network parameters. If a gene/protein has no parents the mean and 

variance is taken from KDE according to its expression data.  

Figure 12 shows in summary the steps for applying the proposed framework from 

the first step of network estimation to the GGM analysis.  From the genetic expression 

data are found the inter-connections between the molecules. On this structure and using 
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the data samples, all nodes are represented as Gaussian approximations. This modeling 

is computed after applying GGM using Gaussian kernels on the expression data of each 

node including its parents. In this way, we estimate the dependencies between the 

molecules as continuous r.v that enclose non-linear associations with their parents. 

6.4 EFFECTS OF EXTERNAL GENES 

The poor performance in biological network reconstruction is a well-known problem 

that has been extensively addressed, especially when dealing only with expression data. 

The problem is attributed to the large number of false-positive predicted interactions 

and a dominant idea to address, is to characterize the produced associations according 

to Gene Ontology (GO) terms at a higher level of processes [13], [59]. Other approaches 

[60], [61] introduce new topological metrics that justify each molecular connectivity 

and associate it with a biological process. Due to the complicated nature of molecule 

associations, we propose to accept not only known direct associations between pairs of 

genes, but also connections that are induced by external molecules [42], which can be 

identified in various available databases [59]. By exploiting this knowledge we can 

examine indirect interactions between the studied genes, taking into account all the 

possible external pathways that connect these molecules. Thus, several initially 

assigned false-positive edges can be characterized true positive as a result of multiple 

effects of external molecules.  

Other supporting evidence for revisiting the consideration of edges as false positive 

(FP) is that the actual interactions are either physical or genetic, which may not be 

direct interactions. Thus, the computed precision may be lower than the actual 

 

FIGURE 12: Left, using the expression data we estimate the genetic structure through KDE or 

PC. On the estimated structure we apply the GGM analysis (right). Each node has a cpd 

estimated from the data samples based on the Gaussian kernel analysis.  
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performance, since links may be missing in the databases of the known direct 

interactions. Similarly, the recall presented may be lower than the actual recall, partly 

because some of the links reported in the databases may be indirect [59] and partly 

because some presently unsupported edges in the constructed network may find 

experimental evidence in the near future. Therefore, many unsupported edges may not 

be necessarily false positives. 

In order to compare the performance of the proposed framework with and without 

external interactions, we employ at the results section the receiver operator 

characteristic (ROC) and precision-recall curves. For this purpose we consider a 

ground-truth network that encompasses the available biological knowledge of many 

public databases and compare it with our network’s structure. We use the following 

notation; TP is the number of edges present in the ground-truth network and in the 

predicted network; FP is the number of edges not present in the ground-truth network 

but are included in the predicted network; FN is the number of edges present in the 

ground-truth network but not in the predicted network; TN is the number of edges not 

present in the ground-truth network and also not included in the predicted network. 

The above definitions are graphically illustrated in Figure 13. We consider TP as the 

existent edges in both networks. Also, when a predicted interaction is verified through 

indirect associations with external factors (triangle genes) then the predicted 

association is set as TP. Finally, we consider FN as non-existent in the ground-truth but 

predicted direct and/or indirect interactions, while TN are edges that are not present in 

the constructed and ground-truth networks neither as direct nor as indirect 

connections. With this approach we examine if the predicted interactions are verified as  

indirect implications through external genes that participate in different pathways. 

 

 

FIGURE 13: Graphical representation of the TP, FP, TN, FN edges according to the existent 

knowledge of the ground-truth network. External genes are represented with triangles while 

studied genes with circles. External pathways that indirectly connect studied genes give TP 

connections. 

 



June 28, 2013 [GRAPHICAL MODELS IN GENOMIC NETWORKS] 

 

34 Arabidopsis Thaliana Results | Technical University of Crete 

 

B. APPLICATIONS 

In the following section are presented the applications of the proposed framework. 

There are four distinct datasets on which we investigate the statistical verification of the 

methodology. Starting from a prototype organism, the Arabidopsis Thaliana, we focus on 

the network structure estimation with sparse temporal data in addition to gene 

selection of important molecules through inference.  In the same context, we examine 

the properties of the framework on the human organism, for the breast and oral cancer 

disease. For the first we attempt to highlight differentially expressed genes between two 

populations while for the latter we highlight the significance of external genes in the 

disease development. In the last section, we present the findings of differentially 

expressed genes on the Osteoarthritis disease based on healthy and patients. 

7. ARABIDOPSIS THALIANA RESULTS 

 

Biological networks are often described as probabilistic graphs in the context of gene 

and protein sequence analysis in molecular biology. Microarrays and proteomics 

technologies allow the monitoring of expression levels over thousands of biological 

units over time. Experimental efforts aim to unveiling pairwise interactions. Many 

graphical models have been introduced in order to discover associations from the 

expression data analysis. However, the small size of samples compared to the number of 

observed genes/proteins makes the inference of the network structure quite 

challenging. In this study we generate gene-protein networks from sparse experimental 

temporal data using two methods, Partial Correlations and Kernel Density Estimation, 

in order to capture genetic interactions. Applying KDE method we model the genetic 

associations as Gaussians approximations, while through the dynamic Gaussian analysis 

we aim to identify relationships between genes and proteins at different time stages. 

The statistical results demonstrate important implications of valid biological 

significance for gene to gene/protein interactions and reveal new indirect relations and 

dependencies of molecules. 

In order to investigate the statistical properties of the proposed framework we start 

by revealing the network structure using the PC and KDE approaches. After this step, 

and for each generated network, the conditional probabilities are found based on our 

proposed algorithm, as well as using the LGGM approach. Finally, through network 

inference we compute the direct and indirect implications of certain factors in the 

network and compare with known significant biological relations. We perform 

comparisons on the inference results based on our algorithm and LGGM. The same 

framework is applied for different time slices in order to examine time dependencies. 

7.1 NETWORK CONSTRUCTION AND DIRECT RELATIONS 
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 The data samples we used for testing concern the developing Arabidopsis thaliana 

seeds [62], [63], harvested at 5, 7, 9, 11, and 13 days after flowering using Affymetrix 

ATH1 chips. We isolated the carbohydrate metabolism pathway including 7 ‘significant’ 

and 6 ‘unrelated’ genes and studies the network associated with this pathway. Genes 

that encode invertases (At1g35580, At5g22510) or sucrose synthases (At3g43190, 

At4g02280, At5g20830, At5g37180, and At5g49190), both being important enzymes in 

the metabolism of sucrose, were designated as ‘significant’ genes [64]. In order to test 

our proposed algorithm, we included more than one sucrose synthase genes as internal 

controls. As ‘unrelated’ genes we designated six genes that are involved in other 

biological processes (intracellular traffic, energy, protein destination and storage, 

disease/defence) in carbohydrate metabolism [62], [65]. These ‘unrelated’ genes are 

either expressed in seeds (At1g54050 and At3g17520) or not expressed in seeds 

(At1g13140, At2g39470, At4g14630, At4g15010) and are identified as biomarkers for 

specific organs (flowers, leaves, roots, siliques) in Arabidopsis. Overall, we studied 113 

genes and 27 gene-protein pairs, for all stages of growth. Our goal was to verify known 

gene-protein interactions, direct associations between genes as well as to highlight how 

the pathway is affected by significant factors. 

Table 2 presents the number of verified gene-protein pairs. The first column describes 

different thresholds on partial correlation set on PC for EQ. 15, while the second column 

provides the thresholds of absolute difference of EQ. 14 for KDE. The third and fourth 

columns summarize for both approaches the verified number of gene-protein 

interactions. The fifth and sixth columns present the number of new edges that have 

Threshold Verified Pairs New Edges Oriented Edges 

PC KDE PC KDE PC KDE PC KDE 

≥0.  ≤0.  19/27 1/27 5594 421 192 51 

≥0.  ≤0.  15/27 7/27 4852 1075 181 95 

≥0.3 ≤0.3 8/27 14/27 4097 1969 159 83 

≥0.4 ≤0.4 9/27 15/27 3357 2741 140 82 

≥0.5 ≤0.5 8/27 17/27 2618 3995 165 93 

≥0.6 ≤0.6 6/27 17/27 1942 5224 133 77 

≥0.7 ≤0.7 4/27 17/27 1300 5682 124 66 

≥0.8 ≤0.8 4/27 23/27 753 6100 111 70 

≥0.9 ≤0.9 0/27 22/27 286 6327 58 60 

 TABLE 2: Network structure for various thresholds with PC and KDE algorithms 
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occurred for each threshold while the two last columns describe the number of edges 

that changed orientation according to BIC criterion. 

The results indicate that as thresholds increase for the inferred networks with the PC 

algorithm, the graph becomes sparser with less interactions being verified. This is due 

to the lack of strong partial correlations between molecular units. On the contrary, as 

thresholds of KDE increase, the correlation also increases implying that genes-proteins 

are found to be less independent. Thus, more interactions are identified in KDE and the 

graph becomes more cohesive.  

Table 3 shows the verified interactions between genes as well as interactions of 

proteins. We compared the performance of the two approaches taking into account the 

existent information on gene-gene and protein-protein interactions from two related 

databases, namely ATTED-II, the Arabidopsis gene co-expression database [66] and 

AtPIN, A. thaliana Protein Interaction Network [67].  The former provides 3,321 genes 

(interacting directly or indirectly), while the latter provides 1,092 protein-protein 

interactions, when all examined  genes are used as input queries for known gene or 

protein interactions in A. thaliana, respectively. For the examined pathway we retrieved 

62 known gene interactions and 729 protein interactions [68]. The high number of 

protein interactions may be relevant to a number of physically interacting proteins, but 

also to a number of interacting proteins that are not physically connected. 

Threshold Verified Gene Interactions Verified Protein Interactions 

PC KDE PC KDE PC KDE 

≥0.  ≤0.  58/62 0/62 240/729 46/729 

≥0.  ≤0.  52/62 3/62 212/729 76/729 

≥0.3 ≤0.3 48/62 6/62 182/729 108/729 

≥0.4 ≤0.4 44/62 19/62 158/729 148/729 

≥0.5 ≤0.5 39/62 34/62 130/729 184/729 

≥0.6 ≤0.6 35/62 47/62 106/729 220/729 

≥0.7 ≤0.7 28/62 53/62 84/729 236/729 

≥0.8 ≤0.8 20/62 57/62 60/729 256/729 

≥0.9 ≤0.9 08/62 60/62 38/729 262/729 

 
TABLE 3: Gene-gene and protein-protein interactions for various thresholds  
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Table 2 and Table 3 provide a notion of the identified number of verified interactions. 

Comparing the performance of two methodologies, KDE appears to behave better in 

capturing the above biological associations. More precisely, KDE identifies up to 81% of 

known gene/protein interactions,   up to 96% known gene-gene interactions and up to 

36% existent protein-protein interactions. These percentages for PC are 70%, 93% and 

33%, respectively. Finally, to assess the network reconstruction ability, we counted true 

positives TP (correctly identified true edges), false positives FP (spurious edges), true 

negatives TN (correctly identified zero-edges) and false negatives FN (not recognized 

true edges) edges. Figure 14 (left), summarizes the true positive rate for both 

algorithms, meaning framework’s ability to detect existent interactions. 

In order to find the optimal threshold for each algorithm the size of the graph has to 

be taken into consideration. This is necessitated by the fact that as graph becomes 

denser, more interactions are generated. Thus the probability of capturing preexistent 

associations increases. Figure 14 (right), presents for all thresholds the performance of 

two methodologies according to F-score metric,   
       s          

     s           
. In conclusion, 

appropriate threshold for KDE is        while for PC it is set to      . 

From a statistical perspective, many false positive edges were found (leading to low 

F-score). However, this aspect needs further discussion to reveal its valid implications. 

The false positive rate of connections becomes large due to the consideration as ground-

truth positive of only the direct interactions that have also been biologically confirmed. 

In practice, the majority of molecules in the neighbor of a gene or protein participate in 

similar biological processes. It is expected therefore that this neighborhood defines 

many more direct interactions that have not been established yet. Thus, an alternative 

consideration would concern the inclusion of all direct connections in the neighborhood 

of established ones in the definition of ground-truth positive, as a valid assumption that 

contributes to the determination of relevant false positives and the correct 

interpretation of the performance metric.  

 

FIGURE 14: Left, True positive rate for the verified gene or/and protein interactions for KDE and PC 

algorithms. Right, F-measure for different thresholds on KDE and PC algorithms . 
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Addressing these aspects in more detail, Figure 15 presents a snapshot of the 

constructed KDE network where the At3g55650 (a) and At3g03250 (b) genes are 

directly connected to their neighbors. The central gene is associated with biologically 

verified genes (green squares), whereas triangle and elliptical elements indicate false 

positive association. For gene At3g55650, KDE has successfully captured all known 

biological interactions. However, apart from all known associations of gene At3g03250, 

KDE derives many interactions considered as false positives (brown ellipses). These 

interactions deserve closer attention, since some of them could be encountered as true 

positives because their molecules participate in the same processes as their neighboring 

genes (green squares). For instance, some interacting molecules may be the result of 

indirect connections (not physically interacting proteins) with At3g03250 [69]. 

Similarly, At1g13440, At3g12780, At2g36580 and the At3g03250 in Figure 15 are all 

identified as 14-3-3 client and binding proteins [70]. 

Recent studies report that the 14-3-3 proteins interact dynamically with proteins 

engaged in plant nitrogen and carbon metabolism, and appear to possess a modulatory 

role in Arabidopsis seed development. They also suggest an important role for 14-3-3 

proteins in the homeostatic control of crucial glycolytic intermediates, such as the 

phosphoenolpyruvate (PEP) [70]. Thus, we speculate that the central molecule 

At3g03250 might indeed be interacting with At1g13440, At3g12780 and At2g36580 

through 14-3-3 proteins that are involved in carbohydrate metabolic process, including 

glycolysis of developing A. thaliana seed. Furthermore, due to the verification of the 

interaction between the central gene At3g03250 and the At1g09780 gene that encodes 

a phosphoglycerate mutase isozyme, we expected that the observed interactions with  

two other isozymes of phosphoglycerate mutase (At3g08590, At4g09520) could also be 

 

FIGURE 15: Snapshot of direct connected genes/proteins in the KDE (0.4) network for selected (central) genes. 

Square green molecules indicate true positive relations; brown triangles reflect false positives and brown 

ellipses denote controversial false positives. Grey and orange edges show genetic and proteomic associations, 

respectively. 
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considered as true positives, as they all catalyze the same reversible reaction (3-

phospho-D-glycerate to 2-phospho-D-glycerate). In this form, the statistically derived 

interactions could substantiate valid assumptions for biological consideration.  

In addition to indirect relations within the pathway, there are many indirect 

interactions of the selected pathway with external ones that affect the carbohydrate 

metabolism and need to be taken into consideration. Thus, necessary corrections on 

biological grounds can drastically decrease the false positive rate and increases the F-

score. Nevertheless, we do not examine those interactions because our analysis focuses 

only on the molecular factors of the carbohydrate pathway. In fact, using ANAP 

(Arabidopsis Network Analysis Pipeline) [71], an interactive Web tool that contains 

protein interaction data information from 11 public Arabidopsis databases [72], we 

constructed a protein interaction network based on our studied genes/gene products as 

input and confirmed a number of 3,544 edges. This implies that our framework 

performs well in capturing genetic interactions, since for the proposed threshold of 0.4 

the network constructed via KDE consists of approximately 3,000 edges. 

7.2 DIRECT AND INDIRECT IMPLICATIONS OF ACTIVATION  

 

FIGURE 16: Histogram comparison between mean and variances of KDE and PC networks. (a), (b) 

Proposed methodology vs LGGM on KDE network; (c), (d) Proposed methodology vs LGMM on PC network. 

All frameworks show small variances for all nodes. However, with LGGM approach (c, d) the means have 

wider range while with the proposed methodology (a, b) means are close to zero similar to the 

experimental data. Notice that KDE (a) also attains very small means as the horizontal scale is much 

smaller than the other approaches . 
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The next step in evaluating algorithm’s efficiency was the examination of the direct 

and indirect genetic implications for different time stages. For this purpose, we included 

in the studied carbohydrate pathway the 13 genes (7 ‘significant’, 6 ‘unrelated’ genes). 

The basic idea was to select a group of genes whose expression is known to affect the 

involved genes/proteins in the pathway. For the experimental values of those groups of 

genes, we predict which genes/proteins seem to be expressed (activated) or under-

expressed (inhibited) and if those predicted direct and indirect associations are verified 

according to the findings of Hajduch et al. (2010) work [62]. 

Towards this direction, we consider the estimation of the conditional probabilities 

for the selected networks of PC and KDE. For the generated networks, the mean and 

variances are compared with the equivalent parameters of the LGGM approach. Figure 

16a,b  present the histograms of mean and variances for the computed probabilities. For 

both KDE and PC networks, the conditional Gaussian distributions according to our 

proposed method fluctuate tightly around low means, while the LGGM approach 

fluctuates over a wider range. This is due to the fact that conditional dependencies in 

LGGM are modeled by the sum of parental means, while with our modeling conditional 

distributions are more depended on the experimental data. This is also conducted by 

the expression data which show that the values of genes/proteins are low with small 

deviation.  

We now proceed with the verification of expression profiles for the studied genes 

and proteins for five stages of growth, as presented in Figure 17. For this purpose we 

isolated the genes At2g01140, At3g03250, At5g52920, At1g73370, At5g47810, 

At5g56630, At3g55650, At4g29220 and At5g22510, which show different expressions 

during the five stages of growth. Furthermore, they hold an important role in 

carbohydrate metabolism and their study is expected to reveal an impact on the 

genes/proteins involved in the pathway. To determine the impact of expression levels, 

we pose inference queries conditioned on the observation of each of the above genes. 

For instance, the probability of gene At3g26650 to be inhibited when At2g01140 gene is 

activated is summarized as the conditional probability of the first given the expression 

level of the latter.  In order to model the activation and inhibition, we set a threshold as 

a mean of the experimental values for each gene. We mention here that in our 

consideration, a gene can either be activated or inhibited. Thus, a gene/protein is 

considered inhibited if its expression is lower than the experimental mean of this 

gene/protein in the dataset; otherwise, it is labeled as activated. In order to also account 

for uncertainties in the close region of the threshold, the computation of the conditional 

probability takes soft bounds on activation/inhibition, considering the mean 

plus/minus one standard deviation, respectively. Moreover, the above mentioned genes 

are observed according to a random value in the range of activation/inhibition. 
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FIGURE 17: Schematic view of carbohydrate metabolism during seed filling of Arabidopsis. 

Expression (heat) maps of individual protein (P) and transcript (T) expression based on proteomics 

and microarray experiments as relative value to 5 DAF are shown. Protein/transcript pairs are 
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under one ATG number. Asterisks in red and bold depict the 9 observed genes. At5g22510 (top) is 

external to the pathway and considered as ‘significant’ gene. [With permission of the authors and 

journal. Originally published in: Hajduch M, Hearne LB, Miernyk JA, Casteel JE, Joshi T, Agrawal GK, 

Song Z, Zhou M, Xu D, Thelen JJ; Plant Physiol. 2010, 152(4), 2078-2087; 

doi/ 0.  04/pp. 09. 5 4 3; www.plantphysiol.org; "Copyright © American Society of Plant 

Biologists".] 

Table 4 summarizes the predicted expression levels from our proposed method on 

the KDE network. The first column shows the targeted genes for inference. The rest 

columns show the predicted expression profiles for the other involved genes/proteins 

in the pathway for all stages of growth. The presented expression profiles were selected 

as the most significant with the highest probability to occur. The ‘related’ gene 

At5g22510 appears in many cases to have opposite expression compared to At1g73370. 

Both genes are enzymes that catalyze the sucrose cleavage in plants but the final 

products of their enzymatic pathways are different in important aspects. Additionally, 

Table 4 presents the outcome of the predicted associations when At1g73370 and 

At3g03250 are simultaneously observed as activated and inhibited, respectively. There 

are many reasons for posing this query. We wanted to examine the robustness of the 

proposed method for a complex of important genes. Furthermore, queries with opposite 

genetic behaviors correspond to a more realistic interpretation. Last, we observe that 

genes At1g73370 and At3g03250 have particular biological significance in A. thaliana 

carbohydrate metabolism. More specifically, At1g73370 encodes a sucrose synthase, 

which is implicated in sucrose metabolism and is vital for homeostatic regulation 

between metabolic pathways and sucrose signals. In addition, genes that encode 

sucrose synthase enzymes are responsive to the action of their own enzyme products 

[64]. The At3g03250 gene encodes the UDP-glucose pyrophosphorylase, a key enzyme 

for carbohydrate metabolism that is essential in Arabidopsis [73].  It is reported that the 

At3g03250 gene is co-regulated with genes implicated in carbohydrate metabolism, late 

embryogenesis and seed loading [74] .  

Our analysis of sparse experimental data in Table 4 allows the generation of gene-

protein networks and illustrates three key points focusing on the outcome interactions 

of the ‘significant’ genes associated with the KDE method (Table 4). First, we observe 

that the target genes from the 1nd column interact with genes from other columns, most 

of which are involved in carbohydrate metabolism. These gene-pairs are indirectly 

interconnected according to ATTED-II [66]. Second, we highlight new gene-protein 

interactions between the ‘significant’ genes and proteins (4th column).We highlight two 

indicative examples, (i) fructose 1,6-biphosphate aldolase 6 (AtFBA6), which is a key 

enzyme in glycolysis and gluconeogenesis in plant cytoplasm and may have crucial role 

in stress and sugar signaling [75], and (ii) plastidial glyceraldehyde 3-phosphate 

dehydrogenase, A subunit (GAPA) that participates in the reductive carbon cycle and 

also is involved in response to sucrose stimulus [76]. Third, we reveal new gene-gene 

(direct or indirect) interactions between the target genes and the genes showed in other 

columns, including interactions with the seemingly ‘unrelated’ genes. Interestingly, the 
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‘unrelated’ gene At3g 75 0 has inference significance and is a member of the group 4 

late embryogenesis abundant (LEA) protein genes [65]. The presence of their encoded 

LEA proteins is related to the adaptive response of higher plants caused by adverse 

conditions to maintain normal metabolism [77]. The observed gene-gene and gene-

protein interactions between the various ‘significant’ genes with LEA gene or GAPA and 

FBA protein, should be experimentally analyzed in order to find their possible 

associations or cross-talks between carbohydrate metabolism and other pathways 

during seed development in A. thaliana. 

In a related attempt of Hajduch et al. (2010)[62] to examine the behavior of genes 

and corresponding proteins, the expressions from 2nd to 5th stages of seed development 

is compared to the corresponding 1st stage (Figure 17). In the associated color map, red 

regions imply concentration increase compared to 1st stage, green regions indicate 

decrease, while black regions reflect no change in concentration. Regarding the 

expression of pairs in Figure 17 (26 pairs), the study of Hajduch et al. (2010) based on 

linear regression, reveals disagreement with the heat-map in some gene-protein pairs 

with opposite expression profiles. This effect is also derived from our approach for the 

gene-protein pairs At2g21330, At3g52930, At3g26650, At2g36460, At1g13440 and 

At1g76550, as presented in Table 4. For the remaining gene-protein pairs, the predicted 

expressions from our model attain low probabilities, with one exception of the 

At2g21170 pair that expresses discordance of expressions in time and is attributed to 

post transcriptional regulation. 

In the last section we compare the performance of our proposed method with LGGM 

applied on the KDE and PC networks. The genes At2g01140, At3g03250, At5g52920, 

At1g73370, At5g47810, At5g56630, At3g55650, At4g29220 and At5g22510 are 

simultaneous observed due to their importance in the involved biological processes into 

the pathway. Table 4 presents the predicted expressions of our proposed method on 

 

FIGURE 18: Predicted expressions for the nine observed genes (square blue) for all stages of development. 

Inhibited molecules are marked as green diamonds and activated as red triangles. Genetic interactions are 

presented as grey and proteomic as orange. [Created by Cytoscape Platform].  
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KDE network. The predicted outcomes indicate high probabilities and same expression 

profiles for all stages of development. 
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Interactions of observed with other genes in the KDE network at different time points. The observed genes are selected based on their inference significance 

Observed 
Genes 

Predicted interactions/Day-KDE (0.4) 

 1st Day 2nd Day 3rd Day 4th Day 5th Day 

At1g73370 At g  330↑ 
At3g5 930↑ 
At3g 6650↑ 

- 
At g   70↑ 
At g0  40↓ 
At3g 75 0a↑ 

- 
- 
- 

At3g 5530↑ 
At g4 970↑ 
At3g  780↑ 
At5g478 0↑ 
At g09780↑ 
At5g60760↑ 
At g79550↑ 
At4g0  80↑ 
At g50390↑ 
At g3 060↑ 
At5g49 90↓ 

p   5↓(At g  330  
p  73↓( At3g5 930  
- 
p496↑ (At g36460  
p 39 ↓(At g   70  
- 
p 3  ↓(At3g 75 0  
p 877↓(At3g  960  
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

At g  330↑ 
At3g5 930↑ 
At3g 6650↑ 
At g36460↑ 
At g   70↑ 
At g0  40↓ 

- 
- 
- 

At g76550↓ 
- 
- 
- 

At5g478 0↑ 
At g09780↑ 

 
At g79550↑ 
At4g0  80↑ 

- 
At g3 060↑ 
At5g49 90↓ 

p   5↑(At g  330  
p  73↑( At3g5 930  
p53 ↑( At3g 6650  
p496↑(At g36460  
- 
- 
p 3  ↓(At3g 75 0  
p 877↓ (At3g  960  
p5  ↓(At g 3440  
p 75↓( At g76550  
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

At g  330↑ 
At3g5 930↑ 
At3g 6650↑ 

- 
At g   70↑ 
At g0  40↓ 
At3g 75 0a↑ 

- 
At g 3440↓ 
At g76550↓ 
At3g 5530↓ 
At g4 970↑ 
At3g  780↑ 
At5g478 0↑ 
At g09780↑ 
At5g60760↑ 
At g79550↑ 
At4g0  80↑ 
At g50390↓ 
At g3 060↑ 
At5g49 90↓ 

p   5↑(At g  330  
p  73↑( At3g5 930  
p53 ↑( At3g 6650  
p496↑(At g36460  
p 39 ↓(At g   70  
- 
p 3  ↓(At3g 75 0  
p 877↓ (At3g  960  
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

At g  330↑ 
At3g5 930↑ 
At3g 6650↑ 
At g36460↓ 
At g   70↑ 
At g0  40↓ 

- 
- 
- 

At g76550↓ 
At3g 5530↓ 

- 
At3g  780↑ 
At5g478 0↑ 
At g09780↑ 
At5g60760↑ 
At g79550↑ 
At4g0  80↑ 
At g50390↓ 
At g3 060↑ 
At5g49 90↓ 

p   5↑(At g  330  
p  73↑( At3g5 930  
p53 ↑( At3g 6650  
p496↑(At g36460  
- 
- 
p 3  ↓(At3g 75 0  
p 877↓(At3g  960  
p5  ↓(At g 3440  
p 75↓( At g76550  
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

At g  330↑ 
At3g5 930↑ 
At3g 6650↑ 

- 
At g   70↑ 

- 
At3g 75 0a↑ 

- 
At g 3440↑ 
At g76550↓ 

At3g25530 
At g4 970↑ 
At3g  780↑ 

- 
At g09780↑ 
At5g60760↑ 
At g79550↑ 
At4g0  80↑ 
At g50390↓ 
At g3 060↑ 
At5g49 90↓ 

p   5↑(At g  330  
p  73↑( At3g5 930  
p53 ↑( At3g 6650  
 p496↑(At g36460  
p 39 ↓(At g   70  
p   8↓( At g0  40  
p 3  ↓(At3g 75 0  
p 877↓(At3g  960  
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 

At5g22510 At g  330↓ 
At3g5 930↑ 
At3g 6650↓ 
At g36460↓ 
At g   70↑ 
At g0  40↓ 
At3g 75 0a↑ 

- 
At g4 970↑ 
At3g  780↑ 
At5g60760↑ 
At g79550↑ 
At4g0  80↑ 

- 
- 

At4g38970↓ 
At g73370↑ 

p   5↓(At g  330  
- 
- 
p496↑(At g36460  
- 
- 
- 
p5  ↑(At g 3440  
- 
- 
- 
- 
- 
- 
- 
- 
- 

At g  330↑ 
At3g5 930↑ 
At3g 6650↓ 
At g36460↑ 
At g   70↓ 
At g0  40↓ 

- 
- 
- 
- 
- 

At g79550↑ 
At4g0  80↑ 

 
At g3 060↓ 

- 
- 

At g73370↓ 

p   5↓(At g  330  
- 
- 
p496↑(At g36460  
- 
- 
- 
- 
- 
- 
- 
- 
- 
- 
p 035↓( At g74030  
- 
- 

- 
At3g5 930↑ 
At3g 6650↓ 

- 
At g   70↓ 
At g0  40↓ 
At3g 75 0a↑ 

- 
At g4 970↑ 
At3g  780↑ 

- 
At g79550↑ 

- 
At g3 060↓ 

- 
- 
- 

p   5↑(At g  330  
p  73↑( At3g5 930  
- 
p496↑(At g36460  
- 
p   8↓ (At g0  40  
- 
p5  ↓(At g 3440  
- 
- 
- 
- 
- 
- 
- 
- 
- 

At g  330↑ 
At3g5 930↑ 

- 
At g36460↑ 
At g   70↓ 
At g0  40↓ 

- 
- 
- 

At3g  780↑ 
- 

At g79550↑ 
At4g0  80↑ 
At g3 060↓ 

- 
At4g38970↓ 
At g73370↑ 

p   5↑(At g  330  
p  73↑( At3g5 930  
- 
p496↑(At g36460  
- 
- 
- 
- 
- 
p   4↓ (At3g  780  
- 
- 
- 
- 
p 035↓( At g74030  
- 
- 

At g  330↑ 
At3g5 930↑ 

- 
- 

At g   70↓ 
- 

At3g 75 0a↑ 
At g 3440↑ 
At g4 970↑ 
At3g  780↑ 

- 
At g79550↑ 
At4g0  80↑ 
At g3 060↓ 

- 
At4g38970↓ 
At g73370↑ 

p   5↑(At g  330  
p  73↑( At3g5 930  
- 
p496↑(At g36460  
- 
p   8↓( At g0  40  
- 
p5  ↓ (At1g13440) 
- 
p   4↓ (At3g  780  
- 
- 
- 
- 
p 035↓( At g74030  
- 
- 

At1g73370 
At3g03250 

At g  330↓ 
At3g5 930↓ 
At3g 6650↓ 

- 
At g   70↓ 
At g0  40↑ 
At3g 75 0a↓ 

- 
At g4 970↓ 
At3g  780↓ 
At g79550↓ 

- 
At g50390↓ 

p   5↑(At g  330  
- 
- 
p496↓( At2g36460) 
p 39 ↑(At2g21170) 
- 
p 3   ↑(At3g17520) 
- 
- 
- 
- 
- 
- 

At g  330↓ 
At3g5 930↓ 
At3g 6650↓ 

- 
At g   70↓ 
At g0  40↑ 

- 
- 
- 
- 

At g79550↓ 
At g76550↓ 
At g50390↓ 

p   5↓(At g  330  
- 
p53 ↓( At3g 6650  
- 
- 
p   8↑( At g0  40  
p 3   ↑(At3g 75 0  
p5  ↑( At g 3440  
- 
- 
- 
p 75↑( At g76550  
- 

At g  330↓ 
At3g5 930↓ 
At3g 6650↓ 

- 
At g   70↓ 
At g0  40↑ 
At3g 75 0a↓ 
At g 3440↑ 
At g4 970↓ 
At3g  780↓ 
At g79550↓ 
At g76550↓ 
At g50390↓ 

p   5↓(At g  330  
p  73↑(At3g5 930  
p53 ↓( At3g 6650  
p496↓( At g36460  
p 39 ↑(At2g21170) 
p   8↓(At2g01140) 
p 3   ↑(At3g17520) 
- 
- 
- 
- 
- 
- 

At g  330↓ 
At3g5 930↓ 
At3g 6650↓ 
At g36460↑ 
At g   70↓ 

- 
- 
- 
- 

At3g  780↓ 
At g79550↓ 
At g76550↓ 
At g50390↓ 

p   5↓(At g  330  
p  73↓(At3g5 930  
p53 ↓( At3g 6650  
p496↓( At g36460  
- 
p   8↑( At g0  40  
p 3   ↑(At3g 75 0  
p5  ↑( At g 3440  
- 
- 
- 
p 75↑( At g76550  
- 

At g  330↓ 
At3g5 930↓ 
At3g 6650↓ 

- 
At g   70↓ 

 
At3g 75 0a↓ 
At g 3440↓ 
At g4 970↓ 
At3g  780↓ 
At g79550↓ 
At g76550↓ 

- 

p   5↓(At g  330  
p  73↓(At3g5 930  
p53 ↓( At3g 6650  
p496↓( At g36460  
p 39 ↑(At2g21170) 
 
p 3   ↑(At3g17520) 
p5  ↑( At g 3440  
- 
- 
- 
p 75↓( At1g76550) 
- 
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At g09780↓ 
- 

At5g49 90↑ 

- 
- 
- 

At g09780↓ 
- 

At5g49 90↑ 

- 
- 
- 

At g09780↓ 
At5g63680↓ 
At5g49 90↑ 

- 
 

At g09780↓ 
At5g63680↓ 
At5g49 90↑ 

- 
- 
- 

At g09780↓ 
At5g63680↓ 
At5g49 90↑ 

- 
- 
 

TABLE 4 : Predicted interactions from inference  
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Figure 19a and Figure 19b show how the heat-maps of the predicted expression 

profiles for all 5 days applying our proposed method on the networks produced by KDE 

and PC. Figure 19c and Figure 19d present the results after applying the LGGM 

approach on the respective networks. Regions on the heat maps marked as red 

represent the predicted activation while green regions the predicted inhibition. The 

intensities for both cases reflect signed probabilities with the inhibited predictions set 

as negative values. All predicted outcomes were chosen with probabilities higher than 

0.4 while black regions in the heat maps indicate cases with probabilities smaller than 

the above threshold. All cases represent predicted results of the observation of the nine 

above mentioned genes. Clearly, the proposed method enables both networks 

(constructed by KDE and PC) to achieve higher numbers of predicted interactions 

compared to the LGGM approach. Moreover, while our model captures inhibited in 

addition to activated expressions, the LGGM approach fails in identifying expressions 

with high probabilities for both types of networks. This illustrates another aspect of the 

proposed method as it predicts expression of genes for both activation and inhibition 

with high probabilities. 

In order to validate the above observations we compare the 4 derived heat-maps 

with the results of Hajduch et al. (2010). More specifically, we compute the precision of 

our outcome in relation to the results of Figure 17 and set each predicted expression as 

true (false) positive if it agrees (disagrees) with the corresponding prediction of  Figure 

0

 

FIGURE 19: Heat maps of the predicted expressions for all stages of seed development. White regions imply 

inhibition, grey regions imply activation, and black regions reflect none predicted expression. a) Proposed 

method on KDE network; b) LGGM method on KDE network; c) Proposed method on PC network; d) LGGM 

method on PC network.  
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17. However, the true positive relations are difficult to define in the entire dataset. In 

our consideration, they involve only the direct connections in Figure 17 to the observed 

genes/proteins, in addition to their neighboring molecules. The main rationale for this 

assumption is that adjacent molecules are expected to engage in similar biological 

processes and interact with the observed ones.  

Figure 20 describes the precision-recall curves on KDE and PC networks for different 

levels of probability, higher than 0.75. Right-most points indicate probability higher 

than 0.6, while left-most points reflect probability bound equal to 1. Notice that none 

framework can reach precision level higher than 0.75. This is an expected outcome 

because many of the involved genes considered as true positives do not show 

discriminant expressions (activated/inhibited). In essence, we cannot identify these 

interactions because the experimental data do not clearly reflect information on 

activation/inhibition. The proposed method applied on the KDE network (Figure 20a) 

reaches higher levels of precision and recall that other approaches, with higher 

probabilities. It can identify successfully up to 40% of the true positives with probability 

1 and as the subset of the predicted interactions is augmented (lower thresholds on 

probability), the precision also rises reaching its highest score at probability 0.5. This 

implies that the proposed framework is able to discriminate the expression profiles 

giving high scores to true positives. In contrast, while other approaches show similar 

 

FIGURE 20: Precision-recall curves for different levels of probability according to the het-maps. The rightmost 

point in each figure reflects probability over 0.4 while the leftmost point is for probability 1; increase in 

probability is for 0.5. a) Proposed method on KDE network; b) LGGM method on KDE network; c) Proposed 

method on PC network; d) LGGM method on PC network 
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precision scores they fail in reaching high recall. This implies that the amount of 

predicted interactions is far less than the expected number of true positives, which also 

increases the number of false negatives. Overall, our method outperforms others in 

revealing predicted temporal expressions in terms of recall and precision, in addition to 

discriminating activated and inhibited genes/proteins. Interestingly, while the LGGM-

KDE (Figure 20b) approach has low recall, it has higher precision levels compared to 

LGGM-PC (Figure 20c) and PC (Figure 20d). This suggests that the network structure 

based on KDE has successfully captured many biological interactions verifying the 

superiority of KDE over PC.  

7.3 CONCLUSION 

Clearly, the KDE approach models quite well the verified associations between the 

participating genes/proteins, as the majority of the genes/proteins are located close to 

the processes of the carbohydrate metabolism pathway. On the contrary, the PC 

approach appears to capture less of those associations. Thus, our results indicate that 

KDE performs better on the of network construction. This supports the aforementioned 

statement that KDE is resilient in modeling the genetics associations with sparse 

experimental data. Considering the modeling of conditional dependencies, both heat 

maps and precision curves prove that genetic associations enclose more complex 

dependencies, whereas linear Gaussian approaches lack the ability to model such 

relations. Ongoing research is under investigation in an attempt to reveal the potential 

benefits of this methodology on human cancer, so as to highlight important gene 

profiles of the participant genes in dysregulated pathways in cancer diseases (oral, 

breast) .  

Perhaps the most important contribution of this study is the provision of a different 

perspective in revealing the identity of genetic interactions. More specifically, network 

construction studies have proven that extracting direct genetic interactions is a far 

more complex problem than the one studied with simplifications in the different layers 

of genetic information, explaining the poor results obtained on precision especially in 

complex organisms. The direct interactions are to a large extent unknown, especially if 

we take into account all the possible pathways that affect groups of genes. In addition, 

the available knowledge of direct interactions is established under specific conditions, 

which also seem to change when abnormalities happen. These issues imply the need to 

reexamine the generation mechanism for expression profiles in relation to underlying 

genetic factors and their direct or indirect relevance in specific pathways. In this 

direction, our approach enables the verification of relations in the expression profiles 

from the underlying interactions, and can be used as a first step in studying whether 

indirect effects of important genetic molecules verify to a good extent the expression 

profiles of genes involved in the pathway.  

At this point we need to address an important issue associated with the thresholds 

on the bounds of activation and inhibition. The consideration of the sample means from 
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experimental data is a naïve approach, since it is drastically influenced by the frequency 

of activations/inhibitions in the data; if one gene is far more often activated than 

inhibited, the bounds of inhibition cannot be computed reliably. Thus, the mean is not 

always an acceptable and robust threshold. In our study, this was not an obstacle due to 

the scarcity of the data, but in datasets with a respectable amount of samples this has to 

be examined carefully, since inappropriate thresholds may give different results in 

terms of activation and inhibition. Subsequently, this would affect the precision in 

identifying activated and inhibited expressions. 
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8. BREAST CANCER DATASET 

 

In this chapter we apply the proposed methodology to the human organism and 

especially on breast cancer disease. Using existing knowledge on molecular pathway 

organization, we apply the proposed methodology as described in Section 6.2.1 to find 

differences, such as up and down regulations, between different populations. Based on a 

previous study [78], we will attempt to examine if the predicted up and down 

regulations are consistent with the results of Koumakis et al. approach. For this reason 

we will follow a similar concept with Koumakis et al. analysis so as to have the same 

base of discussion.  

More specifically, we focus only on two populations which are grouped as estrogen 

responsive positive (ER+) and estrogen responsive negative (ER-). Most breast cancer 

(BC) cases are estrogen responsive, a series of growth promoting pathways are 

activated, for example, ErbB signaling GRN. In an effort to reveal the underlying 

regulatory mechanisms that govern BC patients’ treatment responses we applied the 

presented methodology on a set of three independent gene-expression studies targeting 

the ER phenotypic status of the respective patients, i.e., ER+ vs. ER- . The details of the 

gene-expression data from the three studies are: GSE7390 (the GEO-Gene Expression 

Omnibus study code), 286 patients; GSE2990, 183 patients; GSE3494, 247 patients;[78].  

We isolated 2 pathways for these purposes which are signal transduction pathways 

associated with cancer. These pathways describe how molecules interact, thus based on 

these graphs we will take for granted the basic genetic structure. Among many 

pathways responsible for cancer development we only focused on the most known for 

BRCA: the ErbB (Kegg code: hsa04012), mTOR (Kegg code: hsa04150) according to 

KEGG database. Figure 21 shows the ErbB and mTOR pathways with the total involved 

molecules. Totally, from the selected pathways 121 genes including their closely related 

human genes, such as the three RAS genes (Hras, Nras, Kras) or encoded protein family 

members (e.g. Crk and CrkL) and protein isoforms (e.g. AKT1, AKT2 and AKT3), were 

studied.   
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FIGURE 21: ErbB signaling and mTOR pathways 
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8.1 EXPERIMENTAL SETUP 

Combining the knowledge from three different datasets –GSE7390, GSE2990 and 

GSE3494- we made a distinct separation between the ER+ and ER- samples. Totally, 123 

ER- and 44- ER+ samples were isolated from all datasets and based on these 

observations we estimated the cpd for all 121 genes in  the above mentioned pathways. 

Also, each dataset contains a multiple number of probes that correspond to the same 

gene. These id probes are sample repetitions for all genes using a different probe.  For 

this reason we only took into consideration one randomly selected probe id that 

corresponds to each gene.   

In order to estimate probabilities of up and down regulation we must first define 

specific expression thresholds for all genes. Expression values higher than these 

thresholds correspond to up regulation while values smaller values correspond to down 

regulation. For this purpose we followed the approach as analyzed in Koumakis et al. 

[78], where for each gene is computed a threshold according to the frequency of the 

samples. Thus, for gene we took one threshold as the mean of the computed thresholds 

of all datasets after applying the Koumakis et al algorithm. 

  

TABLE 5: (LEFT) Computed thresholds for each dataset and for all genes. (Right) The expression 

values for each gene grouped as ER+ and ER- patients. 

8.2 INFERENCE QUERIES-RESULTS 

The query selection was based on the findings of Koumakis et al research.  According 

to Table 6 there are obvious differences between ER+ and ER- patients as far the up and 

down regulations are concerned. The results are summarized as [78]: 

 The ER- path originates from TGFα (transforming growth factor, alpha , AR 

(amphiregulin), BTC (betacellulin), and EPR (epiregulin) epidermal growth 

factors that activate both ErbB-1 and ErbB-2 receptors; then, the two receptors 

initiate the path GRB  → GAB  → PI3K → PKB/Akt that guides to the activation of 
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mTOR that activates p70S6K which signals “protein synthesis”, and inhibits BAD 

which signals “cell survival”; 

 The ER+ path originates from the neuregulins NRG1, NRG2 (neuregulin1,2) that 

that bind and activate ErbB-3 and ErbB-4 followed by the PI3K → PKB/Akt 

activation reaction which is also part of the ER- path. But now, PKB/Akt acts just 

as an inhibitor of GSK-3 and blocking of “Metabolism”. Moreover, PKB/Akt 

activates mTOR, which now acts as an inhibitor of EIF-4EBP with the result of 

blocking “protein synthesis”. According to the recent biomedical literature the 

aforementioned results are quite relevant to the estrogen-receptor status - we 

focused our exploration on the mechanisms underlying the resistance to pure 

estrogen antagonist 
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TABLE 6:  Activation or Inhibition for the ER+ and ER- patients for the ErbB signaling pathway. 

Results of Koumakis et al research.  

Based on the above findings we aim to validate whether these results are verified 

following our analysis. For this reason, we organize the posed queries into four groups 

of observed genes: 

1. Which molecules are activated or inhibited, when EGF is observed 

2. Which molecules are activated or inhibited, when pink genes  are activated in 

the ER- patients (TGFa,AR,ErbB1, ErbB2, Grb2) 

3. Which molecules are activated or inhibited, when red genes  are up regulated 

activated in the ER+ patients (NRG1,NRG2,ErbB-3, ErbB-4) 

4. Which molecules are activated or inhibited, when brown genes  are activated 

both in the ER+ and ER- patients (GAB1,mTOR,PI3K,PKB/Akt) 

For instance, if we want to examine whether EGF is responsible for differences 

between ER+ and ER- patients, we compute the probability of activation or inhibition 

for all the other molecules in the pathway. If the produced probability is higher than 0.5, 

then we consider EGF as an important factor that affects the signaling in the pathway. If 

the equivalent queries result to differences between ER+ and ER-, we consider EGF as 

an important factor for signaling alterations. Finally, for each of the above queries are 

included : a) the closely related human genes, and/or b) the family members, and/or c) 

the isoforms. 



June 28, 2013 [GRAPHICAL MODELS IN GENOMIC NETWORKS] 

 

56 Breast Cancer Dataset | Technical University of Crete 

 

TABLE 7: Experimental results of the proposed analysis. The 1st column describes the posed 

queries, while the other columns the main regulation profile for ER+ and ER - patients.  

Observed gene Activation ER+ 

ER- 

 

Inhibition 

ER+ ER- 

 

Activation 

ER- 

 

Inhibition 

ER- 

 

Activation 

ER+  

 

Inhibition 

ER+ 

 

Koumakis et al 

study 

GAB1; PI3K 
(PIK3CA, PIK3CB, 
PIK3CD, PIK3CG, 
PIK3R1, PIK3R2, 
PIK3R3, PIK3R5); 
PKB/Akt (AKT1, 
AKT2, AKT3); MTOR 

CDKN1A TGFα/AREG; 
EGFR; GRB2; 
p70S6K 
(RPS6KB1, 
RPS6KB2); 
HIF1A 

BAD NRG1/ 
NRG2; 
ERBB3; 
ERBB4 

GSK3B; 
EIF4EBP1  

EGF EGFR (EGF/AREG); 

PIK3CA, PIK3CB, 

PIK3CD, PIK3R1, 

PIK3R5; AKT1, 

AKT2, AKT3; MTOR; 

RPS6KB1; BAD; 

GSK3B; 

GAB1;CDKN1B, 

CDKN1A; NRG1; 

HIF1A 

RPSK6KA2; 

ERBB3;  

ERBB4; 

NRG2; BTC 

 

PIK3CG PIK3CB, 

PIK3R2, 

PIK3R3 

 

PIK3CB, 

PIK3R2, 

PIK3R3 

 

PIK3CG 

GAB1-PI3K-

PKB/Akt-

mTOR  

(Brown) 

 

EIF4B, EIF4E; 

RPS6KB1, PRS6KB2, 

RPS6KA1, RPS6KA3, 

RPS6KA6;  GRB2; 

EGFR; TGFA; AREG; 

EREG; NRG1 

 

ERBB3, 

ERBB4; BAD;  

GSK3B; 

CDK1A, 

CDK1B; 

HIF1A 

 

NRG2; 

EIF4E2, 

EIFEBP1; 

ERBB2; BTC 

 

- - ERBB2; 

EIF4EBP1, 

EIF4B4E2; 

BTC; NRG2 

 

TGFα/AREG-

ERBB1-GRB2 

(Pink) 

 

PIK3CA, PIK3CG, 

PIK3CD, PIK3R1, 

PIK3R3; PIK3R5; 

AKT2, AKT3; MTOR; 

RPS6KB1; RPS6KA1, 

RPS6KA3, RPS6KA6; 

BAD; GSK3B, 

CDKN1B, CDKN1A; 

BTC; NRG1, NRG2, 

HBEGF; HIF1A 

RPS6KA2; 

EREG 

 

- AKT1; 

PIK3CB, 

PIK3R2 

 

AKT1; 

PIK3CB, 

PIK3R2 

 

- 

NRG1/NRG2-

ERBB3-ERBB4 

(Red) 

 

PIK3CA, PIK3R5, 

PIK3R1, PIK3R2; 

AKT1, AKT2, AKT3; 

MTOR; RPS6KB1, 

RPS6KA1, RPS6KA3, 

RPS6KA6; BAD; 

GSK3B; 

CDKN1B;TGFA, 

AREG; EREG; EGFR, 

ERBB2; GRB2; GAB1; 

EIF4B, EIF4BP1; 

EIF4E, EIF4E2; 

HIF1A 

 

RPS6KA2 HBEGF ; 

PIK3CD, 

PIK3CG 

 

PIK3CB, 

PIK3R3; 

BTC 

 

PIK3CB, 

PIK3R3; 

BTC 

 

HBEGF; 

PIK3CD, 

PIK3CG 
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Ideally, we expect to predict that the groups in Table 6 have the same behavior in ER- 

and ER+ patients a. This means, for example, that we expect to find the pink genes as 

activated only in ER- patients or that BAD is inhibited only in the ER-. Table 7 describes 

the results after applying the proposed methodology in Section 6.3. The first column 

shows the posed query while the other columns the main genes that formulate the 

expression profile of the ER+ and ER- patients. The red indications in the table define 

the common genes between the proposed methodology and Koumakis et al analysis. 

Results focusing at PI3K pathway of ErbB signaling as presented in Table 6 show that 

some regulation activation/inhibition profiles are in concordance with the observations 

of Koumakis et al analysis (bolded genes). 

Also, there are many genes that are both activated in ER+ and ER- and show that are 

common factors that affect the expression in the two populations. Specific differences, 

such as BTC, NRG1 and NRG2 which are placed at the begging of the pathway have 

different profile between the two populations. This may be indicative of therapeutic 

uses as these genes seem to be responsible for the activation of specific molecules in 

PI3K signaling pathway. 

In general, it has shown that the PI3K pathway is activated in a diversity of 

malignancies including breast, ovarian, endometrium, and other tumor types. Moreover, 

the influence of PI3Ks proteins in oncogenesis has been validated by several studies 

indicating that aberrations in this pathway are potential causes of cell transformation 

and, more significant, that PI3K pathway inhibition causes tumor regression. Given that 

PI3K/Akt drives proliferation as well as tumor cell survival, it is perhaps expected that 

tumor cells endeavor to maintain constitutive activation of this pathway. In human 

breast cancer, the PI3K signaling network is affected at different levels. More than 70% 

of breast tumors have molecular alterations in at least one component of this pathway. 

PIK3CA mutations, and mutations or other aberrations at the level of PDK1, AKT1, 

AKT2, and p70S6kinase are some of the known mechanisms that activate the pathway 

[79][80]. 

Furthermore, the proposed methodology provides a useful tool for the discovery of 

new activated or inhibited molecules that may reveal novel mechanisms of PI3K 

pathway activation in BC subtypes. Perhaps the most important outcome of this 

research is that there are distinct expression profiles in ER+ and ER- patients. More 

precisely, apart from the common activated genes (brown), all the other observations 

indicate that activated genes in ER+, are inhibited in ER-.  

It is well established the major importance of estrogen and progesterone receptors 

(ER and PR, respectively) in the development and progression of breast cancer, as well 

as the association of ER/PR reduced expression with poor response to antiestrogen 

therapy and worse prognosis  [80]. A bidirectional cross talk, where the PI3K pathway 

affects the levels and activity of ER, and the endogenous membrane ER can stimulate 

growth factor receptors (GFRs) and PI3K/AKT pathway [80], indicate the significance of 
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the above observations. Recent studies provide also evidence that the frequency and 

type of PI3K pathway aberrations vary among the different breast cancer subtypes, such 

ER+/ER- status [80][81][82]. As referred by Hernandez-Aya  αι Gonzalez-Angulo 

(2011) each molecular aberration may have a different clinical impact depending on the 

breast cancer molecular background, the presence of other aberrations, and the 

treatments received. The authors also denote that the BC genetic heterogeneity and 

likely different cell origin for each tumor subtype make necessary an irrespective 

analysis of the PI3K pathway alterations by tumor subtype [80].  

Another important aspect of our study is the ability to focus to specific down and 

upstream effectors of the PI3K signaling pathway, as they comprise potential targets for 

drug development in BC. Nowadays, there are many agents that inhibit the network at 

various levels and used alone or in combination with chemotherapy, radiation, or other 

targeted therapies are developed and being evaluated continuously in preclinical and 

clinical trials, such as PI3K selective inhibitors, AKT inhibitors, Rapamycin analogs, Dual 

PI3K/mTOR, and mTOR kinase inhibitors [80]. 

Thus, as presented here, it is important to recognize the impact of specific signals 

(activation/inhibition) through the PI3K pathway, and to identify key effectors of the 

entire PI3K pathway in the different subtypes of breast cancer. This may be very useful 

for a targeted therapy at different levels of PI3K pathway. 
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9. ORAL CANCER DATASET 

 

Biological networks in living organisms can be seen as the ultimate means of 

understanding the underlying mechanisms in complex diseases, such as oral cancer. 

During the last decade, many algorithms based on high-throughput genomic data have 

been developed to unravel the complexity of gene network construction and their 

progression in time. However, the small size of samples compared to the number of 

observed genes makes the inference of the network structure quite challenging. In this 

study, we propose a framework for constructing and analyzing gene- networks from 

sparse experimental temporal data and investigate its potential in oral cancer. We use 

two network models based on Partial Correlations and Kernel Density Estimation, in 

order to capture the genetic interactions. Using this network construction framework 

on real clinical data of tissue and blood at different time stages, we identify common 

disease-related structures that may decipher the association between disease state and 

biological processes in oral cancer. The analysis emphasizes an altered MET (hepatocyte 

growth factor receptor) network during oral cancer progression. In addition, we 

demonstrate that the functional changes of gene interactions during oral cancer 

progression might be particularly useful for patient categorization at the time of 

diagnosis and/or at follow-up periods. 

9.1 STATISTICAL RESULTS 

In order to investigate the statistical properties of the proposed methodology, we 

apply the PC and KDE approaches to reveal network structure from gene expression 

data. In the previous Section 7[83][82][81][80][79], our framework was applied on the 

prototype organism Arabidopsis thaliana on developing seeds harvested at 5, 7, 9, 11, 

and 13 days after flowering. This analysis gave a clear advantage for KDE over PC in 

revealing gene-gene and gene and/or protein associations. In this study, we examine the 

biological performance on the human organism for the oral cancer disease. We compare 

the performance of both algorithms and investigate the biological implications of our 

results.  

9.1.1  DIRECT INTERACTIONS 

Table 8 presents the number of gene interactions on blood samples, for the first 

follow-up. Accordingly, Table 9 presents the gene associations on tissue samples. Both 

tables present the performance of PC and KDE. The first column lists different 

thresholds on partial correlation set on PC for EQ. 15, while the second column provides 

the thresholds of similarity of EQ. 14 for KDE. Columns 3 to 6 summarize the verified 

numbers of direct and indirect gene to gene interactions for both approaches. Columns 

7 and 8 present the number of new edges that have occurred for each threshold, 
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respectively, while the last two columns describe the number of edges that changed 

orientation according to the BIC criterion. 

We compared the performance of the two approaches, taking into account existing 

information on molecular interactions from the BioGRID (Biological General Repository 

for Interaction Datasets) public database (version 3.2.95), an interaction repository 

with data from model organisms and humans. BioGRID is a database that archives and 

provides both genetic and protein interactions from humans (150,273 protein and 

1,622 gene interaction data) curated from high-throughput datasets as well as 

individual focused studies, as derived from over 19,000 primary publications [84]. For 

the 115 selected genes (110 oral cancer related genes and five control genes) BioGRID  

database derived 3,380 direct and indirect interactions (65 genetic and 3,315 protein 

interactions; accessed on December 2012) among them and at most three external 

genes. Notice that the currently available information provided 63 direct interactions 

between the examined molecules. In addition, we validated all new interactions created 

from our network-construction framework using HIPPIE (Human Integrated Protein-

Protein Interaction rEference) and we discovered that only these 63 direct interactions 

have protein interaction annotations in the current human interactome reference [85].  

Thus, the goal of our study at this stage was to examine how many of these available 

associations can be verified from expression data. The results for the inferred networks 

with PC algorithm indicate that, as thresholds increase, the graph becomes sparser with 

fewer interactions verified. This is due to the lack of strong partial correlations between 

molecular units. However, as the thresholds of KDE increase, correlation also increases. 

This implies that genes are found to be less independent, more interactions are 

identified and the graph becomes more cohesive. 

The two approaches reveal that the molecules under examination do not present 

high association. This is deduced by the extracted interactions for the various 

thresholds. For PC at high thresholds there are only few strong associations; for KDE at 

lower thresholds of similarity there is some indication of dependence. However, for 

these thresholds the actual number of intense associations is small. The above 

Threshold Verified Gene Interactions New Edges Oriented Edges 

PC KDE PC  KDE PC KDE PC KDE 

≥0.1 ≤0.6 1167 (42/63) 1 (0/63) 3166 1  279 1 

≥0.15 ≤0.7 957 (34/63) 75 (4/63) 2551 108  185 70 

≥0.175 ≤0.75 848 (30/63) 129 (5/63) 2234 202  181 85 

≥0.2 ≤0.8 738 (27/63) 167 (7/63) 1968 347  172 92 

≥0.3 ≤0.85 394 (17/63) 423 (18/63) 1068 1081  187 158 

≥0.4 ≤0.875 181 (6/63) 711 (33/63) 474 1678  157 204 

≥0.5 ≤0.9 71 (4/63) 1225 (54/63) 172 2813  67 321 

TABLE 8: Gene-Gene Interactions for the first follow-up on blood samples. Bold columns of 

PC and KDE indicate the gene interactions considering the external genes 

. 
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observation indicates that molecules from various pathways are not likely to directly 

interact. This is also verified by the small number of the direct genetic interactions. 

Thus, in addition to direct interactions, it would be of great interest to take into 

consideration the external influence of additional molecules, for which we expect 

indirect associations with the 115 genes under examination. 

Table 8 and Table 9 provide the numbers of verified direct interactions. Comparing 

the performance of the two methodologies, KDE appears to behave better in capturing 

the biological associations. More precisely, KDE identifies up to 86% of known genetic 

direct interactions for the blood constructed network and up to 79% of known direct 

interactions for the tissue network. These percentages for PC are 66% and 65%, 

respectively. To further reinforce this statement, we present in Figure 22 and Figure 

Threshold Verified Gene Interactions New Edges Oriented Edges 

PC KDE PC  KDE PC KDE PC KDE 

≥0.1 ≤0.6 1060 41/63 41 (0/63) 3005 95  222 65 

≥0.15 ≤0.7 854 33/63 79 (0/63) 2379 164  189 83 

≥0.175 ≤0.75 735 29/63 145 (1/63) 2069 330  185 116 

≥0.2 ≤0.8 627 25/63 287 (4/63) 1797 590  183 183 

≥0.3 ≤0.85 316 14/63 616 (21/63) 927 1278  151 186 

≥0.4 ≤0.875 122 3/63 934 (34/63) 397 1979  92 231 

≥0.5 ≤0.9 41 1/63 1328 (50/63) 135 3000  46 210 

TABLE 9: Gene-Gene Interactions on tissue samples. Bold columns of PC and KDE indicate the 

gene interactions considering the external genes. 

 

 

FIGURE 22: True positive rate for all time stages on blood samples. 
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23a, the true positive rate for the networks constructed from all monthly follow-ups, in 

addition to the tissue network. These figures (Figure 22 and Figure 23a  justify KDE’s 

superiority in detecting existing interactions over PC for all oral cancer stages. 

Surprisingly, for the last follow-up (Figure 22d), PC was unable to generate a reliable 

network due to small patients’ attendance at that time. In fact, for this stage, PC gave for 

all different thresholds almost 6500 new connections due to instabilities of the 

correlation matrix inversion. 

To assess the network reconstruction ability, we counted true positives-TP (correctly 

identified true edges), false positives-FP (spurious edges), true negatives-TN (correctly 

identified zero-edges) and false negatives-FN (not recognized true edges) edges. In 

order to specify the optimal threshold for each algorithm, the size of the graph has to be 

taken into consideration. This is necessitated by the fact that as the graph becomes 

denser, more interactions are generated. Thus, the probability of capturing pre-existing 

associations increases. Figure 23b, Figure 24 present the performance of the two 

methodologies for all thresholds, according to the F-score metric (  
       s          

     s          
). For 

each temporal instant, the F-score analysis derives the thresholds 0.7, 0.9, 0.75 and 

0.75 for KDE and 0.5, 0.6 and 0.15 for PC, respectively. We note that the 4th instant does 

not provide a reliable network for PC. Similarly, the appropriate thresholds for both 

algorithms on the tissue network are 0.88 and 0.3, respectively (Figure 23b). 

From a statistical perspective, many false positive edges were found (leading to low 

F-score). However, this aspect needs further discussion to reveal its valid implications. 

The false positive rate of connections becomes large due to the fact that we consider 

only the direct interactions that have been biologically confirmed. In practice, the 

majority of molecules participate in a variety of biological processes. As a consequence, 

they affect (or, are affected) by many external factors participating in pathways that 

connect indirectly with the molecules under examination. Therefore, we expect that 

external factors define many more interactions that have not been established yet. This 

inclusion of direct connections through external pathways is a valid assumption that 

 

FIGURE 23: (a) True positive rate and (b) F-score metric on tissue samples.  
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contributes to the consideration of relevant false positives and the correct 

interpretation of the performance metric.  

9.1.2  INDIRECT INTERACTIONS USING EXTERNAL GENES 

In Section 6.4 we stressed the need to examine the indirect associations through 

external genes that connect molecules in other pathways, to justify interactions 

between the analyzed genes. However, it is too expensive to validate the full set of 

predictions experimentally [42]. During the last decade, interaction databases have 

grown exponentially. More than 230 web-accessible biological pathway and network 

databases have been created. In order to integrate molecular interactions and other 

types of high-throughput data from different public databases towards automatically 

building biological networks, we used BioNetBuilder [59] which is an open- source 

client-server Cytoscape plug-in and offers a user-friendly interface to create biological 

networks integrated from several databases. For the studied genes, BioNetBuilder 

retrieved more than 300.000 interactions with more than 25.000 genes from the 

following databases: (BIND, 11631); (BioGrid, 24313); (DIP, 1387); (IntAct, 20201); 

(Interologger, 24136); (KEGG, 112230); (MINT, 11411); (MPPI, 469); (Prolinks, 

136770). The resulting network through extensive consideration of available biological 

knowledge is considered as the ground-truth, against which we compare our analysis. 

Columns 3 and 5 in Table 8 and Table 9 present the results according to the above 

analysis for the blood and tissue samples, respectively. According to ground-truth 

network, apart from the 63 direct edges there are 1558 indirect implications; these 

result when a maximum of three external genes is considered (Figure 13). Furthermore, 

from the 115 analyzed genes, there are 22 uncharacterized, for which BioNetBuilder 

 

FIGURE 24:  F-score metric for all follow-ups on blood samples. 
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resulted in no associations; in our framework we did not take into account edges 

connecting these genes. Notice that, for this reason, the number of new edges (columns 

3, 4) in Table 9 differs from Table 8, which include all edges. In order to specify the 

number of TN associations we found all the possible interactions between the 115 

studied genes and from this set we omitted the TP interactions (direct, indirect). In 

total, the set of TN associations comprised of 2657 edges. 

Figure 25 presents the ROC curves for the blood samples associated with the 4 

follow-ups (Figure 25a-d), while Figure 26a presents the ROC curve for the tissue 

network. For all listed cases, KDE outperforms PC as the area under the curve (AUC) is 

larger compared to PC.  Furthermore, both algorithms show improvement in 

performance after taking the external genetic influence into consideration. In fact, the 

equivalent plots of precision and recall, Figure 27a-d and Figure 27b, show significant 

improvement for all studied cases. The diagrams show the levels of precision comparing 

the initial approach based on the 63 direct interactions, with the proposed idea based 

on the 1558 indirect external interactions. In fact, the latter approach considers many 

more edges for which there exists an indirect pathway through external molecules. 

Considering these edges, precision greatly improves for all network cases, reaching 

quite high levels, to support of the conclusion that expression data enclose 

dependencies from a variety of sources. Therefore, when dealing with expression data, 

direct associations obtained from statistical analysis should be interpreted as possible 

indirect influences of external factors and not as spurious edges. In fact, the MET-CD44 

interaction that was found as TP external association is also verified by the updated 

HIPPIE version as direct association. 

 

FIGURE 25:   ROC comparison between KDE and PC for the blood samples (a-d). For the ninth month, 

PC cannot derive a reliable network structure.  Apparently KDE results in larger AUC for all cases. 
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FIGURE 26: (a) ROC curve comparison between KDE and PC for the tissue network. KDE outperforms PC 

as it covers larger AUC; (b) Precision vs Recall comparison between KDE and PC for the tissue network. 

The precision has been significantly improved from the initial approach, which considers only 63 

interconnections as TP. 

9.2 BIOLOGICAL DISCUSSION 

After the basic gene structure, we first analyze the global organization of the gene 

network by examining the major gene clusters. Groups of genes that are densely 

connected to each other in the network may represent functional modules in which the 

genes are highly related in function and/or cooperate in some biological processes. We 

performed k-means cluster analysis [86] on the primary gene expression data and 

recovered five major clusters (Figure 29). As shown in Figure 29, the content and 

structure of blood and tissue networks based on gene interactions is different at the 

 

FIGURE 27 :  Precision vs Recall comparison between KDE and PC for all cases on blood samples (a-d). 

KDE(63) and PC(63) represent the networks considering as TP the set of 63 direct interactions, while 

KDE and PC curves represent the performance considering as TP all direct and indirect edges. KDE 

outperforms PC reaching higher levels of precision and recall for all periods. For the ninth month, PC 

could not result in a reliable network structure. 
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FIGURE 28 : (a) K-means clustering on the blood samples from the first follow-up and (b) on tissue samples.  Five 

clusters were identified as presented in the grouped areas in both networks. Highlighted are the common 

“intersection genes” MET, EGFR, HIF1A and MAGEA6. 

first visit to the doctor. For the remaining time stages, the network on blood samples 

preserves a similar structure, with small variations among the peripheral genes. To 

explore whether the selected genes share specific functional features, we performed GO 

enrichment analysis using WebGestalt [87]. The genes in the same cluster are densely 

connected with each other (Figure 28 : b), and GO analysis indicates that these five 

gene-clusters are enriched in certain GO annotation terms  (Supplementary Table II). 

The enriched GO terms support the current knowledge about the multiple functional 

roles of the implicated genes in oral cancer as well as in the disease progression [88], 

[89]. Regardless of GO terms in the category of biological process, we found that cell 

proliferation (adjP=6.94X10-9), regulation of cell proliferation (adjP=2.58X10-7), and 

regulation of cell cycle (adjP=4.48X10-7) are significantly enriched in these gene clusters 

of both blood and tissue samples, as well as in blood follow up samples (Figure 28a, b; 

Supplementary Figs. 1a, b, 2a, b; Supplementary Table II). Overall, each cluster is 

dominated by distinct GO terms, a number of which is also present in other clusters, 

however with varying statistical significance. More importantly, the enrichment 

significance of specific GO terms varies between blood and tissue samples and/or time 

stages (e.g. cell cycle, regulation of cell cycle, regulation of apoptosis, positive regulation 

of locomotion), accompanied by the reorganization of many genes (e.g. TP53, EGFR, 

MET, HIF1A, CDH1, MMP2, MMP9, MMP11, CD44) in these five clusters (Supplementary 

Table I, II). Furthermore, OSCC development depends on the accumulation of multiple 

genetic changes. During the multistep process of oral tumorigenesis, the normal 

functions of proto-oncogenes and tumor suppressor genes are modified, thus affecting 

regulation of cell cycle, cell proliferation and death, DNA repair, cell differentiation and 

immunity [84], [89], cellular processes which are reflected by the above enriched GO 

terms but also by less significant GO terms (Supplementary Figs. 1a, b,  2a, b; 

Supplementary Table II).  
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To investigate the biological meaning of the proposed framework we found the 

intersections of the blood based networks for all stages. The appropriate thresholds for 

each stage were chosen according to the F-score metric, as is presented in Section 9.1.1. 

Figure 29 presents the “intersection genes”, i.e. genes that are induced by the network 

intersection for all time stages for the blood samples (Figure 29a, Supplementary Table 

IIIc), as well as the intersection of tissue network with the blood from the first time 

stage (Figure 29b, Supplementary Table IIIc). Figure 29a,b depict a number of 

oncogenes (e.g. EGFR), tumor suppressor genes (e.g. TP53), transcription factors (e.g. 

RUNX3, HIF1A, AR) and other important molecules in many aspects of multistep tumor 

development (e.g. KRT8, KRT18, MMP9, MMP11, CDH1, CDH3, MAGEA6, ENO1, CDKN1C, 

SDC1, LEPRE1) and highlight the central role of the proto-oncogene MET (hepatocyte 

growth factor receptor) on both tissue and blood/follow-up samples. The MET gene 

product is a proto-oncogenic receptor tyrosine kinase and its activation elicits cell 

proliferation, cell scattering, survival, invasion, and angiogenesis. MET deregulation 

promotes tumor formation, growth, progression and metastasis as well as resistance to 

therapy. Due to its key role in cancer development and progression, it is also a potential 

candidate for therapeutic intervention [88], [90].  

 

FIGURE 29: Network intersection for blood and tissue. The left part (a) presents the intersection 

of all time stages for the blood samples; The Right part (b) presents the network intersection 

between the tissue and the blood from the first follow-up. Highlighted are the common 

“intersection genes” MET, EGFR, HIF1A and MAGEA6. 
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In an attempt to investigate the network structure at different stages in the oral 

cancer disease, we compute the intersections of sequential follow-ups. Figure 30 

presents the networks in groups which have a common degree. The degree as a 

topology metric shows the number of links that a node has with another in the network. 

Especially in biological networks, the degree is an important metric that highlights 

genes with high connectivity playing an important role in disease development [61]. 

The temporal development of the network is demonstrated in Figure 30, presenting the 

sequential network-intersections of the blood samples.  

By examining the important molecules in Figure 29 we conclude on the following:  

i. For the temporal development of network intersection of the blood samples (Figure 

29a, Supplementary Table IIIa, IIIc): 

 all genes have extremely low degree (1 or 2 or 4) on blood samples at the 

first time slice, with the exception of MET (109)  

 all genes  have higher degrees at the 3rd and 6th-month follow-up and 

acquire their highest degree (107 or 114) at 9th-month follow-up  

 MET degree is slightly higher (114) at the 3rd and 6th month follow-up 

and very low (13) at 9th month follow-up, through the loss of genes [61], 

[91] and possibly as a result of disease-causing mutations [92].  

 

FIGURE 30 : Network intersection for sequential time stages on blood samples; (a) Network intersection 

between the 1st and 3rd month; (b) Network intersection between the 3rd and 6th month; (c) Network 

intersection between the 6th and 9th month. Highlighted are the common “intersection genes” MET, EGFR, 

HIF1A and MAGEA6. 

 



June 28, 2013 [GRAPHICAL MODELS IN GENOMIC NETWORKS] 

 

69 Oral Cancer Dataset | Technical University of Crete 

 

ii. For the intersection of tissue with the blood network for the first time-stage (Figure 

29b; Supplementary Table IIIa, IIIc): 

 all genes have extremely low degree (1 or 2) on blood samples at the first 

time-slice, with the exception of KRT18 (24) and MET (109)  

 all genes have higher degrees (39 to 114) with the exception of MET that 

has lower degree (38) on tissue samples (similar to blood follow-up 

samples [61], [91], [93] ). 

iii. For both network intersections (Figure 29, Figure 30; Supplementary Table IIIa, 

IIIc): 

 MET interacts with EGFR (epidermal growth factor receptor), HIF1A 

(transcriptional factor hypoxia inducible factor 1α) and MAGEA6 

(melanoma antigen family A, 6) 

 MET interacts with important molecules that are not or loosely 

connected themselves   

 MET interactions with its neighboring molecules appear to change 

drastically in time and among tissue and blood samples compared to all 

other disease genes; this is demonstrated more clearly during disease 

progression, in particular at the last stage considered. 

It is obvious from the above results that MET plays a crucial role in oral cancer. 

Further emphasizing on the biological effects of the above intersections, the proposed 

dynamic networks exemplify the following issues: (a) MET interacts consistently with 

EGFR, HIF1A and MAGEA6 at both tissue and blood samples and during OSCC 

progression (Figure 29, Figure 30). Despite the known MET/EGFR association in cancer 

[94], the existence of the MET/HIF1A and MET/MAGEA6 associations remain unknown. 

However, previous studies [95], [96], [97], [98] [44]-[47],  referring to the functional 

role of these molecules in cancer and to their involvement in OSCC further support their 

potential interaction with MET and their relevance to oral cancer initiation and 

progression. For example, the MAGEA6 gene product (MAGEA6 is expressed in OSCC) 

has been reported to bind to p53 tumor suppressor (TP53) and impair its function 

causing decreased apoptosis and increased cell growth [95]. Furthermore, the 

transcriptional activation of MET proto-oncogene during hypoxia via HIF1-mediated 

cascade could possibly explain the MET overexpression reported in OSCC specimens 

[96]. In addition, the EGFR increased expression and its ligand (i.e., transforming 

growth factor alpha) can play a critical role in oral tumor development and progression; 

it is recently reported that both EGFR and MET mediate cellular responses in partly 

redundant and partly complementary ways [88], [97]. This counter-balancing activity of 

MET and EGFR pathways may also be viewed as a potential target for oral cancer 

therapeutic intervention [98]. (b) MET interacts with EGFR oncogene and TP53 tumor 

suppressor gene at blood samples from all disease stages, partly supporting the 
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existence of a large complex consisting of many oncogenes, tumor suppressors, and 

DNA repair proteins [99]. (c) MET loses many of its interactions through the loss of 

genes [61], [91] and possibly as a result of disease-causing mutations; deranged 

protein-DNA interactions, disruptions of protein-protein interactions due to protein 

misfolding, new undesirable protein interactions or pathogen-host protein interactions 

are examples of the impact of such disease-causing mutations [92]. 

Finally, from k-means clustering we infer that MET clusters together with a few other 

molecules on both tissue and blood samples; the clustered molecules are often different 

at different time stages (Supplementary Table IIIb, IIIc). This aspect illustrates  the 

contribution of complex signaling pathways in the activation or repression of specific 

biological processes, which are indicative of tumor initiation, promotion and 

progression and result in genetic alterations [100]. This also highlights a dynamically 

functional reprogramming of a number of implicated genes and especially MET. 

According to a recent study [61] , MET could be characterized as “broker” gene, i.e., a 

disease gene that holds a crucial position in the network topology as broker interacting 

with many neighboring molecules that are less or not connected with each other. Cai et 

al. (2010) [61] suggest that disease genes are found in especially vulnerable positions in 

networks, which is a reason of identifiable disease phenotypes accompanied by their 

disorganization [61]. MET appears as a highly connected hub molecule in a central 

position at the onset of cancer initiation; following disease progression, it is dynamically 

reorganized and takes a peripheral position in the constructed network. This central 

position has been reported in cancer, where disease genes tend to encode hubs, 

although in other pathologies disease genes reside at the periphery of the networks 

[92]. In addition, recent studies [101] support that hub proteins displaying modified 

modularity in the human interactome (like MET) could be useful markers for predicting 

oral cancer outcome. 

We suggest that MET is a key molecule with unique network-topological features, 

which are in agreement with its biological role as proto-oncogene, so that it may be 

considered vital for oral cancer.  

Our findings also support the claim that the networks of molecular interaction 

provide information about the alterations of gene-gene/gene product and/or gene 

product-gene product interactions in a complex disease, such as oral cancer. The 

consideration of the in vivo MET cellular network at a specific disease state might be an 

important guide for screening patients at the time of diagnosis, for predicting oral 

cancer progression and for deciding on effective treatment plan.  

Although this study attempts a coupling of the mathematical or computational model 

to experimental data, the small sample size remains a limiting parameter in estimating 

the network structure. Furthermore, even though it offers potential grounds for 

biological validation, many predicted outcomes of this analysis are difficult to be 
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validated for clinical use due to the extensive simulation procedures needed for this 

purpose. 

9.3 CONCLUSION 

Clearly, the KDE approach models quite well the verified direct and indirect 

associations among the participating genes in oral cancer. On the contrary, the PC 

approach appears to capture fewer of these associations. Thus, our results indicate that 

KDE performs better on the network construction. In addition, while PC fails in 

modeling genetic interactions with sparse data, KDE due to sample estimation succeeds 

in capturing biological interactions. This supports the aforementioned statement that 

KDE is resilient in modeling the genetic associations with sparse experimental data.  

Perhaps the most important contribution of this study is that it gives a different 

perspective in revealing genetic interactions as a result of multiple genetic factors. 

Within this framework we proved that external factors that participate in different 

pathways affect the genetic expression. Thus, when statistical analysis gives a large 

amount of typically false edges, indirect pathways should be examined. Moreover, we 

focused on the edge interpretation as existing or not, solely based on expression data. In 

fact, due to the analyzed obstacles many studies resort to characterizing the predicted 

edges as TP according to the biological process they participate. This gives an advantage 

in boosting our framework’s performance but it introduces generality in justifying the 

genetic association. 

From the biological knowledge point of view, the proposed framework of analysis 

provides strong evidence on the importance of MET. More specifically, it suggests an 

initial central role of this molecule. This is modified to peripheral with time and disease 

progression, while other significant genes like EGFR take the central role(s). It appears 

that the activation of the MET network occurs earlier than the EGFR network, at the 

onset of the disease. Overall, the specific interplay of HIF1-MET, MET-EGFR and MET-

MAGEA6 and their associated signaling cascades may denote key mechanisms of oral 

cancer initiation and progression and may carry therapeutic implications.  The provided 

MET network is not only validated by known interactions but also offer predictive value 

of new interactions that should be further considered experimentally. 

Supplementary information on our work can be found on 

http://www.display.tuc.gr/kalan.osccstudy/. 
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10. OSTEOARTHRITIS 

 

Osteoarthritis (OA)[102] is the most prevalent form of chronic joint disease and 

accounts for substantial morbidity and disability, particularly among older people. It is 

characterized by loss of joint homeostasis. The articular cartilage cannot maintain its 

integrity and is progressively damaged, the subchondral bone envelope is thickened 

changing loads in the bone-cartilage biomechanical unit, the synovium shows signs of 

inflammation and bony spurs (osteophytes) appear at the edges of the bone. Its etiology 

is multifactorial with a signify cant genetic component as shown by twin and family 

studies. Due to the severity of the disease, a variety of clinical SNP studies have been 

conducted in an attempt to reveal genetic factors related to the disease.  

In this study we analyze 270 samples from 125 healthy and 145 OA patients. For 

each sample an approximate number of 250.000 SNPs were taken each at different 

genomic position. Each sample was given two possible polymorphisms A or B, thus for 

each allele there were 3 combinations: AA, AB and BB, as presented in Figure 10. Also, if 

no polymorphism was found NoCall was assigned as an SNP value. 

  Our goal was to isolate SNPs suspicious for genomic OA alterations. We applied the 

methodology of Section 6.1, starting by the quality control. SNPs with PvalueMAF<0.1 and 

PvalueHWE<0.05 were excluded from further analysis. From this procedure remained 

approximately 143.000 SNPs for which was made a statistical analysis with the HWDTT, 

CATT and OR. 

 

FIGURE 31: Manhattan plot for the HWDTT approach. Strongest associations have higher logarithmic p-values. 
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Figure 32 depicts the results of the HWDTT and CATT sorted by the lowest p-values. 

SNPs that reject the initial Ηο hypothesis (p-value<0.001) are candidate for further 

analysis. In order to graphically present the tendency of the SNPs we show the 

Manhattan plot for these approaches.  A Manhattan plot is a type of scatter plot, usually 

used to display data with a large number of data-points - many of non-zero amplitude, 

and with a distribution of higher-magnitude values, for instance in genome-wide 

association studies (GWAS). In GWAS Manhattan plots, genomic coordinates are 

displayed along the X-axis, with the negative logarithm of the association P-value for 

each polymorphism displayed on the Y-axis. Strongest associations have the smallest P-

values (e.g., 10-6) so their negative logarithms will be the greatest low logarithmic p-

values (Figure 31 and Figure 34).  

Similarly, Figure 33 and Figure 36 present the results of OR analysis. Comparing the 

three different approaches we can see that CATT highlights a big number of suspicious 

SNPs (    (       )   ) while OR and HWDTT a smaller number. In order to see the 

common SNPs between the approaches we enlist Figure 35. For the first 100 ranked 

SNP positions we see that only CATT and OR have highlighted common SNPs.  Thus, we 

propose OR and CATT as the most efficient approaches in SNP analysis for p<     and 

p<     respectively. The results from those approaches will be given for further 

clinical examination in order to verify whether those genomic positions are responsible 

for OA disease. 

 
 

 
FIGURE 32: HWDTT (LEFT) and CATT (right) analysis for the 142.000 SNPs. The red rows indicate the 12 first SNPs 

with low P-values, 
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FIGURE 34: Manhattan plot for the CATT approach. Strongest associations have higher logarithmic p-values. 

 

 

FIGURE 33: OR analysis for the 142.000 SNPs. The red rows indicate the 12 first SNPs with low P-values 
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FIGURE 35 : Common SNPs between the 3 approaches. OR and CATT have the biggest number of common 

SNPs between the first 100 ranked positions. The 1st and 3rd columns present the ranked SNP position for 

each analysis. 



June 28, 2013 [GRAPHICAL MODELS IN GENOMIC NETWORKS] 

 

76 Osteoarthritis | Technical University of Crete 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

FIGURE 36: Manhattan plot for the OR approach. Strongest associations have higher logarithmic p-values. 
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11. APPENDIX 

Table of Abbreviations 

CPD Conditional probability distribution 

PDF Probability distribution function 

N(.) Normal distribution 

LGGM Linear Gaussian Graphical Model 

DGN Dynamic Gaussian networks 

PC Partial correlation 

KDE Kernel density estimation 

BIC Bayesian Information Criterion 

GRN Gene regulatory network 

IID Independent identically distributed 

SVD Singular value decomposition 

GO Gene Ontology 

FP False positive 

TP True positive 

TN True negative 

FN False negative 

ROC Receiver operator characteristic 

SGK Standard Gaussian Kernel 

SNP Single-nucleotide polymorphism 

MAF Minor allele frequency 

HWE Hardly Weinberg equilibrium 

HWDTT Hardly Weinberg disequilibrium trend test 

CATT Cochran-Armitage trend test 

OR Odds Ratio 
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CI Confidence interval 

PEP Phosphoenolpyruvate 

ANAP Arabidopsis Network Analysis Pipeline 

AtFBA6 Fructose 1,6-biphosphate aldolase 6 

LEA Late embryogenesis abundant 

ER+, ER- Estrogen responsive positive, negative 

BRCA Breast cancer 

GSE7390 GEO-Gene Expression Omnibus study code 

TGFα  Transforming growth factor, alpha 

AR Amphiregulin 

BTC Betacellulin 

EPR Epiregulin 

NRG1,2 Neuregulin1,2 

MET Mepatocyte growth factor receptor 

BioGrid Biological General Repository for 

Interaction Datasets) 

HIPPIE Human Integrated Protein-Protein 

Interaction rEference 

AUC Area under the curve 

EGFR Epidermal growth factor receptor 

HIF1A Transcriptional factor hypoxia inducible 

factor 1α 

MEGEA6 Melanoma antigen family A, 6 

OA Osteoarthritis 

GWAS Genome-wide association studies 
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