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Design and implementation of a virtual-reality-based testbed for navigation
and control of underwater vehicles, with the ultimate goal of

improved coastal ecosystermn management

by D. GRACANIN, K.P. VALAVANIS,
N.C. TSOURVELOUDIS, and M. MATIJASEVIC

remotely operated underwater vehicle (ROV),
the Phantom S2, is being converted to an au-
tonomous underwater vehicie (AUV) for shal-
low-water and coastal environmenis. As part of

this project, a three-layered fuzzy-logic con-
troller was developed and combined with a path-planning al-
gorithm to mnavigate the vehicle in dynamic environments.
Simulated experiments have been created in a virtual testbed
to test the developed controller prior to and during real pool
tests. The testbed utilizes a virtual model of the Phantom S2,
which imitates the dynamic behavior of the actual vehicle in
various cnvironmental conditions. The vehicle’s motion and
behavior can be observed, recorded, and used to fine-tune the
control variables.

Models of the environment and underwater vehicles arc be-
ing developed based on the High-Level Architecture (HLA)
and some existing models in the HLA Object Model Library.
Using the Virtual Reality Modeling Language (VRML), a vir-
tual-reality-based user interface is under development that will
become a fully functional automated monitoring system for
data collection, fusion, and interpretation from aerial photogra-
phy, satellite images, and ground-truth datz, and will also in-
clude a complete virtual-environment-based 3-1) model of 2
coastal ecosystern, all contributing to ecosystem balance, preser-
vation, and management.
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In this article, after an overview of issues associated with
designing and implementing an automated monitoring sys-
tem, we provide justification and motivation for our research
and define ecosystems and ecosystem management. We then
discusses how the ROV to AUV conversion is being done by
using mostly commercially available off-the-shelt’ hardware
and software technologies. We then present the fundamentals
of the three-layer fuzzy-logic navigation scheme for the un-
derwater vehicle, as well as details pertaining to the vie-
tual-reality-based environment modeling approach.

Automated Monitoring Systems

This research has been motivated by the long-term goal and
challenge to design and implement a fully functional 3-D {au-
tonomous) zutomated menitoring system for environment
mapping and field visualization, and to apply enabling tech-
nologics to preserve, manage, and balance ecosystems. An in-
tegral part of the automated monitoring system is the real-time
and real-life collection, fusion, and interpretation of data as
frequently as possible from aerial photography, satellite im-
ages, and ground-truth data (ground-based and (shallow) un-
derwater data) as shown in Fig. 1.

Key issues associated with the 3-D monitoring system
functionality are collection, processing, and interpretation of
data for monitoring habitats, uplands, wetlands, and sub-
merged land by using satellite remote sensor data, aerial pho-
tography, and ground-truth data. Tmportant aspects of the
overall data collection, processing, and interpretation system




include temporal, spatial, radiometric resolution, atmospheric,
and soil moisture conditions; effects of tidal stage on image
classification; selecting appropriate classification algorithins;
and training and verification samples for supervised and unsu-
pervised classification.

All components shewn in Fig. 1 comptise a comprehensive
monitoring system that is the prerequisite for the development
of a virtual-reality-based 3-D environment model to monitor,
predict, and evaluate ecosystem changes. Satellite data provide
a frumework where aerial photography (2 sequence of images
covering the study area) is assembled. From the aerial photog-
raphy, experts create a map of submerged aquatic vegetation.
Ground-truth daca collected through an underwater vehicle
add the missing “third dimension” and improve detection and
measurement of habitats. Data interpretation (including 3-D
modeling and visualization) results in accurate 3-D description
and characterization of the shallow-water environment and
coastal ecosystem.

The automated monitoring system of Fig. 1, when fully
functional, will be implemented to monitor the northern Gulf
of Mexico coastal ecosystem (herein defined as the “environ-
ment” and the “problem domain™). This ecosystem steetches
from the Rio Grande in Texas to Florida Bay (a distance of
2,483 km) and encompasses 3,193,799 ha of estuarine areas
[1]. It is a complex community of organisms, and the environ-
ment functions as an ecological unit in nature within the tid-
ally influenced areas spanning from the coastal wetlands to the
marine ecosystem, including barrier islands, bays, bayous, es-
tuaries, wetlands, seagrasses, and shellfish beds.

Currently, raw aerial and satcllite data are available from
the National Wetlands Research Center, Thus, our research
efforts focus on:

@ Autcmaiing the process of ground-truth data collection
{both continuous and episodic to reflect closely the situ-
ation on the ground) using the Phantom S2 ROV, cur-
rently being converted into an AUV and

@ Creating a 3-D simulation testbed utilizing a vir-
tual-reality interface that may provide all necessary func-
tionality for ecosystem nranagement.

Motivation and Current Approaches

Motivation

The reported research draws upon the recommendations
made in published reports by the US Environmental Protec-
tion Agency {(EPA) Environmental Monitoring and Assess-
ment Program (EMAP) [2], the National Oceanic and
Atmospheric Administration: (NOAA) Coastal Change Anal-
ysis Program (C-CAP) [3], and in the Proceedings of the Feb-
ruary 1998 IARP Workshop [4], all dictating that “our ability
to preserve and restore ecosystems will be advanced most ef-
fectively through the integration of mapping, monitoring, and
research across a range of spatial and temporal scales.” The re-
ports clearly identify:

4 The need to gain a better understanding of a generic
shallow-water coastal environment, coastal ecosystems,
and their related specific problems {including oyster
reefs, seagrass beds, plume edge, wetlands, ctc.);

@ The need for accurate mapping from aerial photographs
combined with extensive concurrent ground-truthing
{including submerged aquatic vegetation);

# The need to develop a nationally standardized database
on land cover and habitat change in the coastal regions of
the United States to monitor coastal submersed habitats,
wetland habitats, and adjacent uplands and changes in
these habitats,

Coastal Ecosystems and Ecosystem Management

A *“coastal ecosystem” includes estuaries and coastal waters and
lands located at the lower end of drainage basins, where stream
and river systems meet the sea and are mixed by tides. The
coastal ecosystem includes saline, brackish (mixed saline and
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fresh water) and freshwaters, marshes, sub-
Plane merged aquatic vegetation, mangroves, shellfish
reefs, animals and plants, as well as coastlines and

the adjacent lands, acting as integrated ecologi-

cal units. Shorelands, dunes, offshore islands,
barrier istands, headlands, and wetlands within

’ estuarine drainages are included in the ecosys-
, tem definition since these interrelated features
are crucial to coastal fish and wildlife and their
habitats. A variety of animals and plants com-
plete the ecological system.

; Coastal ecosystems arc vulnerable because of
X the tremendous amount of human activity that
, takes place along the coast, i addition to natural

disturbances; e.g., storms and sea-level rise.
Coastal wetlands were among the first places to
be converted and developed for human activities.

T Boat

Ecosystem monitoring, presetvation, - and

Figure 1. Real-fife data collection.

restoration go beyond habitat protection be-
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cause of the importance of the coastal arca for commercial, in-
dustrial, and recreational uses.  As  such, ecosystem
management refers to damage reduction maximization, based
on the conflicting objectives of imanaging the environment for
multiuse purposes, while attempting to restore or stabilize
man-induced changes [1]-

Therefore, it is necessary to develop specific technologies
to balance coastal ecosystems and to determine the status and
rrends of coastal habitats in a effective way. These technologies
include an automated monitoring system for measurements,

data collection {remote sensing, geographic information sys-

tems, ground-trath data collected with the aid of an AUWV),
data interpretation, and 3-13 computer models that simulate
accurately che imfluence of environmental changes and man-
agenent activities.

Current Approach to Fcosystem
Management, and Limitations
Currently, data iy initally derived from aerial photography and
videography, satellites, radar, automared data loggers, and then
verified locally (“ground verification™). This complicates and
delays the overall process. In addition, small-scale changes can
not be detected, and dynamic phenomena (e.g., cdge of plume)
cannot be momtored from aeral/satellice imagery, or moored
probes. Further, since collected data is processed and stored us-
ing a geographic information system (GIS), thore are two main
issues limiting their use [5]:
 Coastal/marine data are dme-dependent and 3-1D while ex-
wsting commercial GIS software were developed based on
2-12 spatial topology;
# Most GIS applications involve only database generation,
map production, and sunple map analysis, without ana-
lytical medeling or 3-13 simulation and visualization.

AUV NAVIGATION

An AUV is an unmanned, vntethered, underwater vehicle
that carries 1ts own power source and relies on an on-board
computer and built-in machine intelligence to execute a mis-
sion consisting of a series of preprogrammed instructions, {po-
tentially) modifiable by data or information gathered by the
vehicle sensors [6]. Unlike an ROV, an AUV opcrates inde-
pendently. away fram a support ship or platforin, and does not
require a human operator for navigation. 'The restrictions im-
posed on AUV design are probably the serictest of any type of
robot. A consequence 15 that power, navigation, and mission
management are the three technologies critical for the future
use of AUVs. Advances in these technologies will cnable
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AUV designers to meet the following objectives: flexible
communication, efficient solution to temporal planning and
resource allocation, information integration and recognition
in the process of multisensor operation, planning for a given
task, and adaptation to system and enviromment changes |7].
Navigation and mission managenient problems require design
and development of new contrelarchitectures capable of deal-
g with the increasing complexity of AUV missions |8].

Control Architecture
Having reviewed the existing technology, it has been decided to
use the real~time QNX operating system for soft-
ware devclopment and single-board compurters
{SBCs) with the STD 32 standard as a bardware plat-
form to allow the system to be easily expandable,
upgradable, modular, reliable, and cost-effective.
The STD 32 backplane design incorporates
several important features, including increased
backplane signal impedance. Higher backplane

signal impedance means that “cleaner” signals are sent across
the backplane. That is, ringing and reflections are minimized.
This is especially important during signal transitions between
the TTL threshold regions of 0.8 Vand 2.0 V.

Figure 2 shows a typical STD-32 STAIR system, available
from Ziatech Corporation, It includes multiple PC-compatble
CPU cards 11 a single card cage (backplane). Tach CPU has its
own memory and operating syseem, but shares backplane mem-
ory, disks, video, and 1/Q) with other CI?Us in the system. The
sensor interface 1s implemented using Echelon Lonworks tech-
nology. Implementation of a real-time, sensor-based, control
vehicle architecture is shown in Fig, 3.

This architccture offers the following advantages as a
whole, compared to other reviewed architectares (8]

¢ 1t utilizes the shared memory module as a comumunica-

ton medium between the various modules, thus elimi-
nating other more complex means of communication
between the maodules. This also chminates any overhead
generated by the communication protocols that would
have been used otherwise.

# Tt uses state diagrams to specify missions, thus making it casy

to change missions on the fly, and reprogram the operaton.

&

The functionality of the architecture is based on software
functions that run on the various modules.

Since modules operate independently, the software of a
specific module can easily be modified, improved, and
changed all together without affecting the functionality of the
other modules, All modules can directly access the shared
memory without having to go through the supervisor or an
intermediate lovel, mimmizing data transter latency between
modules and across levels,

The supervisory control component and 1ts internal strue-
ture are shown in Fig. 4, The differences between this design
and the one used by Bellingham and Censt [9] are:

# The communication between the various modules is ac-
complished by using shared memory variables.
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the local memory before pro-
ceeding with the execution of the
module functions, rather than
manipulating the shared variables in the shared memory, min-
imizes the time a module accesses the shared memory, thus al-
lowing other modules to proceed with their execution and
accessing of the shared memory.

The three processes of the MC shown in Fig, 4 also access
the shared memory. A set of flags, associated with the modules
of the system, will be kept in the shared memory. Every time
the state diagram reaches 2 new mission: phase, it will set the
flags associated with the modules that need to be activated.
The modules periodically “look™ at these flags and, according
to their status, become active or will remain inactive. After a
phase is completed, the MC resets all of the flags. The backup
function, in the MC, backs up all information stored in the
shared memory variables, after a specific phase has completed
its operation. This is necessary for recovery purposes and for
reviewing the overall mission performance of the AUV, The
system can retrieve information and make decisions for recov-
ery techniques based on previously stored information.

The functional component is composed of functionally in-
dependent modules that perform all pertinent functions, as
shown in Fig. 3.

Fuzzy-lLogic-Based Navigation
Fuzzy-logic-based navigation solutions incorporate heuristic
contro] knowledge in the form of if-then rules and are a con-
venient choice when an explicit model of the system is not
known [10]. They have also shown a good degree of robust-
ness, which is crucial in the area of underwater robotics
where:

4 sonar data is unreliable,

% mathematical models about the environment and the

vehicle are usually not available, and
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Figure 4. Master controller biock diagram.

® the available navigation expertise is rather poor.

The overall navigation architecture is shown in Tig. 5.
Three layers of fuzzy controllers are responsible for accurate
and collision-free navigation. The well-known advantage of
fuzzy controllers [10,11] is that they don’t require any modei-
ing of the system dynamics. Generally, 2 good understanding
of vehicle behavior is usuailly enough to create a control or
navigation strategy [12,13].

The first layer implements sensor fusion and it 1s responsi-
ble for position monitoring. The rule base of the first control-
ler contains rules that incorporate sonar and vision
information. Since the major objective is the operation of the
vehicle in shallow and muddy waters, the data given by the vi-
sion system 15 of less importance. The controller outputs the
position and the degree of possibility with which a particular
collision may occur. Each sensor reading 15 represented as two
different fuzezy variables: sensor_direction and sensor_ distance.
Sensor_direction has five different values that describe the sen-
sor’s membership in cardinal relative dircctions: froni_rollision,
Ieft_collision, down_collision, right_collision, and up_collision. Each
of the collision values is represented as a fuzzy variable with
values: nor_possible, possible, and high. Thus, the complete local
environment of the vehicle is represented in the type-2 fuzzy
variable collision. Any cbstacle that is close to the vehicle o
any direction 1s represented in the collision variable. The nule
base of the obstacle-detection controller contains rules of the

following form:
IFd, is LD™ THEN, is LC™

whete, k is the rule number, d, represents the readings of sen-
sor i, LD s a linguistic  value of the term  set
D= {C!o.\?(', Near, l"m'}, ¢, is the collision of type
J (jed Iront, Left, Right, Up, Downl}), and LCH s a linguis-
tic value of the term sct C = {Not — Possible, Possibie, Highy.
The mathematical meaning of the k-th rule is given as a fuzzy
relation R, on DX C, which in the membership fanction

domain 13

—

W (e y=minjp o (d 10 ()] (.
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The membership funciion of an obstacle’s position and dis-
tance from the vehicle is computed by the max-min composi-
tion between the furzified readings and the fuzzy relation that
represents the rule base, as described by Rg. (1); that is

wife) = maxmin(u D) ()] )

This information s combined with the cutput of the path
planncr in the second layer, and if an obstacle is within the de-
sired path a collision-avoidance decision that includes head-
ing, depth, and speed changes is tzken. The input variables of
the second controller are coflision, heading eror, depth_error,
and speed, and generate the control varables change-of-speed,
depth, and heading. The heading relative to the current heading
of the vehicle is given as the heading ervor. Lhis angle repre-
sents not the angle to the goal polnt, but the angle in which
the vehicle should point in order to follow the desired course
to the goal point. Since the desired heading is given by an ex-
ternal course planner, the second-layer controlier should im-
plement the change- of-hcading necessary to reduce the
heading_erver to zero, only changing the desired heading if col-
lisien in the vicinity of the desired path is possible or high.
Thus, two kinds of navigation behaviors are implemented:
goal- and reaction-directed behaviors. Goal-directed behav-
iors are controlled through the feading error depth_error vari-
ables, incorporating any behaviors such as edge following,
head to goal, etc. Reaction~directed behaviors involve possi-
ble collisions, and they are controlled through analysis of the
current situation. For example:

TF collision is fioni possible AND heading _error 18 zero

THEN change-of -heading is turn_right .

Similar rules, which examine the speed and depth_error as

well as all wvalues of collision, generate the controls
3 Collision
"}{?\ : Possibility
Sensor

Fusion

Heading Error

Depth Error Corrections

Horizontal
Thrusters

Thrust

Control .
oS b Vertical

Thrustars

Figure 5. Navigation architecture.
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change-of-speed and depth. The rules of the second fuzzy con-
troller can be described as follows:

IF ¢, is LC AND wis I AND vis LIV AND his LH
THEN dy is LD ANDdk is LDH ANDdv is LDV

where, ¢, is collision of type j; W is the heading error; v 1s the
speed of the vehicle; 4y is the heading angle correction; dh is
the change of depth; dv 15 the change of speed; and LC, LY,
LV, LDY, LDH, LDV are the linguistic values of €W h v,
vy, dh, and dv, respectively, All variable errors are computed
by continuously comparing the desired values {i.e., the values
that guide the vehicle to the target point given) with the actual
value of each of the variables y, /1, and 1. The heading error is
important when the vehicle detects no collision on the target
path. In case of possible collision, the information about the
heading error W becomes less important, and the rules that
contain such information are firing with smaller strength than
the rules that perform collision avoidance (reaction-directed

behavior). The generic mathematical expression of the navi-
gation output on N =¥ X H X1 is

W, (dyr, dh, dv) = max min} Mo (€, W B, w),
LY, R

W, (cj,w, h, v, dvy, dh, dv)] (3)

where |L] {¢;s W, ki, v) is the membership function of the
combined effect of the 4 inputs, andp , W hy v, dy, dh, dv)
is the union of all individual rule meanings.

The third layer performs low-level control by adjusting
the thrusters’ (two horizontal and two vertical) rotational
speed (the original vehicle design does not include any fins)
in order to achieve the new course. This can be done by
regulating the voltage applied on the motors of the vehicle.
By assuming that yaw and depth dynamics are approxi-
mately decoupled, we consider the vertical thrusters as re-
sponsible only for depth/altitude regulation, while the
horizontal thrusters are responsible for heading control. In
the same manner, speed in the X-Y plane is controlled by
the horizontal thrusters, while the two vertical thrusters
control the speed in the X-Z plane. The lateral motion of
the vehicle is not considered. The rules of the third control-
ler are of the following form:

IF dy is LDY¥ ANDdh is LDH AND dvis LDV
THEN r, is LR, AND 1, is LL, AND v_is LV,

wherer,, [ represent the voltage applied to right and left hori-
zontal thruster, respectively; v, is the voltage of the vertical
thrusters; and LR, LL,, and LV, represent sets of values for
these varjables. The membership function of the voltage val-
ues are shown in Fig. 6.

Prior to the controller’s design, experimental pool tests
were conducted to acquire the necessary information for the
derivation of the fuzzy rule base. This information is the core
of knowledge that is represented by the fuzzy rules, and it
includes the vehicle’s movement capability and the sensors’
sensitivity and reliability.

Simulation and Visualization

The virtual environment uilizes one of the largest collections
of environmental and other related data available through the
Master Environment Library (MEL) Project. The MEL is a
jomt project involving the US DOD military services and
other US Federal Government agencies. It provides a uniform
interface to various data sources connecting several current
and candidate resource sites in the US and in Europe
(http://mel.dmso.mil/}. data),
hydrography, weather data, etc., are provided; they can be
searched in both spatial and temporal domains. The simulation
testbed follows the DOD Modeling and Simulation Master
Plan and it conforms to the HLA specifications, conceptual
models of the mission space (CMMS) to provide a basis for the

Terrain (elevation
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development of consistent znd authoritative simulation repre-
sentations, and to data standards (DS) to support common rep-
resentations of data across models, simulations, and C'I
systems. The testbed, when completed, will be used to simu-
late, measure, and evaluate the coastal ecosystemn and its pa-
rameters.

Standards

Emerging standards for distributed simulation and virtual real-
ity are used to implement a distributed simulation testbed with
the virtual-reality-based interface. The two core standards
used (HLA and VRML) are described below.

14772-1:1997, VRMLY7, provides means for creating static
and animated 3-D objects/wortlds, user interaction, anima-
tion, scripting, and prototyping.

Testbed
The development of the virtual-environment testbed at the
Virmal Reality and Multimedia Laboratory of the University
of Southwestern Louisiana started in 1995, The objcctive was
to create an underwater virtual world to be used for testing of
methods and algorithms devcloped as a part of the project ef-
torts. Issues involved in a design of such a system include:
# designing 3-1Y models of the environment, AUVs, and
other objects;
¢ integrating designed models in a single sim-

 FRSESFLN 85 DRCOme ong _
] . . . ulation;
R Fy Frnes i EEy C e . . .
i ELIRAL LS # establishing communication among simula-

HLA facilitates reuse of simulations and their components
by specifying the general structure of the interfaces between
simulations without making specific demands on the imple-
mentation of each simulation. The whole distributed applica-
tion {exercise, set of simulations) 1s called a federation. The
federation consists of individual simulations and interfaces
tfederatcs). Federates share the same federation object model,
which is a description of all shared information (objects, attrib-
utes, associations, and interactions) essential to a particular fed-
eration. In addition, a particular simulation (federate) uses a
simulation object model to describe objects, attributes, and in-
teractions that can be used externally in a federation. All object
models are based on a common framework specified by the
object model template. The basic concepts include:

% Run-time infrastructure (RTT): Implementation of a
distributed operating system as a base softwarc layer that
manages communication between all simulation models;

% Rules: A set of 10 technical rules with which an HLA
participant has to comply,

# Object model templates: Standardized formats used to
specify the functionality of simulation models and interac-
tion among them before the actual simulation takes place.

The immense popularity that the Internet instantly gained
after introduction of the World Wide Web [14] and the mar-
ket demand for Web content expanded from initial hypertext
and images to audio, video, and 3-D graphics.

tion, AUVs, and users;
¢ synchronizing the real AUVs with the simu-
lation.

Figure 7 shows the structure of the testbed. Bascd on the
HLA RTLinterface, a set of federates (simulations} is being de-
veloped. The user interface is based on the VRML and pro-
vides necessary visualization functions.

The core of the simulation part of the testbed 1s the coastal
The

tual-reality-based and structured as a virtual environment

ccosystem  simulation. user  interface 15 wvir-
where the user is able to explore the ecosystem model and vi-
sualize assessment, real-life, and simulation data. Possible ap-
proaches for advanced visualization of coastal-rclated data in
the virtual environment will be evaluated and compared to
provide for the effective user interface.

The use of VRML as a standard for specification and pre-
sentation of the virtual environment facilitates presentation of
data on the WWW. The interface enables the user to navigate
in the “virtual ecosystem,” explore individual components,
and modify the state of the system. Resulting effects are dis-

Played accordingly.

Mathematical Model for AUV Navigation

In order to provide a mathematical model for the AUV’s navi-
gation, the approach from [7] and [16] is used. A moving co-
ordinate reference frame X, Y, Z,, called the body-fixed
reference frame, is defined, with origin in the vehicle's center

The idea of expanding the 2-T0 Web to 3-I2 -
“worlds” resulted in the VRML standard [15].

I
|
VRML has introduced 3-T) graphical visualiza— :[ Tereain

Modeling

Hydrology
Modeling

Vegetation

i
1
1
Modeling 1

Environment Simylation 1o
. [
Weather |1 | User
Modeling |1 1] Interface
[ Wy il

tion and teractivity to the Internet and the

WWW. The VRML Consortium initiated the

forming of technical committees, called working
groups (WGs), that research and propose solu-
tions to specific technical problems related to
VRML. These enhancements may be included
in the future versions of VRML. The current in-

ternational standard for VRML, ISO/IEC
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Figure 7. Virtual-reality testbed structure.




Figure 8. Starting and ending point of navigation.

of gravity and with X, ¥, , Z, serving as the AUV’s principal
axes of inertia. A fixed/world coordinate frame XY.Z, called
the earth-fixed zeference frame, is defined. The AUV’s position
and orientation in the 3-I space is determined as a function of
six degrees-of-freedom (DOFs).

The first three degrees-oi-freedom (DOFs) (surge, sway,
heave) and their time derivatives determine the vehicle’s posi-
tion and rranslational motion along the x~, y-, z- axes, while
the last three I2OFs (roll, pitch, yaw) and their time derivatives
determine the vehicle’s orientation and rotational motion.
The vector fj = (x p 2 dOYN T defines the AUV's position and
orientation with the respect to the earth-fixed reference
frame; the vector V={(uvw pgr)’ defines the AUV’s linear
and angular velocity with respect to the body-fixed reference
frame; and the vector T=(X Y Z K M N)7 defines the
forces and torques with respect to the body reference frame.

The body-fixed frame, 6-DOF nonlinear dynamic equa-
tions of motion are represented in compact form (including
vehicle thruster forces, hydrodynamics damping, and lift and
restoring forces) as follows:

T = MV + C¥)V + DIV)V + F(1) #

where T is the vector of control inputs, M is the inertia matrix
(with added mass), C(V)is the matrix of Coriolis and centripe-
tal terms (with added mass), D(V) is the damping matrix, and
G(M) is the vector of gravitational forces and moments. The

&

earth-fixed vector representation is:

T, = My (R + G0+ B, (0 + 23 (g5

AUV Mavigation in the Virtual Environment

The AUV kinematics and dynamics equations of motion pro-
vide a framework within which a path-planning or 2 naviga-
don  algorithm  can be  implemented in  the
virtual-environmens testbed. An algorithm based on Eq. (5)
consists of the following steps:

¢ Determine the AUV's environment including terrain

. and obstacles.

@ Seta goal, oralocation to be reached (in the environment).

¢ Produce a path. '

# Follow the path by applying thruster controls of the vir-

tual AUV and using Eq. (5).

The environment can be determined in two ways: either by
using the database module and the virtual environment’s ge-
ometry data, or by using virtual sensors to probe the virtual
environment and construct the map of the environment. The
first approach provides complete knowledge of the environ-
ment, something that is never the case in the actual mission.
The second approach uses virtual sensors {sonar) to create an
incomplete map of the environment. The first approach is
used during the path-planning algorithm development phase,
while the second approach is used during the verification and
validation of the developed algorithm.

The goal or a specific location in the environment can be
set either manually, or by some higher level planning algo-
rithm. The automatic navigation of the AUV can be mmple-
mented using an algerithm such as the fuzzy-logic-based
navigation described in the previous section to produce a path
between the starting point and the ending point (Fig. 8).

Aithough Eq. (5) has four components of the vector of

control inputs T, , only the inertia matrix M and the vector of

it
gravitational forces and moments g(1) are utilized at this
point.

Conclusion

AUV-related research has become one of the most important
research topics in underwater robotics. Although there are
many research results, the number of complered AUVs is small
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and their capabilities arc limited. A costly, difficult, and
potentially hazardous development process is one of the main
reasons for this. The ability to design and test control algo-
rithims without extensive real-life testing is very attractive, and
a virtual-environment-based testbed makes 1t feasible, The
virtual-environment testbed currenty under development at
the Virtual Realicy and Multiniedia Laboratory of the Univer-
sity of Southwestern Loulsiana uscs some new trends in simu-
lation and virtual reality to provide a portable and reusable
ool for development and evaluation of control algorithms for
AUVs. It is envisioned to be a functional automated monitor-
ing system with a clearly defined approach for data collection;
fusion; and interpretation from aerial photography, satellite
images, and ground-truth data. The expected contributions
include an operational underwater vehicle, design specifica-
tions for a new dedicated underwater vehicle, and a complete
virtnal-environment-based 3-13 model of a coastal ecosystem,
all contributing to ecosystem balance, prescrvation, and man-
agement.
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