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Abstract

Cooperative games model the formation of coalitions of rational agents that come
together to gain some form of utility which they would have otherwise been unable to
collect by acting alone. Hedonic games, then, constitute the class of cooperative games
that models agents with hedonic preferences, that is, agents who have preferences over
their very coalitional membership, i.e. the identities of others in their coalition. Thus,
an agent’s utility in such settings mirrors the satisfaction yielded from its assembled
coalition. Now, cooperative games with externalities, or in partition function form,
consider that agent utility is influenced by the partition of the agents space, i.e., the
set of all disjoint coalitions currently in place. Existing studies, however, have not so
far addressed hedonic games with externalities.

At the same time, uncertainty is prevalent in most realistic cooperative game
environments, and hence intra-agent collaboration under uncertainty is a topic widely
studied. However, uncertainty in hedonic game settings has received only limited
attention in the literature to date.

Against this background, in this diploma thesis we first extend the formal defini-
tion of two well-known classes of hedonic games, namely additively separable hedonic
games and boolean hedonic games, to partition function form. Then, we combine the
aforementioned paradigms, and focus on agents in hedonic games with externalities
who are unaware of their own preferences over partitions. We demonstrate how to
extract these hidden preferences by employing well-established supervised learning
methods—mnamely linear regression, linear regression with basis functions, and feed
forward neural networks—and adapting them to the problem at hand. In the process,
we make use of an evaluation metric specifically designed to evaluate the prediction
accuracy of machine learning methods used to infer the underlying hedonic prefer-
ences over partitions. In addition, we show how an agent can use Gaussian mixture
models to generate sets of potentially satisfactory partitions to propose in multi-agent
negotiations. Finally, we put forward two novel coalition formation protocols that
engage agents with hidden and conflicting preferences; and which are designed with
the aim of maximizing social welfare, without the presence of a centralized entity or
the ability to share information among agents.






Abstract in Greek

Ta ovvepyatikd matyvia poviehomolo0y TNV SNULIOVEYI0 CUVACTIOUMY Atd 0pUoAoYIX00E TEdX-
TOPES, OL OTOOL EVOVOUV TIS BUVAUELS TOUC YLt VO AmOA)COLY XATOLG UORPNG WHEAEL, )
omolo Yo ftay addvatov va amoxopotel ue atouiny| dpdor. Ta ndovikd natyvia, and tnv dhin,
elvan pLor xatnyopla GUVERYATIXWY LY VIV TOU UOVTEAOTOLEL TEAXTOPES UE NOOVIXES TTEOTIUY-
OELC, ONAAOY| TEAXTOPES TOU €Y OLY TPOTUUACELS OYETIXG UE TNV TUUTOTNTA TWV UTOAOLTWY G TO
ouvaoTioud toug. Ouclactixd hotndy, ol anolofég evog TedxTopa o€ TETOLX TEQUSIANOVTA ov-
Tixatonteilouy TNV xavoroinoy mou anoxoWllel and Tov oY NUATIOUEVO cuvaoToUs Tou. Tohpa,
o ovvepyatikd matyvia e e€wntepikég emdpdoes 1) o€ popen ovvdptnong owapépions Yewpoly
6Tl oL anoloPéc emnpedlovion and TN SLWERLST] TOU YWEOL TWV TEUXTOpwY, dNAadr To moLd
elvar 10 6UVORO TWV NON OYNUATIOUEVWY CUVACTLOUWOY. Méypl ofjuepa, dev undpyouy epyacieg
ToU VoL £y0uv e€eTdoEL NBOVIXA Taly Vil UE EEMTERIXEG ETUOPATELS.

Trv (B otiypy), n afefaidtnra oc mepBdhhovta unopel va mapatneniel oc ToOAAA peahio-
TIXG TEPYBAANOVTA CUVERYATIXWY Ty VWY, XL w¢ X TOUTOU 1) cLVERYAOSiA UETOEY TEAXTOPWY
uné afefonotnTa elvon évar Yéua mou €yel uehetnidel evpénc.

Tn6 1o nplopa autd, otny apovoo Atmhwpatixh Epyaocto apyixd enextelvoupe tov tumixd
0pLoUO6 800 TOAD YVOGO TV XAACEWY NOOVIXDY ToLY VIwY, cuyxexpiuéva Twv additively separable
hedonic games xo twv boolean hedonic games, e pop@y| cuvdptnong dauepione. Katomy,
ouvdudlouue TiIC mpoavapepVeioes WOEeg xou €0 TIALOUUE OE TRAXTORES O NBOVIXA Ty VIBLoL
ue e€wTtepég EMOPAOELC oL deV €xouv enlyvwaon TwV Blwv TeoTWAoewy. AeXVIOLUE TS
VO AMOOTACOUNE AUTES TIC XPUPES TPOTUNOELS, YPYNOWOTOLOVTAS XoMEPOUEVES UedOdoUg ETi-
BAETOUEVNG EXUGINONC—HOL CUYXEXPLUEVL YROUULXT] TOAVOEOUNOT), YEOUULXY) TAAVOEOUNCT UE
CLVOPTHOELS BAong, xou TEOWINTING VEURPWVIXE B{XTU—0aPOo) TIC TEOCUPUOCOUUE GTO TEEYOV
TeoBAnua. Emniéov, alomololue g HETELXY| EWOLXA OYEBLAOUEVT] Yiot TNV oa&LOAOYNOY TNG and-
doong Uedodwy unyovixrc udinone mou mpoonadoly Vo EXPAEVCOUY TS UTOBOOXOUCES T
BOVIXEC TPOTWNOELS OYETIXS UE Blopeploels. X Tn cuUVEYELR, EEOTALOUUE TOUC TTPAXTORES UE TNV
XOVOTNTAL VL BNLoupyoly VEES EV BUVEHEL IXOVOTONTIXES YLo auToUC Slopepioels Ye yerion uiéne
I'raouoloveyy Loviéhwy, Ue oTdY0o TNV TEOTICT DLOHERICEWY O JLATEOYUATEVCELS TOMNAATAMY
Tpaxtépwy. Téhog, mpoteivoupe 800 xavopavy| TEWTOXOAAA CYNUATIOUOV GUVICTIOUMY, TOU
EUTAEXOLY TOAATAOUC TEAXTOPES UE HPUPES X0l CUYXPOUOUEVES TROTWHOELS, Yol To ool
ETUYELPOLY VO UEYICTOTOLACOUY TNV xoWwvixn sunuepia, ywpelc tnv mapovsia plag xevrpuxrc
OVTOTNTOC.
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Chapter 1
Introduction

Hedonic games (Aziz, Savani, and Moulin, 2016) are a class of cooperative games that
model agents with preferences over the composition of their own coalition, specifically
the identities of other agents in the same group. In this context, agents receive
payoff that corresponds to the satisfaction gained by a formed coalition. This payoft
cannot be transferred, therefore hedonic games are a class of non transferable utility
games. Agents can be modelled with hedonic preferences in a plethora of real-life
applications, such as scheduling group activities (Darmann et al., 2012), task allocation
for a swarm of multiple agents (Jang, Shin, and Tsourdos, 2018), network partitioning
algorithms as cooperative games (Avrachenkov et al., 2018) among others. In this
thesis, we study hedonic games with externalities, i.e. games with hedonic preferences
affected by the composition of all coalitions. We are interested in agents in unknown
environments, that attempt to acquire knowledge over their underlying preferences
through interaction with others. We also consider challenging environments with
high complexity of preferences, where agents are not solely interested in their own
coalition.

1.1 Motivation

In cooperative game theory, existing studies on games with externalities, or games in
partition function form (Chalkiadakis, Elkind, and Wooldridge, 2011), (Thrall and
Lucas, 1963), where the valuation of a coalition depends on all formed coalitions
in a given set of agents N, do not consider hedonic game settings. To the best of
our knowledge, all studies on hedonic games so far, suggest that the utility an agent
1 assigns to a coalition C depends only on the structure of C. Agents with such
preferences are affected by all synergies in a collaboration scheme, and examine
collaborations among other agents, even beyond their own coalition.

Potential applications can emerge in settings such as competitive teams (e.g.
a coding competition), where contestants can have preferences over a competitive
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team, as they reckon that each team’s performance will depend on its composition.
Furthermore, we can consider settings where the various synergies in a set of players
affect each individual differently. For example, consider a class course that includes a
group project, and students are classified either as hard-working or lazy. Both types of
students want to collaborate with hard-working students for obvious reasons. Naturally,
for a group to be formed, both parties need to comply. Therefore, this will result in
groups either with multiple hard-working students, or comprised of a majority of lazy
students that could not collaborate. Evidently, this is not a game with externalities,
as each student cares only for its own group. However, a professor who wishes the
utmost participation and knows from experience that hard-working students motivate
the lazy ones, would rather prefer a more uniform distribution of both types into
groups. So, his preferences are hedonic with externalities, and also conflicting with
hard-working students. We can also consider settings such as task allocation strategies
among agents, in which they collaborate to perform various tasks and are interested in
achieving load balance across all different tasks, but can also have potentially different
objectives, or valuations of collaboration schemes.

In many realistic applications, complete information about hedonic preferences
is not available, and current studies have focused in hedonic games with incomplete
information. In Sliwinski and Zick, 2017, the authors examine the ability of agents to
learn their hidden preferences in various hedonic game classes, with a probabilistic
model (Probably Approximately Correct (PAC)) that approximates the “true” utility
function with a polynomial number of samples, and also attempt to find a stable
coalition structure. Additionally, in Georgara, Ntiniakou, and Chalkiadakis, 2018, the
authors propose the use of Probabilistic Topic Modeling (via the online version of
Latent Dirichlet Allocation) to capture an agent’s underlying utility function. However,
to the best of our knowledge, no studies exist on extracting underlying preferences
over partitions in hedonic games.

1.2 Contributions

Against this background, we combine the aforementioned paradigms, that of hedonic
games in partition function form and of uncertainty. This thesis focuses on agents
with hidden preferences over partitions. We attempt to acquire an approximation
of their utility function via supervised learning techniques, and equip them with
the ability to propose new partitions from past observations via generative models.
Additionally, we put forward two coalition formation protocols specifically designed
for partition function games, aiming to maximize the social welfare of participating
agents, considering that no centralized entity exists. In our approach, we:
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e Extend two well-known hedonic games classes, namely additively separable hedonic
games and boolean hedonic games to partition function form

e Demonstrate how supervised learning methods can be utilized in order to extract
an agent’s hidden preferences for both game settings, propose an input encoding
of partitions and employ an evaluation metric, specifically designed for this
problem

e Show for the first time how an agent can employ a generative model in order to
propose new partitions. We examine Gaussian Mixture Models for generating
new partitions that attempt to satisfy an agent’s preferences

e Propose two coalition formation protocols that contain multiple agents with
hidden and conflicting preferences over partitions

Part of this work has already been published in "Fxtracting Hidden Preferences
over Partitions in Hedonic Cooperative Games”, coauthored by Athina Georgara, Dim-
itrios Troullinos and Georgios Chalkiadakis, and published In Proc. of the 12th Interna-
tional Conference on Knowledge Science, Engineering, and Management (KSEM-2019),
Athens, Greece, August 2019.

1.3 Thesis Qutline

In Chapter 2 we provide the necessary theoretical background regarding both hedonic
games and machine learning. Next, in Chapter 3 we formally define two hedonic games
classes in partition function form, and also discuss our approach regarding these new
game settings. Then, in Chapter 4 we demonstrate our experimental evaluations,
discuss results and various trade-offs that emerge. And finally, in Chapter 5 we

summarize our approach and consider potential future work.






Chapter 2

Theoretical Background

In this chapter we discuss the Theoretical Background of topics regarding this Thesis.
Discussion topics involve hedonic games, regression models, k-means & Gaussian
mixture models (unsupervised learning models) and hyper-parameter optimization.

2.1 Non-Transferable Utility Games

For a non-empty set of agents N = {1,--- ,n} and a set of all possible coalitions,
i.e. all subsets of agents VS C N that collaborate for a task or a common goal, a
characteristic function game G assigns a utility (payoff) v(S) for any coalition S of a
set of agents N. When the distribution of this payoff v(S) to agents i, Vi € S, is not
determined, then we refer to transferable utility games. However, there are instances
where the utility is not transferable among agents who collaborate. Games with these
settings are referred to as non-transferable utility games (NTU games).

Instead of a characteristic function game, NTU games involve a set of choices
A = {\ A\, -} for each coalition S, and agents have preferences over these choices,
captured from preference relations (Chalkiadakis, Elkind, and Wooldridge, 2011).

Definition 2.1. (Chalkiadakis, Elkind, and Wooldridge, 2011) A preference relation
on A is a binary relation 7 C A X A, which is required to satisfy the following
properties:

1. Completeness: For every {\,\'} C A, we have A = X or A = \;
2. Reflexivity: For every A € A, we have A 77 \; and
3. Transitivity: For every {1, A2, A3} € A, if A\ 72 Ay and Ag 75 A3, then A\; 72 As.
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2.1.1 Non-Transferable Utility Games in Partition Function Form

NTU-games can be extended to games in partition function form or games with
externalities, as there are settings where the choices A can be affected by the coalition
structure formed by all agents in /N, that is, the set of all coalitions that form a
partition 7 of the game.

Definition 2.2 (NTU games in Partition Function Form (Saad et al., 2012)). A
coalitional game in partition function form (PFF) with non-transferable utility (NTU)
is defined by a pair (IV, V), where N is the set of players, and V' is a mapping such that
for every 7 € IT and every coalition S C N, S € 7, V(5,7) is a closed convex subset
of Rl that contains the payoff vector that players in S can achieve. Alternatively,
if we consider a payoff vector in R™ for every coalition S C N (let for any i ¢ S the
corresponding payoff be 0 or —o0), then V' can be viewed as a mapping V : Ex — R”
that assigns to n-vector of real numbers to each embedded coalition (S, 7).

2.2 Hedonic Games

Hedonic games (Banerjee, Konishi, and Sénmez, 2001) are a subclass of NTU-games
that aim to capture an agent’s hedonic preferences over coalitions S. In this setting,
agents have preferences only over the identities of other agents they collaborate with,
and their preference relations reflect this.

Definition 2.3. (Aziz, Savani, and Moulin, 2016) Let N be a finite set of agents. A
coalition is a non-empty subset of N. Let N; = {S C N : ¢ € S} be the set of all
coalitions (subsets of V) that include agent ¢ € N. A coalition structure is a partition
7 of agents N into disjoint coalitions. A hedonic coalition formation game is a pair
(N, ), where 77 is a preference profile that specifies for every agent i € N a reflexive,
complete, and transitive binary relation 2~; on N;. We call 7=; a preference relation.

2.2.1 Additively Separable Hedonic Games

Separability of preferences in cooperative game settings states that adding an agent
!

i in a particular coalition S, then S = S'U {i} preference to S is dependent on the

preference for agent i.

Definition 2.4. (Separability (Aziz, Savani, and Moulin, 2016)) A game (N, ) is
called separable if for every agent ¢ € N, coalition S € N;, and agent j not in S, we
have the following:

e SU{j}»; Sifand only if {i, 5} =; {i};
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e SU{j} <; Sifand only if {i,j} <; {i}; and
e SU{j} ~; Sif and only if {7, 5} ~; {i}.

Additive separable preferences are a subclass of separable preferences. In an
Additively Separable Hedonic Game (ASHG) , an agent’s utility for a given coalition is
the sum of the utilities it assigns to other members of that coalition. Formally, each
agent ¢ € N assigns to each agent j € N a value b/ € R and the utility of coalition S

is defined as v;(S) = ¥jeg b] (Elkind and Wooldridge, 2009).

Utility of an agent ¢ in a singleton coalition is v;({i}) = 0, Vi € N. For coalitions
S,T € N;, we have S =Z; T if and only if v;(S) > vi(T). ASHGs are symmetric if
b = bz, and non-symmetric otherwise (Aziz, Savani, and Moulin, 2016).

2.2.2 Boolean Hedonic Games

Boolean Hedonic Games (Aziz, Harrenstein, et al., 2016) (BHGs) are Hedonic Games
with dichotomous preferences. For agent i, any coalition S C N, where i € S, is either
satisfactory or unsatisfactory. So, there are two disjoint sets N;" and N, , and S € N,
if S is satisfactory, or S € N; otherwise. Agent i strictly prefers any coalition in N,
in relation to any coalition in NV, , and is indifferent between coalitions that belong to
the same set.

Example 1. Consider a BHG with 4 agents, whose dichotomous preferences are as
follows (coalitions separated by comma indicate that the agent is indifferent):

agent 1: {1,2},{1,3}, {1,4} =1 {1},{1,2,3},{1,2,4}, {1,3,4}, {1,2,3,4}
agent 2: {2,1},{2,3},{2,4},{2,3,4} =5 {2},{2,1,3},{2,1,4},{2,1,3,4}
agent 3: {3}, 13,1}, 13,12}, {3,1,4) =3 {3,2,4}, {3,2},{3,4},{3,1,2,4}
agent 4: {4, {4,1,2,3) =, {4,1},{4,2},{4,3},{4,1,2), {4, 1,3}, {4,2, 3}

We can observe that agent 1 strictly prefers coalitions of size 2 to any other
coalitions and agent 2 strictly prefers coalitions of size 2 or a coalition with players 3
and 4. Furthermore, agent 3 prefers either a singleton coalition or any coalition with
agent 1 (except the grand coalition) and agent 4 strictly prefers to either being a
singleton or be in the grand coalition.

Modelling of Boolean Preferences

Instead of providing a complete preference profile (as showcased in example 1) by
aggregating all possible coalitions with their pairwise relations, we can adopt a
compact representation, introduced by Aziz, Harrenstein, et al., 2016 and as described
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by Georgara, Ntiniakou, and Chalkiadakis, 2018. The proposed formula ~; consists of
two subsets of agents, the "must be included” set included;, and "must be excluded”
set excluded;. Agent i is satisfied with a coalition S when Vj € included;,j € S and
Vi € excluded;, j ¢ S. Agent ¢ can have multiple pairs of (included;, excluded;), and
a coalition S € NZ-+ if it satisfies at least one pair. Thus, the DNF ! form of a formulae
with multiple ;s is:

vi=V vi=7%1V72V V9L (2.1)

=1:L
where [ denotes the index of formula ~;;, L is the size of pairs, and:

Yig = (included; ;, excluded; ;) (2.2)

2.3 Supervised Learning

In the context of Machine Learning, Supervised Learning (SL) methods learn from
available labeled data. The goal of SL is to approximate the function that labels data.
It is called “supervised” because of the presence of the outcome variable to guide the
learning process (Hastie, Tibshirani, and Friedman, 2001). Examples such as labeling
an email as spam or not spam, in which the aim is to assign each input vector to
one of a finite number of discrete categories, are called classification problems. If the
desired output consists of one or more continuous variables, then the task is called
regression (Bishop, 2006).

2.3.1 Linear Regression

N
y(x,w) = wo+ Y wiw (2.3)
=1
This model is a linear function of the input variables z;, « = 1,..., N, where

x = (v1,...,2y5)T. Weight parameters w = (wyp,...wy)? are estimated based on
training data. wq is a bias parameter that allows for any fixed offset on target values.
y(xx, W) = yi is the approximation value for a given input xy, and attempts to
predict the target value t;. The model creates the same linear function for all training

data by adjusting its weight parameters.

1Disjunctive normal form, a logical formula consisting of a disjunction of one or more conjunctions, i.e.
an OR of multiple ANDs.
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For an one-dimensional input vector x, and a set of samples containing (xy, ),
figure 2.1 shows the approximated function y(x, w):

Figure 2.1: Linear Regression with an one-dimensional input vector x

Weights are estimated by applying the normal equations for the least squares
problem for LR: (Bishop, 2006):

W = (XTX)"1xT¢ (2.4)

e W : weights’ vector, with dimensions M x 1 (M = number of weight parameters)
e X : vector of xy values, with dimensions K x M (K = number of samples)
e t : target values’ vector, with dimensions K x 1

2.3.2 Linear Regression with Radial Basis Functions

To overcome the problem of bias (assumption of linearity) that LR introduces, radial
basis functions can be used to approximate non-linear functions, resulting in Linear
Regression with Radial Basis Function (LR-RBF).

M-1

y(x,w) = Y wigi(x) (2.5)

1=0
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Figure 2.2: Visual Representation of a Linear Regression Model

¢0(x) = 1is defined in order to have wq as a bias parameter, regardless of the form
of ¢. M is the number of basis functions that the model uses. This model’s efficiency
depends on the form of the basis function and the size of M. The determination of the
set of the basis functions depends on the problem at hand.

Gaussian Basis Functions are frequently used, with the form:

CIx= mz'||2}

- (2.6)

oi(x) = ea:p{

where m; reflects the location of each ¢; in the N-dimensional space, and o the
scale of each value, which is common for every ¢;. Now, each basis function ¢;, is
an exponential, related with a centre vector m; € RIX ”, and a standard deviation
o € R™. For computing the centre vector m; of each ¢;, clustering methods such as
k-means (discussed below, (2.5)) are used, while the standard deviation is usually the
same for all ¢;.

Weights estimation Equation (2.4) is modified for this model, in order to integrate

(252' (X):

W= (o7®) ol (2.7)

e ®: vector of ¢;(xy) values, with dimensions K x M (K = number of samples)

2.3.3 Feed-Forward Neural Networks

Thinking of a Feed Forward Neural Network (NN), one can easily interpret the
mathematical expression of one LR model as a simple NN. But the structure of a NN
can have more layers. The basic form of a neural network model is a series of layers
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Figure 2.3: Illustration of Linear (with Basis Function) Regression Model

of computational units (Goodfellow, Bengio, and Courville, 2016). First we have M
linear combination of the inputs, which take the form:

s
aj = w;j + > Wy T (2.8)
1=1

where j = 1, ..., M and M is the number of combinations. ¢ = 1, ..., N is the index
of vector x and wy is the bias parameter. [1] indicates that these parameters are in the
first layer of the network. This equation is identical to Equation (2.3). An activation
function h (possibly non-linear) can be used for all a;. Outputs h(a;) are the input
for the next layer of computations:

b = ol S~ 2
1 = ha2| wjg + Z wy; hl(aj)> (2.9)
=1

where [ = 1,..., L is the number of output values and [2] indicates that these
parameters are in the second layer of the network. We can express the relationship
between input of the first layer and output of the second layer by combining Equations

(2.8),(2.9):

M N
by = ho (w][%] + Z w}?h(w% + Z wﬁ]m)) (2.10)
j=1 i=1

For a 2-layered NN (1 hidden layer and 1 output layer), b; are the output values,
so: y(x, w) = by.

M N
y1(x, w) = hg (wj[-%] +> wl[]z-]hl (w% +> wﬁ]xz>> (2.11)
j=1 i=1



12 Chapter 2 Theoretical Background

Figure 2.4: Illustration of a 2-layered Feed Forward Neural Network (1 hidden layer). Weights on the edges
and bias weights are not visible.

In essence, this structure is a combination of multiple LR models with non-linear
activation functions that can approximate a wide range of functions. Beyond two
layers, the same philosophy is extended for a much more complex network.

Activators of hidden layers h; need to be non-linear, since linear activators will
result in a network with capabilities equivalent to a LR model. Popular choices for
activator functions are:

e Sigmoid: .

o(z) = 1T eap(—2) (2.12)
e Rectified Linear Unit (ReLU):

ReLU(x) = maz(0, z) (2.13)
e Hyperbolic tangent (tanh):

tanh(z) = 20(2z) — 1 (2.14)

NNs that serve as regression models have linear output activators (identity
activation function), as they approximate target values t € R?, whereas in classification
models, sigmoid or hyperbolic tangent functions are preferred.

When a NN is trained, its weights are actually “tuned” in order to approximate
the desired function. This task is not trivial, and NNs rely primarily on Gradient
Descent Optimization Algorithms for training.

2.3.4 Gradient Descent Optimization Algorithms

Gradient Descent (GD) is a way to minimize an objective function J () with parameters
6 € R? by updating 6 in the opposite direction of the gradient of the objective
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function Vg J(0). In all variants of GD, a parameter 7 is used as the learning rate, that
determines the size of the steps we make in each update to reach a (local) minimum

(Ruder, 2016).

Batch gradient descent

Batch gradient descent (BGD) computes parameters 6 by calculating the gradient of
the cost function J(6) for the entire training dataset.

0=0—1n-Ve(0) (2.15)

This means that only one update of the parameters is performed. Although this
method is guaranteed to reach a (global or local, depending on the form of function)
minimum of J(#), this computation can be very slow for a large dataset, and very
demanding if it cannot fit in main memory (Ruder, 2016). Furthermore, it cannot be
used for online training.

Stochastic gradient descent

Unlike BGD, stochastic gradient descent (SGD) performs an update of parameters 6
for each training sample (z(?), y(1)).

0=0—n-VgJ(0;29 ) (2.16)

SGD is much faster than BGD, as it calculates gradients for each sample, and
is suited for online training. Characteristic of SGD is that it fluctuates, i.e. does
not monotonically decrease the value of J(6), and it can result in big changes in 6
(especially for large values of n). This can potentially be beneficial, as it might result
in a new and better local minima. However, fluctuation also makes convergence much
more difficult (Ruder, 2016).

Mini-batch gradient descent

Mini-batch gradient descent (MGD) combines the benefits of BGD and SGD by
performing updates for every mini-batch of n training samples.

0=0—n- VyJ(b; glEitn) y(i:H”)) (2.17)
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MGD has more stable convergence than SGD, and computes gradients much faster
than BGD, as it requires a batch of fixed number of samples n for each update.

A big challenge for the aforementioned algorithms is the choice of learning rate
n. Performance is highly affected by this choice, and our data. Especially for sparse
data, choosing the same learning rate for all parameters might not be effective. Thus,
algorithms with adaptive learning rate have been developed and are discussed below.

Adaptive Gradient Algorithm (Adagrad)

Adagrad was introduced by Duchi, Hazan, and Singer, 2011 and adapts its learning
rate to the parameters, by performing larger updates for infrequent, and smaller
updates for frequent parameters (Ruder, 2016).

Or1,i = Ori — S — Vo,J(6:4) (2.18)

1/Gt,ii +e€

Adagrad updates at each time step t its parameters #. Index i denotes the learning
rate for different parameters in each time step. Gy € R4*? is a diagonal matrix, and
each diagonal value Gy ;; is the sum of squares of gradients up to time step t. € is a
smoothing term that avoids division by zero.

9t_|_1 = 9,5 - \/# @ V@tJ(Ht) (219)

Equation 2.19 is a vectorized form of Equation 2.18 for all 4.

The main issue of Adagrad is that by adding the sum of squares of gradients for
. . . . . . . . 77
G'.i, this value increases as ¢ increases. This results in making the fraction 7\/m

(the adaptive learning rate) smaller after each update. Thus, after many timesteps t,
new updates are extremely small. The following algorithm overcomes this weakness.

Root Mean Square Propagation (RMSProp)

RMSProp was introduced in a lecture by Hinton, Srivastava, and Swersky, n.d. and is
an unpublished method. It overcomes Adagrad’s drawback of monotonically decreasing
learning rate by defining the decaying average of squared gradients as:

E[g°)t = vE[¢*]i-1 + (1 —7)g7 (2.20)



2.3 Supervised Learning 15

where g = Vg, J(0;). E[g%); is the decaying average that is dependent only on the
previous one E[g?];_1 and the current squared gradients g7, using a parameter v as
momentum, that is suggested by Hinton to be set to 0.9 (Ruder, 2016).

Replacing Adagrad’s Gy with E[g?]; we obtain:

Ui

VElg?) +e

01 = 0; — © Vg, J(6;) (2.21)

Adaptive Moment Estimation (Adam)

Adam optimization algorithm was introduced by Kingma and Ba, 2014 and attempts
to further improve upon the prior methods by computing the mean m; of gradients
with a decaying parameter 31, and the squared mean v; of gradients with a decaying
parameter [s.

my = fimi—1 + (1 — 51) gt (2.22)

v = Bovi—1 + (1 — B2)g7 (2.23)

[ parameters, ranging from 0 to 1, introduce bias to the above estimates due to
the recursive nature of Equations (2.22), (2.23). This leads to ignoring past gradients
as the distance from current timestep t increases. However, bias-correction is performed
to avoid this phenomenon.

my

my = 2.24
t 1— B{ ( )

N Ut
U = 2.25
t 1— 55 ( )

Thus, Adam’s parameters’ update takes the form:
Ui A

Ory1 =0 — ——=—— O Vp, J(0 2.26
t+1 t \/’[}_t + B ®© 0 ( t)mt ( )
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2.4 Hyper-Parameter Optimization

With Hyper-Parameter Optimization, we want to find the value x; that minimizes a
function f(x), i.e. argming(f(z)). When f is computationally expensive, Sequential
Model-Based Global Optimization (SMBO) algorithms can be used (J. S. Bergstra
et al., 2011).

Algorithm 1 SMBO algorithm
1: function SMBO(f, M0,T,S)> M0:initial model, T:timesteps and S:surrogate function
2: H<« 0 > H:observations history
3 fort=1to T do > for every timestep
4: x* + argmingS(x, My_1)

5 Evaluate f(z*)
6

7

8

H + HU(a*, f(z*))
Fit a new model M; to H
return H

In every iteration, SMBO chooses a z* based on a surrogate function or a model,
then evaluates it with f and stores the set (2*, f(2*)) to observation history H. The
final step before the next iteration is to create a new model based on H. As t increases,
M; models become more accurate, which results to new values for z* that tend to
minimize f.

Knowing that evaluation of f for a single z* is computationally expensive, * values
are obtained using a surrogate function or a model of f, and using observation history
H. Algorithms in (J. S. Bergstra et al., 2011) optimize the Expected Improvement
(EI), that is:

Ely(e) = [ maa(y” — y.0)par(yl)dy (2.27)

"Expected improvement is the expectation under some model M : X — R¥ that
f(x) will exceed (negatively) some threshold y*.”(J. S. Bergstra et al., 2011)

2.4.1 Tree-structured Parzen Estimator Approach (TPE)

This approach has the advantage that it can be used in cases where our hyper-
parameters do not have a strict number of values, and when there are dependencies,
e.g. for a neural network that we choose the number of hidden layers and number of
nodes as a hyper-parameter, we first choose the number of layers and then the number
of nodes for each layer. Another example is when we want to compare different models
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that might use a different set of hyper-parameters. The TPE algorithm instead of
modeling p(y|z), it models p(z|y) using two different densities:

l(x)ify <y*

o(2) if y > y* (2.28)

p(zly) = {

This means that {(z) is the distribution formed using observations z*, where
f(z*) < y* and g(z) is formed with observations that satisfy f(z*) > y*. TPE has a
parameter v = p(y < y*) in order to choose y*. Applying TPE to (2.27), we get:

x (7+‘;7((g(1—7))‘1 (2.29)

Cytl(e) = (@) [V p(y)dy
() = 00y + (1= 2)g()

To maximize the EI, we need to minimize the ratio %, i.e. the algorithm chooses

values of = that maximize [(x) and minimize g(z) in every iteration.

2.5 k-means Clustering

k-means is an Unsupervised Learning > method that creates a specified number of k
clusters from training data (unlabeled) and was first introduced by MacQueen et al.,
1967.

For a given dataset X = {x1,...,xny} of N observations of a random variable x,
where each x,, € RP, D is the dimensionality of x, we want to partition this dataset
to a specified number of clusters K. Mean values p;, € RP,1 < k < K are assigned
to corresponding clusters C, and they are calculated from the assigned data points
Vx,, € C}. The objective function to be minimized is:

N K )
J= 300 ruklxn — (2.30)
n=1k=1

Variable 7, € {0,1} is an indicator that describes in which cluster a data point
x), is assigned. If x,, € Cf, then r,; = 1, else 7, = 0. Equation (2.30) is the sum of
squares of the distances of each data point to its assigned vector p;, (Bishop, 2006).

2Unsupervised Learning methods attempt to find patterns on unlabeled data and capture their internal
structure.
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The intention is to acquire values for r,; and g, that is to compute the clusters C,
that minimize J (Bishop, 2006). For this optimization problem, an iterative algorithm
can be used, in which each iteration contains two successive steps, the Expectation
Step (E-step), and the Maximization Step (M-step). First, choose randomly g, values.
Then follow the E-step, M-step and repeat until convergence, i.e. no further changes
after update, or a maximum number of iterations is exceeded. Although convergence
is assured, as each update of variables reduces the value of J, it converges to a local
minimum of J, that might not be global.

e E-step: update 7, values from Equation (2.31), i.e. assign data points to clusters
e M-step: update p;, values from Equation (2.32)

1, ifk= in; — 2
= {1 T = argming s = ] 231
0, otherwise
>n TnkXn
— &Zn nven 2.32
= S (2.32)

2.6 Gaussian Mixture Models

Gaussian Mixture Models (GMMs), introduced by McLachlan and Basford, 1988, can
be used either as a generative or clustering model. They can be viewed as an extension
of k-means clustering in the context of Unsupervised Learning. Every cluster generated
from GMMs, apart from the mean value m;, contains a covariance matrix ;. This
allows for more flexible cluster shapes compared to k-means, i.e. can cluster data
with higher complexity more efficiently. One of the powerful attributes of the GMM is
its ability to form smooth approximations to arbitrarily shaped densities (Reynolds,
2009).

A GMM is a weighted sum of Gaussian component densities. They are commonly
used as a parametric model of the probability distribution of continuous measurements
or features in biometric systems. (Reynolds, 2009)

The Gaussian mixture distribution is defined with the form:

K

p(x) = > mN (x|, ) (2.33)

k=1
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where index k denotes each Gaussian component and the multivariate Gaussian
distribution takes the form:

1 1 1 _
N(X“J’k) Zk) = (27T)D/2 |Zk|1/2 exp{ - §(X - lJ’k)TZk 1(X - l-l’k)} (234)

Mixing coefficients 7. correspond to probabilities of each Gaussian component k
and must satisfy both (2.35) and (2.36).

K

Y omp=1 (2.35)
k=1
0<m <1 (2.36)

v(2k) is defined as the conditional probability p(z; = 1|x), where z; is the random
variable that denotes which Gaussian component is active. Therefore z;, = {0,1} and

sz = 1.

plar = Dp(zr = 11x) _ meN (x|py, Zi)
Yup(z = Dp(xla=1)  XymN(x|p, L)

v(2k) = (2 = 1x) = (2.37)

For a given dataset D = {x1,---,x,} and N = |D|, the log of the likelihood
function takes the form:

K

N
np(Xim . E) = Y- In{ 3 ml (xalag )| (2.39)

n=1 k=1

Expectation Maximization for Gaussian Mixture Models

Expectation Maximization (EM) was introduced by Dempster, Laird, and Rubin, 1977
and applied to GMMs by G. Saari and Merlin, 1996.

In GMMs, for a given set of unlabeled data X, we want to maximize (2.38).
Parameters of (2.38) are p, X and 7 arrays. When maximizing a differentiable function
f(x), we obtain the derivative % and set it to zero. Maximizing the log-likelihood

function, with respect to the p,;, values, we obtain:

e = 5 22 7 (Ga)%n (2.39)
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Using the conditional probability y(z,x) for each point x,, we obtain N, that
expresses the size of cluster k.

N
Ne =3 () (2.40)

n=1

Setting the derivative of 2.38 to zero with respect to X, we obtain:

Xy = — 'Yk(xn - Nlc)(xn - Mk)T (2-41)

Finally, for the mixing coefficients m, a Lagrange multiplier is used in order to
satisfy the constraint in 2.35.

K
Inp(X|m, 1, X) + )\< > o — 1) (2.42)
k=1

We then maximize by setting the derivative of 2.38 to zero with respect to Xy.
Thus, we obtain:

_ Nk

~ (2.43)

Tk

These results (2.39), (2.41), (2.43) can be used for the iterative EM algorithm
to maximize (2.38). First, choose some initial values for all parameters (u, X and 7).
Then, repeat the following two steps until convergence (or a maximum number of
iterations).

e E-step (expectation step): Calculation of the posterior probabilities (2.37) for
every cluster k, using the assigned values of all parameters.

e M-step (maximization step): Re-estimate parameters (u, L and ) from Equa-
tions (2.39), (2.41), (2.43), with the assigned values of parameters. Finally,
calculate the log-likelihood (2.38) and check for convergence (log-likelihood in-
crease is below a threshold e). After each iteration, it is certain that the value of
the log-likelihood will not decrease.

EM resembles a hill-climbing technique. It reaches a local maximum, and it is not
right to assume that this is the global maximum value. However, a global maximum
for log-likelihood does not necessarily provide us with a better model when taking
singularities into account. Singularities can occur when any Gaussian component k has
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P = X, (X, can be any point of the training set), Ly is a zero matrix and 7 # 0. By
observing (2.34) and (2.38), one can see that the log-likelihood will tend to infinity. EM
avoids singularities, contrary to a simple maximum likelihood approach, as noted by
Bishop, 2006. The use of EM for mixture models instead of a gradient-based optimizer
is preferred due to the need for constraints in such models, as discussed in Murphy,
2012.






Chapter 3
Our Approach

In this chapter we present our approach for enabling collaboration pattern detection
in hedonic games with externalities. Topics include ezxtending hedonic games in
partition function form for two particular classes, namely ASHGs and BHGs; encoding
partitions and utility for supervised learning; employing a novel metric for evaluating
approximations of preference relations; “auto-tuning” learning algorithms’ parameters
with hyper-parameter optimization; generating new partitions via GMMs and engaging
multiple agents to two coalition formation protocols.

3.1 Hedonic Games in Partition Function Form

We extend the formal definition of Hedonic Games to Partition Function Form (Geor-
gara, Troullinos, and Chalkiadakis, 2019). Essentially, the structure of all coalitions
affects each agent’s preferences.

Definition 3.1. A hedonic game (HG) in partition function form (PFF) (Georgara,
Troullinos, and Chalkiadakis, 2019) is defined by a pair (N, Z), where N is the set of
players, and 2= {Z™, -, 2™}, with [IT| = m; and for all 7; € IT Z™i= {EJ?, N

T4 . . oy .
and each Z;’€ N; x N; is a complete, reflexive and transitive preference relation
describing agent i’s preferences over coalitions it can participate in when 7; is in place.

3.1.1 Complexity in Partition Function Form Settings

Now agents have preferences over partitions 7, instead of their assembled coalition
S; € m. The partition space IT (set of all possible partitions) is broad and grows
exponentially as the number of agents increases. For a non-empty set of agents
N = {ag1,ag2, - ,agyn}, the size of all possible partitions is measured by Bell
Numbers (Bell, 1934):
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" (n
Bpy1 =) <k>Bk, By=DB; =1 (3.1)
k=0

All possible coalitions for |N| agents are all the subsets of N (except the empty
set 0), i.e. 2INI _ 1. For an agent 7 that has preferences only over the coalitions that
it belongs, then all possible coalitions that contain ¢ are oIN =1 1 50 for 10 agents,
all possible coalitions are 27 = 512, and for 20 agents, all possible coalitions are
219 = 524288. By contrast, when agents have preferences over partitions, for 10 agents,
11|y j=10] = Bio = 115975, and for 20, [IT)y|—g0| = 51724158235372. Considering an
agent who is completely unaware of its utility function, we assume an underlying
structure of this function that can be exploited via machine learning methods without
the need of a substantial proportion of partitions from IT.

3.1.2 Additively separable hedonic games in partition function form

Generalizing ASHGs to partition function form, each agent assigns a value to any
agent within each partition 7 € IT, i.e, agent ¢ assigns the value b (1) to agent j when
partition 7 is formed. Thus, the utility of embedded coalition (S, 7) is now defined as
vi(S,m) = Yjes bl (7). As such, it is more natural to model ASHGs like NTU games
due to their properties. Therefore, there is a mapping V' : E5 — IR such that for every
embedded coalition there is an n-vector of reals:

v (S, 7) Sjes bl (7)

v2(S, ) _ > jes b%(”)

V(S,m) = (3.2)

Un(S>7T) ZjES.bZL(W)

In contrast to what is usual in Characteristic Function Games settings, some value
that agent ¢ gets from the fact that S has been formed within 7. Given this, each agent
forms a preference relation that refers to embedded coalitions (rather than coalitions).
This preference relation is as follows: agent i prefers embedded coalition (S, ) to
(T,7"), (S, ) =i (T,n"), where i € S, i € T, if and only if v;(S,7) > v;(T,7’), even
if S and T consist of exactly the same set of agents.

As discussed above 3.1.2; utility functions in ASHGs are dependant on bg ,Vi,g € N
values. In a PFF setting, agent ¢ ’s values need to depend not only on its coalition

L Agent i considers all possible coalitions with all other agents N \ 4, [N\ i| = |[N| — 1, so it considers
2l NI-1 _ possible coalitions, but 4 can also form a singleton coalition S = {i}. So, all possible combinations
that contain i are 21V,
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N; € N, but on the whole partition 7. Here, we suggest that the values bz are derived
from a weighted (positive weights) undirected graph, reminiscent of a social network,
that describes the “communication links” between the agents.

Therefore, we now consider these values as a function bg (7) of a partition 7 and
a graph g, containing the following three properties:

1. the distance between agent ¢ and j; and
2. the distances between agent ¢ and all coalitions in 7; and
3. the distances between agent j and all coalitions in 7.

with the form:

. 1 1
b‘Z ™) = Kq - 7 dZSt + g’t — 0 3.3
() distg(i, ) SGZ{W} SGZ{;} distg(j,S) (3:3)

where disty(i,j) is the shortest distance between agent ¢ and j in graph g,
calculated using Dijkstra’s algorithm?. dist,(i,S),S € N, i.e. distance between an
agent ¢ and a coalition S in graph g is defined as follows:

distg(i,S) > distg(i, ) (3.4)
|S‘ ]ES

This Equation (3.4) expresses the distance of an agent ¢ from a coalition S as the
sum of distances from agents j,Vj € S, divided by the size of coalition S.

Parameters k;, \;, & are unique for every agent ¢ and they serve to differentiate
each agent’s preferences. They are generated from a uniform distribution ;, A\;, & ~

4(0,10).

Example 2. Consider a PFF-ASHG game with 4 agents, i.e. N = {ag1, age, ags, ags}
and the graph G(V, F) in Figure 3.1. For ¢ = G(V, E), we obtain the following:

o disty(1,2) =5
o disty(1,3) =6
o disty(1,4) =38
° distg(2,3) =3
o disty(2,4) =5
o disty(3,4) =2

Let:

2Evidently, distg(i,i) = 0,Vi € N.
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Figure 3.1: Graph G(V,E) for Example 2

Now consider a partition 7 = {{ag1,ag3}, {ag2,ags}}. Values bg are calculated
from Equation (3.3). For agent ag;:

1(S, 1) = ij k) (k)
jeSs
1
=5-distyg(1,3)+2- > distg(1,59)+8- Y ——
Se{w} Seln }dzst (3,5)
5+8 2

=5. 2.

56+2 - (—5—)+8: (3+2)

:30—|—2~6.5+8~O.2—30+13—|—1.6:44.6

While the sum contains only agents from ag;’s coalition, b{ values are dependant
on the structure of all coalitions. For 73, o = {{ag1, ags}, {ag2}{ags}}, payoff vi(S, 7x)

will be different, as b{ values will change according to Equation (3.3).

v1(S,m2) = S 0 (m10) = b3 (m10)

=
=5 disty( Z distg(1,5) +8- Z
SG{Tr} Se{r }dZStg( S)
1 1
:5~6+2-(5+8)+8~(§+§)

=30+2-13+8-0.83=30+26+6.64 = 62.64
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3.1.3 Boolean hedonic games in partition function form

Boolean hedonic games provide a concise representation of hedonic games with di-
chotomous preference relations (Aziz, Harrenstein, et al., 2016). According to the
dichotomous preferences model, each agent i can partition N; = {S C N\ {0} : 7 € S}
into two disjoint sets N;“ and N; ; and ¢ strictly prefers all coalitions in NZ-Jr to those
in IV;”, and is indifferent about coalitions in the same set. In boolean hedonic games,
each agent i, instead of explicitly enumerating the preference relation that leads to
dichotomous preferences, defines a logic formula ; that intuitively represents its goal
of being with preferred partners; and ¢ is satisfied if its goal is achieved, or dissatisfied
otherwise. This formula can be of any form of a propositional logic language, but ~; in
(Aziz, Harrenstein, et al., 2016) involves only propositional variables relative to agent
1, that is, denoting agents ¢ wants or does not want to be grouped with.

Expanding BHGs to partition function form, the key idea is to partition the I
space into two disjoint sets Pf and P, i.e. into a set with the partitions agent ¢ prefers,
and a set with the partitions ¢ does not. In its generality, the use of propositional logic
formulae allows us to have a compact representation, but ; in (Aziz, Harrenstein, et al.,
2016) was meant to capture i’s preferences regarding the composition of its coalition
only. We extend into PFF by introducing a specific form for 7;, which is as follows:
each ~; is not restricted to variables relative to agent ¢, but consists of multiple pairs
(Incl;, Incl;) connected via the logical connective or (V). (Incl;, Incl;) is a pair of two
disjoint sets of subcoalitions. Now, each pair is interpreted as follows: Incl; is a set of
“must-include” subsets of coalitions, while Incl; is a set of “must-not-include” subsets
of coalitions. In words, the set Incl; represents desirable patterns of collaborations
that a preferable to 7 partition must contain; while the set Incl; indicates cooperation
among agents that must be excluded from a preferable partition. Thus, a partition 7
satisfies the pair (Incl;, Incl;) if:

e Vee Incl; AS € :cC S; and
eVeelncl; ASenm:cCS

that is, for every desirable pattern ¢ € Incl; there is a coalition S € 7 that contains ¢
(i.e. ¢ C S); while for each unwanted pattern ¢ € Incl; there is no coalition S € 7 such
that c is contained in S. In general, a formula ~; is of the form: v; = (Incl; 1, Incl; 1) V
(Incl;2,Incli2) V - - -V (Incl;,, Incl; p), and a partition 7 satisfies v; (we write 7 |= ;)
if there is a pair (Incl; ;, Incl; ;) such that m satisfies (Incl; j, Incl; ;). Therefore, the
partition space IT is the disjoint union of the sets: P." = {r € Il : 7 = 7} and
P ={mell:m v}

Example 3. Consider a BHG of a set of 7 agents N = {ag1, age, ags, aga, ags, ags, agr}
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in PFF settings, and partitions:

m = {{ag1,a92},{ags, ags, ags}, {ags, agr}}
™ = {{agb ag3}7 {a927 ag4}7 {ag57 age, Clg7}}

and ag;’s preferences as follows:

1 = ({tags, agu), (age, age)}, Thags, agn)} ) v ({tagr, agn)}, Tlags, agel} )

We observe through v that ag; is satisfied with a partition that:

e contains a subcoalition with agents ags & ag4, a subcoalition with agents agg &
ag7 and does not contain a subcoalition with agents ags & agr (71,1); or

e contains a subcoa*lition with agents ag; & age and does not contain a subcoali-
tion with agents ags & ags (71,2)

Thus, we conclude that 7 is satisfactory (via v1,1), and 72 is not satisfactory,
meaning that m € P;” and m € Py .

Henceforth, PFF-BHGs will refer to boolean hedonic games in partition function
form and PFF-ASHGs to additively separable hedonic games in partition function
form.

3.2 Learning agent’s preferences

In this section we discuss how agents who are unaware of their own preferences can
learn to predict their own utility function via supervised learning models, and evaluate
them in a way that is fitting for our game settings.

3.2.1 Input encoding

In a hedonic game G in PFF, a given partition 7 is encoded to an input vector xy,
where index k denotes a specific partition of our dataset. Our encoding uses (g) input
variables® (n is the number of agents), such that each variable contains information for
a specific pair of agents (ag;, ag;), regarding their coexistence in the same coalition,
and this information is depicted with boolean variables (integer values of 1 or 0). Input

3From (3.5), we can observe that the number of elements is Zi?ilz = ni(g_l) = 2,.(;”_2)! = ()
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size equals to the size of unordered pairs for all agents. Thus, a partition 7 is encoded

to x;. as follows.

Xk = [ﬂagger(agl)v ILaggG7r(agl)7 T ILagn€7r(a,g1)7

n—1 elements
1agg€ﬂ'(agg)’ 1&94677((192)7 B ILagnEﬂ'(akc]g)?

n—2 elements
1a9i+1€7"(a9i)’ 1agi+2eﬂ(a91)’ o lagnEﬂ'(agi)’

n—i elements
T

ﬂagnflew(agnfg)v ﬂaquew(agn,Q)v ﬂagn@r(agnfl)]

2 elements 1 element

where 1
1’s coalition, otherwise the corresponding value is 0.

(3.5)

agjer(ag;)> for the pair (agi,ag;), contains the value of 1 if agent j is in

We can argue that Vrm;, m; € I1,7 # j, where IT is the set of all possible partitions,
it holds true that their encoded inputs x; # x; 4. This property is essential, otherwise
our models could potentially perceive two different partitions as the same one. This

encoding of input xy, is utilized in all game scenarios.

Example 4. Consider a game with 5 agents N = {ag1,ag2,ags,ags,ags} and a
partition 7 of this set of agents 7, = {{ag1,ag3}, {age, ags, ags}}. From Equation

(3.5), the obtained xj, will be

4From an input vector x, the corresponding partition 73 can be obtained via a function that creates
all correlations between agents, as specified in xj, thus generating the initial 7. Therefore, two different

partitions cannot have the same input vector.
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X = [1 1 1 1

ag2€m(ag1)s Lagzen(agr)> agaen(agr): Lagsen(ag):
4 elements
1(193677((192)? ]1(194671'((192)’ ILag5e7r(agg)7
3 elements
ILag4€7r(agg,)7 ]lag5€7r(agg)= ]lag5€7r(ag4)]T
2 elements lelement
xx=[ 0, 1 , 0, 0 |,
o, 1, 1 |
o, o0, 1]

Starting from a partition with singletons, 71, , = {{ag1}, {ag2}, {ags}, {ags}, {ags}},
we examine xy, i.e. we observe that ags € w(ag1), ags € 7(age), ags € 7(ag2) and
ags € m(ags). In order to satisfy all conditions, we merge ag;’s and ags’s coalitions, then
ags’s and ago’s coalitions and so forth. Finally, 7 , = {{ag1, ag3}{age, ags, ags}} = m,
is obtained.

3.2.2 Output encoding - Regression Models

Regression Models essentially attempt to approximate a function and a labeled dataset
is required for this task. In a setting where an agent ag; attempts to acquire an
approximation of its utility function via a labeled dataset D = {(x1,t1), -, (Xq,tq)}
of data xj and labels t, we specify that x; is the encoding for a given partition
and t; captures the corresponding utility of 7.

In PFF-ASHGs, a utility function is formally defined in 3.1.2, thus labels ¢t =
vi (S, ), where ag; € S and S € 7. Since S € 7, we can simply denote the utility
function as v; (7).

For agent ag; in PFF-ASHG settings:

ty = vi(mg) (3.6)

In PFF-BHGs 3.1.3, a utility function is not formally defined, as a partition 7
belongs either in P;r or in P (is satisfactory or not). Consequently, a utility value
can express the payoff (satisfaction) for 7. Considering that we will employ regression

models for both game settings, we define labels for dichotomous preferences as:
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if P
fe = {+c it mp, € P (3.7)

where ¢ € R is a constant, and the regression model will map a predicted real
value 3, to +c if £, > 0 and to —c otherwise. This mapping procedure will be applied
for LR and LR-RBF.

For NNs, a sigmoid output activator is used, thus target values for ¢y vy are:

1 ifm, € P
t = g 3.8
kNN { 0 ifrpe Pl (38)

While from a given dataset D we obtain an approximation of the utility function
1, we implicitly extract an approximation of the hidden preference relation 7Z;" for
any pair of partitions (7, 7, ) in the partition set IT by simply comparing ;(m;) with
’(Zi (7T m)'

3.2.3 Evaluation of regression models

In order to evaluate our experimental results, it is essential to determine the nature of
the desirable outcomes. We work with hedonic games, a class of cooperative games
which, unlike others, possess some particular properties. Specifically, in such games,
we care little about the actual coalitions’ utilities, since our interest lies mainly on the
preference relation formed. The modelling of the games studied within the scope of
this thesis (i.e. the interpretation of a game instance into input data for a learning
model), allows us to extract the desired preferences. Thus, a question arises: do we
care to learn the best function @;(7) that resembles the actual u;(7); or do we desire
a 0;(m) that encodes a preference relation best matching the actual one?

The norm in evaluation of such supervised models is the mean square error (MSE)
or root mean square error (RMSE) metrics, that depict the average squared distance
of a model’s predictions to the actual values.

R 1 . 2
MSE (u;, 4;) = D2, (ui(m) — () ) (3.9)
RMSE (u;, ;) = VMSE (3.10)

In our case, we care more about finding a function that will correctly predict
pairwise relations between two partitions, and not the actual utility function. This
resulted in considering the following metric.
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Qualitative Proximity metric

When a utility function of an agent ag; is “learned” based on training data, we
implicitly extract a preference relation 7Z;", over partitions. Then we can measure
the percentage of equivalence between u; and ; by counting the average of pairwise
relations that are identically encoded by wu; and ;. Thus, we utilize the Qualitative
Proxzimity (QP) (Georgara, Troullinos, and Chalkiadakis, 2019), which in fact could

be thought of as a variant of Kendall Tau metric (Kendall, 1948), as follows:

S e CHK (g, @y, 7, 7)

P(u;, 4;) = 3.11
if (7 =% 7! =i
CHK(u- Q;, T 7r’> ! if (W ~ T AT 7T> (3.12)
v 0 otherwise

Essentially, QP performs all possible pairwise relations and calculates the propor-
tion of preferences that our modelled function predicted correctly.

While Equations (3.11),(3.12) suggest that all possible pairwise relations are
examined (D is our dataset), i.e. for d = | D| we have (d — 1)? combinations (there are
d — 1 pairwise combinations for each partition = € D). If (3.12) also asserts whether

(7' =% 7 A« =% 7), then we only observe a pair (7, 7,,,) once and we automatically

need to perform approximately half of these combination, specifically @ (size of
unordered pairs). Hence the denominator in (3.11).

Example 5. Consider 3 partitions D = {mj, 72, m3} and an agent ag; with the

following preference relation 27"

T > 1 >4 T3

The extracted preference relation ?;;” is as follows:
T i T2 7 T3
Listing all unordered pairs with the corresponding results gained from 3.12 (also
checking for (7' 22/ 7 A« 22 7))

Thus, QP (u;, d;) = 3.
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<7T1,7T2> CHK ui,ﬁi,ﬂ'l,ﬂ'Q =0
(m1,m3) | CHK(w;, @4, 71,73 ) =1
=1

(m2,m3) | CHK( g, @, ma, 3
Table 3.1: Distance of predicted and actual preferences
Parallelization of the QP metric

The Algorithm (2) for computing the QP metric for a set of predicted and true labels
of partitions, is presented below.

Algorithm 2 Calculate the QP metric of predicted £ and true t labels for a set of partitions
1: procedure CALCULATEQP (£, t) > predicted labels: €, true labels: t
2 valid < 0 > valid counts the size of correct preference predictions
3 labelsSize < length(t)

4 for 7 in [1,labelsSize — 1] do

5: for j in [i + 1,labelsSize] do

) N

7

8

9

isCorrect < checkOrder(t(i], t[5], t[], t[5])
if isCorrect then
valid < valid 41
QP «+ valid/combinations(labelsSize)
10: return QP

As it can be observed, this algorithm has O(k?)° time complexity, where k
denotes the size of partitions. Since no dependencies exist on the computation for each
unordered pair (7, 7), this algorithm can be efficiently parallelized.

In order to avoid communication overhead, we choose to do coarse-grained par-
allelism (split the algorithm into large tasks). This approach raises the prospect of
load imbalance, meaning that not all tasks have the same load, thus resulting in poor
utilization of available computational resources. Merely dividing indices of the outer
for-loop © results in large load imbalance on different processes, as the computation
of the inner for-loop depends on the value of ¢. For larger 7, inner for-loop has less
computations, due to the smaller range of j (j always starts from (i + 1) until the
constant size of labels)

Algorithm 3 contains the task of each process, and Algorithm 4 is the parallel

version of the initial QP computation in Algorithm 2.
size of all unordered pairs is k(kgl) = 0.5k% + 0.5k

6E.g. for 20 partitions and 2 processes, process 0 computes indices [0, 9] and process 1 computes indices
[10,19]

5
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Aiming to overcome the load imbalance, createIndices function in Algorithm 4
attempts to evenly distribute the computations across processes, as demonstrated in
Table 3.2.

Algorithm 3 Process to calculate the QP metric of predicted £ and true t labels for a
specified subset of indices
1: procedure PROCESSCALCULATEQP (t, t,indices,valid) > predicted labels: t, true
labels: t, subset of indices
labelsSize < length(t)
for ¢ in indices do
for j in [i + 1,labelsSize] do
isCorrect < checkOrder(t[i), t[j], t[i], t[j])
if isCorrect then
valid < valid + 1

Algorithm 4 Parallel computation of QP metric of predicted t and true t labels

1: procedure PARALLELQP (t,t,numOfProcesses) & predicted labels: t, true labels: t,
number of processes: numOfProcesses
labelsSize < length(t)
indicesArray < createlndices(labelsSize, numOfProcesses)
for p in numOfProcesses do
process|p] < NewProcess(ProcessCalculateQP, t,t, indices Array|p], valid[p])
process|p.start Process()

for p in numOfProcesses do
process|pl.join()

QP < sum(valid)/combinations(labelsSize)
return QP

H
@

Example 6. Consider K = 19 partitions and N = 3 processes, and the corresponding
distribution Table 3.3. Process 0 will compute indices indicesy = {1,6,7,12,13, 18}.
Summing all computations required for these indices, we obtain:

19 19 19 19
computations, = Zl+21+21+~--+ Z 1
1+1 6+1 7+1 18+1

=18+13+12+7+6+1=057

Process 1 will compute indices; = {2,5,8,11,14,17} with computations; =
17+ 14+ 1148+ 5+ 2 = 57, and process 2, indicesos = {3,4,9,10,15,16} with
computationsy = 16 + 15410+ 9 + 4 4 3 = 57. Load balance across all processes is
apparent.



3.2 Learning agent's preferences 35

Process 0 Process 1 -+« Process N —2 Process N —1
K-—1 K -2 K—(N—l) K- N
K —-2N K—(2N—1) K—(N+2) K—(N+1)

K—-(2N+1) K—(2N+2) --- K—-(3N-1) K- (3N)

Table 3.2: Distribution of indices in createlndices function for K partitions and N processes

Process 0 Process 1 Process 2

18 17 16
13 14 15
12 11 10
7 8 9
6 ) 4
1 2 3

Table 3.3: Distribution of indices in createlndices function for 19 partitions and 3 processes

3.2.4 Hyper-Parameter Optimization with the QP metric

NNs are applied to different game scenarios, namely PFF-ASHGs and PFF-BHGs,
both with ranging number of agents and complexity of hidden preferences, so manual
fine tuning of hyper-parameters (number of hidden layers, size of each layer), or
exhaustive search algorithms create a significant bottleneck on speed performance.
Merely selecting a big network will overfit in cases where the underlying function
is not rather complex (and will take significantly more time to train). Moreover, an
adaptable model that can adjust its parameters to learn both simple and complicated
functions is apparently quite useful and desirable.

As discussed in 2.4.1, the TPE hyper-parameter optimization algorithm is fitting
for a NN with a dynamic size of hidden layers. This algorithm attempts iteratively
to minimize a loss function fi,. In 3.2.3, we indicate that the QP metric best fits
the problem at hand. Consequently, QP best determines the loss of an approximated
function (or a preference relation). Thus, the selected loss function is:

1
QP

since TPE seeks for the parameters that minimize this loss function, while QP
expresses the ratio of correct preference relations between the true and approximated
function.

floss - (3.13)
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However, knowledge of the underlying function is absent, and agents compare true
labels from labeled data with predicted labels, in order to calculate the QP. Performing
an evaluation on the same data creates bias in the choices of TPE, as it evaluates on
the training set. Therefore, we perform k-fold cross validation (Refaeilzadeh, Tang,
and Liu, 2009) on our training dataset, that is, for a training dataset of size d, and
a choice of k, training data are split to training and testing k times ((k —d)/k for
training , and d/k for testing). In each iteration a different portion of data is selected
for testing. After evaluation (calculation of QP} s,4) for all splits, we obtain an average
QP 4ug i ford that is used for the TPE loss function.

@ Iterative Process

Input Data X > Neural Network T
-~
Hyper-Parameters:H
Loss
Function:f (H)
Hy per- _
Parameter N Hyper F_'ar_ameter
Space Optimizer

Figure 3.2: Visual representation of hyper-parameter optimization

3.3 Generating Satisfactory Partitions via Gaussian Mixture
Models

With the use of a generative model, an agent can create new partitions to offer,
based on partitions observed in the past. Gaussian Mixture Models (GMMs) use
unlabeled data to construct (mixtures of) distributions we can then sample in order to
(subsequently, via Algorithm below) generate new data (i.e., partitions). Agents utilize
GMNMs as generative models using a subset of observed partitions as training data. As
discussed in Section 3.2, partitions are converted to a 1-dimensional input array with
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binary values 1 & 0, that express the correlation of two agents, i.e. whether they are
on the same coalition or not. Sampling from GMMs, we obtain an array that contains
real values, and thus cannot be converted to a partition. A function is created for this
task, that converts a generated sample to a partition.

As stated before, GMMs can also be used as generative models. After training,
a number k of Gaussian distributions are generated by unlabeled training data. A
random sample S can be drawn from this mixture of distributions, hence generating
a new value x. As discussed in Subsection 3.2.1, a partition is converted to a vector
containing binary values that express whether two agents are in the same coalition.
GMNDMs view training data as real values, thus the obtained vector S that is generated,
contains real values. Simply rounding values to one or zero is not suitable as it may
generate conflicts. For example, for 3 agents N = {ag1, ag2, ags}, where a generated
sample S’s values are rounded, if S,y 4eq Specifies that ag; € w(age) and age € 7(ags),
but ag; ¢ 7(ags) , then we have an obvious conflict, as ag; and ags must be in the
same coalition if the first two expressions hold true.

We propose Algorithm 5 that takes S as input, and creates a partition. S’s values
are in the range [0, 1]. The key idea here is that each value expresses how likely it is
that agent 7 needs agent j and k to be in the same coalition or not. Values close to
1 indicate that agent ¢ needs the corresponding agents in the same coalition, while
values close to 0 show the opposite. Thus, the first step is to order correlation values
in descending order and split them between correlations that agent ¢ “desires” and
correlations that agent ¢ does not’. The second step is to start from the partition
that contains only singletons, and then modify this partition according to the S array.
Iterating the desirable correlations in descending order, for a desirable correlation
(agj, agy), the agent attempts to merge two coalitions Cy and Ca, where ag; € Cf,
agr € Cy. This merging will be realised only if no pair of agents (ag;, agn), where
ag; € C1,ag, € Cs is in the undesirable list. This ensures that there will be no
subcoalitions of pairs that agent ¢ does not want, according to S vector. At the end of
this process, a partition 7, is generated from S.

Example 7. Consider a PFF-HG with 4 agents {ag1, ag2, ags, ags}. Input samples
are x € RS, as size of input for 4 agents is 3+ 2 + 1 = 6. From Equation (3.5), we
can observe that every sample x; has information about the correlation between two
agents in partition 7. For 4 agents, we know from Subsection 3.2.1 that the input
will take the form:

Xp = [(agla a92>7 <agla &g3>, <agla ag4>7 <a925 ag3>7 <ag27 Clg4>, <a93, ag4>]T (314)

For example, if x; = [1,0,0,1,0,1,0]7, then the corresponding correlations of

If input value is S; > 0.5, then the correlation of agents is considered desirable, else undesirable
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Algorithm 5 Convert a generated sample S to a partition 7,

1: procedure CONVERTSAMPLETOPARTITION(S, agent, N') > N = number of agents
2: desirable, undesirable < sampleToPriorityList(S, agent, N') >
desirable, undesirable contain pairs < agj, agy > of agents

Tg < Tsingletons P Tsingletons = {{a91}7 {a92}, ceey {agN}}
for {ag,,agy} in desirable do
coalitiong < findAgentCoalition(agq, mq)
coalitiony, < findAgentCoalition(agy, mg)
if canBeMerged(coalitiong, coalitiony, undesirable) then
7g < mergeCoalitions(coalitiong, coalitiony, g)

return 7,

agents that exist in 7 are (agi, ag2), (ag1,ags), (aga, ags). So, the encoded partition
had the form 7, = {{ag1, ag2,ag4}, {ags}}.

After training a GMM with a number of samples xi, for agent i, we can sample

from the model, thus obtaining a generated sample Sgen:

Si o =10.98, 081, 042, 0.04, 051, 0.68]" (3.15)

gen

We now show step by step how our algorithm works. From S, , two lists are

/ gen>
created, a desirable (list of correlations with values Sgen,y > 0.5, in descending order)

and undesirable (list of correlations with values S’

gen, < 0.5, without specified ordering)
list, with the values:

desirable = [{ag1,ag2), (ag1,ags), {ags, ags), {aga, ag4>]T (3.16)

and
undesirable = [(agy, ags), (aga, ags)]” (3.17)

We always start with a singleton partition 7, = {{ag1}, {ag2},{ags}, {ags}}, and
then iterate sequentially for all sets in desirable list.

e For (agy,age), no conflicts will occur by merging coalitions that contain ag; and

ago, so, new partition is now m,; = {{agl, ag2},{ags}, {ag4}}}.

e For (agy, ags), if we merge coalitions containing ag; and ags, our new partition will
contain coalition {ag1, age, ags}, but undesirable list contains the subcoalition
(ag2, ags), thus creating a conflict. So, partition 7, will remain as is in this
iteration.
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e For (ags,agy), if we merge coalitions containing ags and agy, our new partition
will contain coalition {ags,ags}, thus creating no conflict. So, partition 7, will

take the form: m, = {{agl, aga}, {ags, ag4}}.

e For (ago,agy), if we merge the corresponding coalition, new partition will be
the grand coaliition, that creates conflicts for both sets of undesirable, thus not
updating 7.

Finally, the new partition obtained from this process is:

g = {{ag1, ag2}, {ags, aga} | (3.18)

Note that the order of sets in desirable will affect 7y, as different conflicts will
occur from merging the same coalitions in a different order.

3.3.1 Data Selection

For PFF-BHGs, observed partitions that belong to Pf are selected as training data.
For PFF-ASHGs, preferences are not dichotomous, and a utility threshold r; needs to
exist that defines “good” partitions. This threshold is a real value in the range [0, 1].
For a given partition’s utility uy, the following inequality needs to be true in order to
add it to training data:

<= Uk — Umin (319)

Umaz — Umin

where:

Umin = vqgjie%d(uk:); Umaxr = vg}:g)éd(uk) (3'20)

U, is the set of all utilities from observed partitions.

This can potentially result in too few samples for training. A greater number
of samples that contain a small subset of partition below r; is better, when few
labeled data are available. As a result, a minimum number of samples is an essential
requirement, even if for some partition this inequality does not hold true.
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3.3.2 Number of Components

GMDMs have as a parameter the number of components, i.e. the number of Gaussian
Distributions (or the number of clusters). For a small number of components, generated
partitions are very likely to be unobserved, and their true utility is not likely to be
in the desired range (primarily in PFF-BHGs); while for a very large number of
components, the opposite is true. However, in the case that we gravitate towards
exploitation in a protocol by which someone makes proposals, generating already
observed partitions is not a drawback.

Three different metrics are examined in order to determine the number of compo-
nents.

e Akaike information criterion (AIC) (Akaike, 1974):
AIC = —2(loglikelihood) + 2K (3.21)

where K is the number of input parameters
e Bayesian information criterion (BIC) (Schwarz et al., 1978):

BIC = —2(loglikelihood) + In(n) - K (3.22)

where K is the number of input parameters and n the number of samples
e Silhouette (SIL) (Rousseeuw, 1987):

1 M= p(i) —a(d)

M
SIL= 37 2 aata(), 0] (3.23)
1
a(i) = d(i, j 3.24
(4) i jeg;j# (4,5) (3.24)
b(i) = mz’ni#'cli' 2(:; d(i, 7) (3.25)
J€l;

where a(7) is the average distance of a data point ¢ € Cj, from all other data
points in cluster C;. b(4) is the minimum average distance of a data point i € C;
from other clusters C, 5 # 1.

For a given metric value mgysar(c), where ¢ is the number of components, we
can benefit from the TPE algorithm, and avoid an exhaustive search for finding the

appropriate ¢, by using the loss function fj,ss = m

Ideally, for an agent ¢, its GMM model will generate partitions that satisfy the
following two properties.
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e ag;’s utility for its generated partitions 7, is in the desired values range (as
discussed in 3.3.1); and
e 7, are unobserved, i.e. ag; has not yet observed the generated partition.

The first property is self-evident as agents want to offer partitions that satisfy
themselves. Second property exists considering that we want to use GMMs as generative
models. If obtained partitions are already observed, then GMMs are unnecessary, as a
simple random selection of observed partitions would be adequate and equivalent to
our method.

3.4 Coalition Formation in Hedonic Games with Externalities

In this section we discuss how multiple agents with conflicting preferences can col-
laborate by employing the supervised & unsupervised methods discussed above. Two
different coalition formation approaches are discussed, with the purpose of discovering
partitions that maximize the social welfare. The motivation behind our approaches is
to construct a general protocol that can be applied to any game settings, which can
be modelled as one of the two considered classes of hedonic games with externalities.
Thus, our formation protocols are generic, as they are not tied to a specific application
domain. Literature on formation protocols in hedonic games does not address games
with externalities, as existing approaches do not consider agents that are interested in
the structure of all coalitions, as seen in (Taywade, Goldsmith, and Harrison, 2019)
and (Janovsky and Deloach, 2016) among others.

Since agents are affected by all coalitions on a partition, we consider it essential
that agents should affect the structure of all coalitions. This led us to approach this
problem as a negotiation game, where agents create offers (partitions of all participating
agents) and vote on them. Offers can be generated via GMMs as in Section 3.3 and
agents can vote on partitions based on their preference profile, that can be obtained
by a regression model (Section 3.2).

3.4.1 Coalition Formation Protocol with Single Deviations

The aforementioned approach regarding an agent’s ability to learn a function that
approximates the true utility of any partition, and the use of GMMs to create partitions
is utilized in the following coalition formation protocol (CFP-SD). This protocol is
created with the purpose of combining each agent’s hidden preferences and form
coalitions that maximize the social welfare (SW), where SW for a given partition 7y,
is the sum of utilities of all agents for 7.
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N-1

SW(mg) = ;) vi(mg) (3.26)

The SW of a partition 7, in Boolean Hedonic Games reflects the number of agents
who consider their coalition satisfactory (S; € N;7), that is SW = |[{i € N : (i) €
N;"}|® (Aziz, Harrenstein, et al., 2016). The same philosophy can be extended to
PFF-BHGs, considering partition preferences instead of coalitional preferences, i.e.
SW = |{i € N : m; € P;*}|. Hence the reason we choose the utility function as defined
in 3.27 for PFF-BHGs. In PFF-ASHGs, we could choose the utility function as defined
in 3.1.2, but agents do not have the same utility range. Thus, a sum of these utilities
would not be equally representative of all agents, as agents with wider values’ ranges
would influence SW more than agents with narrower ranges. Therefore, we define a
normalized utility function for PFF-ASHGs in order to overcome this effect.

1 ifm, € P
Vi BHG (7)) = { 0 i W: c p- (3.27)
2
Vi (T ) — mingphs (Vs
Vi AsHG () = du) obs (V1) (3.28)

maxobs(vi) - minobs(vi)

where mingps(v; ), maxeps(v;) are the minimum and maximum utility value that
agent ¢ has observed.

As discussed, our game settings include agents with conflicting preferences, thus
the same set of coalitions will satisfy each agent differently. In this protocol, all agents
are negotiating in each iteration and are arranged in a circular layout, such that
in iteration ¢, agent ag;(modn) (n:number of agents) starts negotiation by offering a
partition 7. Then, the next agent (ag; +1(modn)) modifies mofer t0 Toge,, and negotiating
partition myger is updated to m}g,,. only if:

n—1

> choice(ags, Thger, Toffer) > 0 (3.29)
=0

where:

871 (i) = Sy: coalition of 7, that contains agent i
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+1 if 7l =i Toffer
choice(agi, Thgers Tofter) = § =1 if Toffer =i Toifrer (3.30)

ek
0 lf 7T.Oﬁ'er ~i 7T.Offer

This procedure is performed for each agent, until agent ag;,,_1(modn)- Thus, each
agent can potentially change the resulting partition according to its preferences.

The initial partition m.ger in every iteration is derived by the GMM of the
corresponding agent. Then, agents form counter-proposals 73 g . based on mfer, aiming
to improve their own satisfaction by modifying the structure of 7 to an extend.
Essentially, each agent takes m,ger as an input, examines all possible single deviations
9 and selects the partition that best satisfies its preferences according to its regression

model, i.e. it chooses the partition with the highest utility.

Example 8. Consider 4 agents and a partition 7 = {{ag1,ag4}, {ag2},{ags}}. All
possible single deviations are

e For agent agy
{ag1},{aga}, {aga}, {ags}}

{aga}, {agi,ag2}, {ags}}
{{aga}, {ag2}, {ag1, ags}}

e For agent ago

{{ag1,ag2,a94}, {ags}}

{{ag1,a94},{ag2, ags}}
e For agent ags

{{ag1,ags, ags}, {aga}}

{{agla ag4}7 {a927 ag3}}

e For agent agy

Hag1},{ag2}, {ags}, {aga}}
{ag1},{ag2,ag4}, {ags}}
{{ag1},{ag2}, {ags, aga}}

Note that agents examine single deviations not only for themselves, as we focus
on games with externalities.

9For N agents, all possible single deviations have Worst-case time complexity of O(N 2) when partition
contains only singletons, i.e. m = {{ag1}, {ag2}, -+ ,{agn}} and Best-case time complexity of Q(N) when
partition is the grand coalition © = {{ag1,ag2, - ,agn}}.
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By performing a modest modification, it is less likely to affect a substantial number
of agents. Using the criterion for update from Equation (3.29), we know that the
majority of agents prefer 7’ g . to Tofer. SO, when an update is performed, we move
towards partitions that satisfy more agents. In this sense, we attempt to greedily
improve the SW of the initial partition m,ge, Without a centralized entity that has
information about the utility of all agents. This approach is demonstrated in the

following example.

Example 9. Consider 4 agents N = {agi,ag2,ags,ags} in the above-mentioned
protocol. At the first iteration we start from agent ag;, who proposes a partition
Toffer,1 from its own GMM model, which is the current candidate, thus Toffer = Toffer,1-

e Then ag offers a counter proposal with partition mg,, o, and all agents have to

choose between 7, ge; and ﬁgﬁerg. Let:

n—1
Z choice(agi, Tofer 2, Toffer) = 1
=0
Now the proposed partition moge, is updated to 7}g.. o-
e Agent ags now proposes partition mg,. 5, but:

n—1
> choice(agi, Tofer 35 Toffer) = —2
1=0
thus resulting in no change in myge;-
e Finally, agy offers partition 77, 4, and

n—1
. *
> choice(ag;, Toffer 4> Toffer) = 3
1=0
thus updating Tofrer 10 Toger 4-

The first iteration is complete and partition myger is formed. In the next iteration,
the same process is performed, but now ags proposes the first offer.

3.4.2 Coalition Formation Protocol with Copeland’s Method

We now view formation under a social choice theory (Brandt et al., 2016) perspec-
tive, and propose an alternative coalition formation protocol that makes use of the
Copeland’s Method (G. Saari and Merlin, 1996) on offering partitions (CFP-CM). This
method allows agents with pairwise preferences to select a partition that satisfies most
agents.
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Condorcet Criterion

In environments with multiple agents and multiple choices (more than two), the
Condorcet Winner is the choice that defeats all other candidate choices in pairwise
elections, by gaining a majority of votes from agents. While a Condorcet Winner does
not always exist, Copeland’s Method serves as a voting rule that satisfies the Condorcet

Criterion; that is, when a Condorcet Winner exists, it will be the prevailing choice of
Copeland’s Method (Procaccia, 2008).

Copeland’s Method

The Copeland’s Method voting rule chooses the candidate who beats the highest
number of other candidates in pairwise elections (Procaccia, 2008). In this method,
each pair of candidates is compared, and all agents vote to determine which of the
two is more preferred. The winner of each pair earns 1 point. In case of a tie, both
candidates earn half a point. Finally, when all pairwise comparisons are performed,
the winner candidate is the one with the highest number of points (Lippman and
College, 2013).

Example 10. Consider Table 3.4, with 3 choices {a, b, c} and 4 players {1,2,3,4}.

Players: 112]3 4
1st choice || b |a | b | c
2nd choice || ¢ | b | ¢ | a
3rd choice || a | c|a|b

Table 3.4: Ranking of choices for 4 players

Comparing all pairs of choices {a, b, c}:

e (a,b): 2 out of 4 players prefer choice a over b, so both a and b earn half a point.
e (a,c): 3 out of 4 players prefer ¢ over a, so ¢ earns a point.
e (b,c): 3 out of 4 players vote for choice b over ¢, resulting in 1 point for b.

Overall, choice a received 0.5 points, choice b received 1.5 points and choice ¢
received 1 point. Thus, choice b is the winner, based on this voting rule.

According to Copeland’s Method, scores are assigned to partitions as follows. In a
pairwise relation between m,, and m,, score s}, is assigned for 7,,, where:

1 if =
Sy, = % if w0, ~ Ty (3.31)
0 ifm, = mn
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Example 11. Consider an example of 5 agents N = {agi, ags, ags, ags, ags}, a set of
4 partitions 1oy = {m1, m2, 73, m4} and the following preference profiles.

Agent Preference Profile
agyr T o>=1 T3~ T2 -1 T4
age T2 =2 M3 =2 M4 =2 T
ags T =3 T4 =3 T2 =3 T3
ag4e T2 =4 T >4 T3 =4 T4
ags T3 »=5 Mg =5 T »=5 T4

Below is a list of all pairwise comparisons and their scores based on each agent’s
preferences.

Pairwise Comparisons  Score ~ Winner

T — T2 2—3 9
T — T3 3—2 ™
T — T4 4—1 ™
T — T3 2.5—2.5 tie
T — T4 4—1 ™
T3 — T4 4—1 3

The final score of each partition is: 71 = 2 points, mo = 2.5 points, m3 = 1.5 point
and m4 = 0 points. Thus, 7o = me is the chosen partition.

With Copeland’s Method, our agents are now able to select the best partition
from a set of partitions [1cp,. This set will contain generated partitions from GMMs.
Each agent is requested to offer a number of partitions ¢, in order to create the set
I[1coas of N - g offered partitions from all agents. Then, agents vote on all partitions of
this set, except their own, and the best partition is the one w¢ s with the best score,
as demonstrated in Example 11. Finally, agents collaborate and form the coalitions of
won- This process is repeated for a specified number of iterations.

3.4.3 Coalition Formation with hidden preferences

Agents that participate in both protocols need to collect labeled data in order to
employ a regression model that extracts their utility function, since they are unaware
of their preferences. Thus, agents offer and select partitions randomly when they
are uncertain. This randomness serves the learning process, as it provides a more
distributed representation of data. Each agent ¢ learns from data, and considers itself
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aware of its preferences when it reaches a confidence level, that is when QP exceeds a
threshold QPthTeshold'

After training a regression model, each agent initially continues to act randomly;,
but also performs predictions with its approximated function. When it retrains its
model on new data, it also calculates the QP between predicted and observed labels.
Once QP exceeds this threshold (evaluated on the last 2 - Batch (see Table 4.6)
partitions observed), then this agent participates by generating partitions from a
GMM model when required by the protocol, and also by evaluating and voting on
partitions via its approximated preference relation 7;%. Thus, our agents initially act
randomly in both formation protocols, until they are certain about their approximated
utility function.






Chapter 4

Experimental Evaluation

In this chapter we conduct systematic evaluation of our approach, analyze and compare
the performance of our methods.

LR models, k-means and GMM implementations were derived from the scikit-learn
library (Pedregosa et al., 2011), while NNs and their optimization algorithms from
the tensorflow library (Martin Abadi et al., 2015). Hyper-parameter optimization for
our models was achieved through the hyperopt library (J. Bergstra, Yamins, and Cox,
2013). In Table 4.1 we provide a table with our parameter choices and ranges across
all experiments.

0 Graph Formulae
K, A\ € ledges| edgeweight | #{Incl;, Incl;) /agent | #agents/(Incl;, Incl;)
5 | ~u(0,10) | ~u(4,10) | U(1,5) U, 3) U(1,4)
10 || ~U(0,10) ~U(9,45) U(1,5) U4,7) U(4,6)
20 || ~2(0,10) | ~2(19,190) | ©(1,5) U(9,11) U(s,7)
50 || ~2(0,10) | ~24(49,1225) | ©(1,5) U(12,15) U(8,12)

Table 4.1: Game environment parameters

Randomness of Generated Game Parameters

Random partitions are generated by the following algorithm 6. Starting from an empty
partition P and a set of available agents N, coalitions S are formed until all agents
belong in the partition scheme. The process initiates by selecting randomly the size s
of S, and then sampling randomly s agents from the available agents, thus creating
S. Then, the available agents’ set is updated, and new coalition is now part of the
generated partition P. This procedure is repeated until the set of available agents is
empty.
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Algorithm 6 Generate a random partition P from a set of agents N
1: procedure GENERATERANDOMPARTITION(N) > N = set of agents
2 P+~o > start from an empty partition
3 remainingN < N

4 while length(remainingN) > 0 do > in each iteration, a new coalition is formed

5: s < randomInteger(1,length(remainingN)) > size of new coalition

6

7

8

9

S + randomSample(remainingN, s) > sample s agents from remaining set
remainingN < remainingIN \ S > update remaining Agents’ set
P+ PU{S} > append formed coalition S to the new partition

return P

Average execution time of QP
Single Process | 2 Processes
10000 Samples 22.8 sec 11.9 sec
20000 Samples 93.4 sec 56.2 sec

#Partitions

Table 4.2: Execution time of QP metric

Parallelization of QP

In table 4.2 average computation time is provided for the QP, in order to demonstrate
the effectiveness of parallelization.

4.1 Extracting a Preference Relation

In Figures 4.1, 4.2 average QP results are provided for different game scenarios. Table
4.5 contains the size of datasets and 4.4 the average execution time.

LR models do not contain any parameters to tune, but LR-RBF, benefiting from
k-means in order to acquire the centers my, have a parameter k& that defines the size
of clusters. This parameter is calculated using the TPE algorithm, in the range of
k = [5,25]. NNs use the Adam (discussed in Subsection 2.3.4) optimization algorithm,
as Adam was created as an improved version of AdaGrad and RMSProp by combining
both, and is adopted more extensively. For all settings, the number of layers is 1 or

2, while the nodes per layer are in [§, n(n2_1)], both selected by the TPE algorithm.

Parameters choices for NNs are presented in Table 4.3.

As we can see, NN models outperform LR and LR-RBF, both in PFF-ASHGs
and PFF-BHGs, especially as the number of agents increases. This is, in fact, an
anticipated result since the hyper-parameters optimization makes NN models more
adaptive to the problem.




4.1 Extracting a Preference Relation

Neural Networks Parameter Choices
Optimization Algorithm Adam
Epochs 200
Hidden Layers Activators ReLLU
Output Activator (PFF-ASHG) Linear
Output Activator (PFF-BHG) Sigmoid
Error Function (PFF-ASHG) MSE
Error Function (PFF-BHG) binary crossentropy

Table 4.3: Parameter choices for Neural Networks

PFF-ASHGs PFF-BHGs
LR LR-RBF NN LR LR-RBF NN
5 || 0.05sec 1.2sec 14sec | 0.04sec 1sec 45sec
10 || 2.4sec 17sec 1.7min | 1.3sec 12sec 2.9min
20 10sec 1.7min | 8.3min | 5.5sec 1.2min | 8.4min
50 || 3.2min | 25.3min | 5.5hr | 1.7min | 30.6min | 2.5hr

n

Table 4.4: Approximate time needed per game for training & testing

PFF-ASHGs

0o
08
07
0.6
% 05 mlR

0.4 m LR-REF
0.3
" m NN
0.1

1]

10 20 50

Mumber of Agents

Figure 4.1: Average QP for all PFF-ASHG games with 5, 10, 20, and 50 agents
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Partition samples

n
Training | Testing
5 200 500
10 2000 5000
20 5000 10000
50 | 20000 40000

Table 4.5: Samples per setting

PFF-BHGs

09
0.8
0.7
0.6
0.5 mLR
04
0.3
0.2
0.1

af

W LR-RBF
B MM

5 10 20 50
Mumber of Agents

Figure 4.2: Average QP for all PFF-BHG games with 5, 10, 20, and 50 agents

Additional results for Neural Networks are showcased alongside our formation
protocols (Figures 4.13,4.16,4.19,4.22), that illustrate the the average QP in an online
setting.

Evaluation of our 3 different models is observed in Figures 4.1 and 4.2. As expected,
the NN architecture, combined with the adaptive capabilities of TPE, outperforms the
other models. However there is a trade-off between execution time and performance 4.4.
As we can observe, PFF-ASHGs scale better, while in PFF-BHGs, there is a noticeable
drop in performance as the number of agents increase. This can be attributed to
the higher complexity of Formulae as the number of agents increase. Comparing the
results of LR, they give us more insight about the higher complexity in PFF-BHGs,
especially beyond 20 agents.



4.2 Generating new Partitions 53

4.2 Generating new Partitions

In Figures 4.3,4.4,4.5,4.7,4.10 we showcase the performance of our method, specifically
the average utility and unobserved ratio of generated partitions. Especially in PFF-
BHG settings, the trade off between "good” generated partitions and them being
unobserved is apparent. In PFF-ASHG settings, as discussed in 3.3.1, a threshold
needs to exist in order to classify a partition as "good”. In our experiments we set
Tt = 0.8.

Experimental results show that the number of components does not affect the
average utility of generated partitions. But, for higher number of training samples,
average utility tends to increase, even for the same threshold r; = 0.8. This is expected,
as for a small number of samples, we will choose more samples that might be below
the defined threshold. A requirement of a minimum number of samples (20) exists for
each model. In each setting, GMM generates 1000 samples for evaluation/computation
of the average utility and unobserved ratio.

GMM Accuracy ASHG 10 Agents, 50 samples

-1.0
Average Utility
= m wm == Unobserved Ratio -
-0.8
-0.6
-0.4
| AIC/KFOLD .
= SIL/KFOLD SIL -0.2
\.~ BIC -
~ ~~__BIC/KFOLD AIC )
L T Ls —————_—+--—| -
2 3 4 5 6 7 8 9

Number of Components

Figure 4.3: Average utility, Unobserved ratio of generated samples for a PFF-ASHG game with 10 agents
and 50 samples.



54 Chapter 4 Experimental Evaluation

GMM Accuracy ASHG 10 Agents, 100 samples
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Figure 4.4: Average utility, Unobserved ratio of generated samples for a PFF-ASHG game with 10 agents
and 100 samples.

GMM Accuracy ASHG 10 Agents, 200 samples
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Figure 4.5: Average utility, Unobserved ratio of generated samples for a PFF-ASHG game with 10 agents
and 200 samples.
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GMM Accuracy ASHG 20 Agents, 200 samples
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Figure 4.6: Average utility, Unobserved ratio of generated samples for a PFF-ASHG game with 20 agents
and 200 samples.

GMM Accuracy BHG 10 Agents, 200 samples
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Figure 4.7: Average utility, Unobserved ratio of generated samples for a PFF-BHG game with 10 agents and
200 samples.
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GMM Accuracy BHG 20 Agents, 50 samples
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Figure 4.8: Average utility, Unobserved ratio of generated samples for a PFF-BHG game with 20 agents and
50 samples.

SIKFOLD GMM Accuracy BHG 20 Agents, 100 samples
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Figure 4.9: Average utility, Unobserved ratio of generated samples for a PFF-BHG game with 20 agents and
100 samples.
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Figure 4.10: Average utility, Unobserved ratio of generated samples for a PFF-BHG game with 20 agents
and 200 samples.

All aforementioned metrics (Subsection 3.3.2) that select the number of compo-
nents with the maximum score are examined. We also test these metrics along with
k-fold cross validation of our data, as the use of this technique further enhances the
choices of these metrics, resulting in models that combine both properties. For a given
unlabeled dataset D = {x1, -+ ,x4}, and a number of components n, k-fold splits D
to two datasets. The model’s training can be performed on the training split of k-fold,
while each metric can be examined with the testing dataset for each iteration of k-fold.
On average, the SIL\KFOLD metric provides us with a model that best combines
both properties in most settings. All results were obtained with exhaustive search for
the number ¢ of components. The TPE algorithm is utilized alongside GMMs in the
formation protocols.

4.3 Evaluating the different Coalition Formation Protocols

Experimental evaluation of both formation protocols is showcased below. As discussed
in Section 3.4.3, agents act randomly in order to collect data, and only after a certain
threshold of QP is exceeded, then agents exploit our methods for predicting preferences
and offering partitions. Note that QP from observed data will not be the same as
average QP from a large test dataset, as observed data will be far less, thus making it
less likely to detect deviations in predicted labels. Figures 4.13,4.16,4.19,4.22 provide
QP results, specifically QP — Test, which is the average QP from a dataset of 5000
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samples (used only for evaluation, agents do not exploit this data for training) and
QP — Observed which is the average QP of the last 2 - Batch partitions observed. Since
QP — Observed is averaged across all agents, this value is closer to a more accurate
QP — Test, but each individual agent may have higher deviation. Table 4.6 contains
our parameter choices.

In all settings, we compare two types of agents:

e RationalAgent: the agent resulting from our approach, who is unaware of its
preferences, and initially acts as a random agent.

e InformedAgent: the agent who has access to its true preference relation, and
only exploits a GMM model in order to produce new offers in a collaboration
protocol.

We implicitly also compare both types of agents with a RandomAgent who
perform random actions, via the behaviour of rational agents in the beginning, when
they are uncertain. Additionally, the impact of GMMs can be observed on agents with
the true preference relation (InformedAgent).

NNs were used as the regression model due to their adaptability, and GMMs with
SIL\KFOLD metric, alongside the TPE algorithm, as a partition generator for new
offers.

Evaluation on both formation protocols is showcased in Figures 4.11,4.12,4.14,4.15,
4.17, 4.18,4.20, 4.21, alongside the corresponding QP values for each game setting
(Figures 4.13,4.16,4.19,4.22). Agents initially act randomly, as discussed in Subsection
3.4.3, and naturally, games with 20 agents require more samples for agents to exceed
the desired threshold QP esnoias @5 the preferences are more complex. PFF-BHGs
exhibit more fluctuation in the resulting social welfare, especially for 20 agents. This
behaviour can be attributed to the fact that formulas contain many pairs (see Table
4.1). In settings with 20 agents, agents in PFF-ASHG settings become ”"confident”
about their approximated utility function earlier than in PFF-BHG. This behaviour
is expected, as showcased in Figures 4.1, 4.2.

In settings with 10 agents, little to no performance gain can be obtained from
GMNMs, by observing the behaviour of informed agents. This can be attributed either
to the fact that Informed Agents do not have as distributed data as Rational Agents,
who act with random behaviour initially, or perhaps that the social welfare cannot
improve further with this method. In settings with 20 agents, performance gain is
quite distinct.
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Parameter 10 agents 20 agents
Regression Model Neural Network | Neural Network
QP threshold 0.85 0.75
Offers per agent ¢ (Copeland) 5 2
Batch (Training after every #Batch samples) 50 samples 100 samples

Table 4.6: Parameters choices for Coalition Formation

Coalition Formation on PFF-ASHG, 10 Agents, CFP-CM
e Rational Agent

porOmgesCecemgEgE

® InformedAgent

-10

-2

0 100 200 300 400 500 600 700 800

Iterations

900

1000

Figure 4.11: Average Social Welfare for 1000 iterations, for a PFF-ASHG game with 10 agents, using CFP-CM

protocol for a RationalAgent and an InformedAgent.
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Coalition Formation on PFF-ASHG, 10 Agents, CFP-SD

e Rational Agent :_10
== InformedAgent -
LAt Tn #
4
2

0 100 200 300 400 500 600 700 800 900 1000
Iterations

Figure 4.12: Average Social Welfare for 1000 iterations, for a PFF-ASHG game with 10 agents, using CFP-SD
protocol for a RationalAgent and an InformedAgent.

Average QP on PFF-ASHG, 10 Agents
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Figure 4.13: Average QP for a PFF-ASHG game with 10 agents, for a RationalAgent.
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Coalition Formation on PFF-BHG, 10 Agents, CFP-CM
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Figure 4.14: Average Social Welfare for 1000 iterations, for a PFF-BHG game with 10 agents, using CFP-CM
protocol for a RationalAgent and an InformedAgent.

Coalition Formation on PFF-BHG, 10 Agents, CFP-SD
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Figure 4.15: Average Social Welfare for 1000 iterations, for a PFF-BHG game with 10 agents, using CFP-SD
protocol for a RationalAgent and an InformedAgent.
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Average QP on PFF-BHG, 10 Agents
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Figure 4.16: Average QP for a PFF-BHG game with 10 agents, for a RationalAgent.

Coalition Formation on PFF-ASHG, 20 Agents, CFP-CM
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Figure 4.17: Average Social Welfare for 2000 iterations, for a PFF-ASHG game with 20 agents, using CFP-CM
protocol for a RationalAgent and an InformedAgent.
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Figure 4.18: Average Social Welfare for 2000 iterations, for a PFF-ASHG game with 20 agents, using CFP-SD
protocol for a RationalAgent and an InformedAgent.
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Figure 4.19: Average QP for a PFF-ASHG game with 20 agents, for a RationalAgent.
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Figure 4.20: Average Social Welfare for 1000 iterations, for a PFF-BHG game with 20 agents, using CFP-CM
protocol for a RationalAgent and an InformedAgent.
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Figure 4.21: Average Social Welfare for 2000 iterations, for a PFF-BHG game with 20 agents, using CFP-SD
protocol for a RationalAgent and an InformedAgent.
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Figure 4.22: Average QP for a PFF-BHG game with 20 agents, for a Rational Agent.

Both protocols illustrate similar performance, but CFP-CM exhibits more conver-
gence towards a social welfare value after agents stop acting randomly, while CFP-SD
retains a level of randomness. For this reason, we examine CFP-SD for more iterations
for 10 agents, in order to capture a potential increase in performance. Rational agents,
after training on a large enough dataset, perform very similarly to informed agents,
even though they are not aware of their preference relations, further illustrating the
effectiveness of our approach on preference extraction (Section 3.2). CFP-CM provides
us with slightly better results in PFF-BHGs, while in PFF-ASHGs, results are quite
similar. Overall, CFP-CM is the dominant protocol in our settings.

We also examine our approach on a PFF-BHG game that was modified in order
to contain partitions that satisfy all agents, by adjusting an existing generated game’s
formulas with 10 agents. Results of rational agents performance is showcased in Figures
4.23, 4.24. Both protocols perform better in this environment, but the dominance of
CFP-CM protocol is unambiguous in this setting. However, a partition that satisfies
all agents was observed only in CFP-SD, due to its randomness. CFP-CM protocol
was examined again, but now, since offers depend on GMMs and a small amount of
data was collected, we attempt to delay the learning process to collect more data.
Delaying the learning process did not have an effect on other games, possibly due
to the already large collection of data in other games. Figure 4.25 demonstrates the
obtained results with this method.
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Figure 4.23: Average Social Welfare for 1000 iterations, for a PFF-BHG modified game with 10 agents, using
CFP-CM protocol for a RationalAgent.
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Figure 4.24: Average Social Welfare for 1000 iterations, for a PFF-BHG modified game with 10 agents, using
CFP-SD protocol for a Rational Agent.
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Figure 4.25: Average Social Welfare for 1500 iterations, for a PFF-BHG modified game with 10 agents, using
CFP-CM protocol for a RationalAgent with delayed learning process.






Chapter 5

Conclusions

5.1 Summary

This thesis focused on agents in Hedonic Games with FExternalities who are unaware
of their underlying utility function and have conflicting preferences over partitions.
We extended two hedonic game classes to partition function form, applied supervised
learning techniques for these new settings, and evaluated approximations with a
suitable metric. Moreover, GMMs allowed us to generate new satisfiable partitions
from available data. Finaly, we proposed two coalition formation protocols for agents
with preferences over partitions, and incorporated the aforementioned methods in these
protocols in order to examine their effectiveness in a multi-agent setting, attempting
to maximize the social welfare of such agents.

Throughout our experimental evaluation, we conclude that agents in these settings
can approximately extract their own preferences, even for a large set (50 agents).
Moreover, generated partitions in PFF-BHG (Boolean Hedonic Games in Partition
Function Form) settings create a trade-off between partition that satisfy agents and
partitions that are unobserved, while in PFF-ASHG (Additively Separable Hedonic
Games in Partition Function Form) this is hardly noticeable. Both coalition formation
protocols undoubtedly improve upon a random policy, and succeed in forming partitions
that approximately satisfy at least 60% of agents, even in settings with 20 agents,
environments with high complexity, conflicting preferences and without the presence
of a centralized entity or exchange of information between agents.

5.2 Future Work

Since our work is focused on a novel class of games, many future work extensions can
be considered. Recurrent Neural Networks can be employed as regression models for
our problem at hand, due to their property for no predetermined input size. A different
input encoding can be considered, possibly with a non-fixed input size, which might
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be befitting to encoding partitions, as they contain a dynamic size of coalitions. We
could also adopt Preference Learning (Firnkranz and Hiillermeier, 2010) methods that
can be utilized for ranking partitions based on observed data, as they are seemingly
suitable for extracting preferences over partitions. Additionally, it would be interesting
to study hedonic games in partition function form with PAC learning, and extend the
work in (Sliwinski and Zick, 2017), especially in the context of finding stable partitions
for PFF-ASHGs and PFF-BHGs.

Furthermore, we could consider different metrics on GMMs. A preliminary notion
for a metric could be to combine a model’s accuracy with the ratio of unobserved
partitions. Additionally, our method for generating partition (in Section 3.3) could
be examined in different environments, i.e. in other games with externalities or any
domain that requires effective partitioning for a given set of objects and labeled data
are provided.

Moreover, instead of a single deviation on CFP-SD, each agent in the formation
protocol could consider searching in a different partition space. A preliminary notion
could be for each agent to select a new partition that performs one merge or split
operation of different coalitions on the last proposed partition (inspired by Apt and
Witzel, 2009). Another interesting consideration is to approach the problem of coalition
formation of agents with preferences over partitions and incomplete information with
Multi-agent Reinforcement Learning techniques, i.e. attempt to model the coalition
formation process as a state-action function, with a reward function, combined with
the various methodologies for this multi-agent domain.
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