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Abstract

In recent years, an increasing number of countries are attempting to reduce their
reliance on fossil fuels and enhance the contribution of renewable energy sources
in their energy production plans. Renewable energy sources include wind, sun,
geothermal sources and tidal energy. Wind is the most common renewable energy
source, both for domestic and industrial use. Hence, the prediction of wind speed

and aeolian energy potential is an important topic of research.

This thesis focuses on the investigation of the variability of aeolian energy production
in the Netherlands. Spatial and temporal models for aeolian energy are defined
and estimated using geostatistical and time-series forecasting methods respectively.
The available data are average daily measurements of aeolian power produced by
46 stations distributed across the Netherlands. The data are recorded during the
six-year time time period from 2001 until 2006. Most of the available studies in
the literature analyse wind speed data. In this approach, the wind speed is first
predicted at unmeasured points in space or time. Then, the respective aeolian power
is estimated using a standard “power curve”, which relates the wind speed to power
production. In contrast, the models investigated herein (both the geostatistical
models for spatial prediction and the time series models for forecasting) are directly

based on data of aeolian power production.

Wind speed typically depends on altitude. However, in the spatial model used herein
a topographic trend is not necessary, due to the flat topography of the Netherlands.
In order to investigate the spatial variability of acolian power production, the empir-
ical variogram is calculated from the annual mean installed power production. Then,
the empirical variogram is fitted to three theoretical models (Gaussian, exponential,
and spherical). The spherical variogram is selected as the optimal model because
it produces the minimum sum of weighted squared errors. Ordinary kriging is then

applied to the aeolian power production data, in order to generate an interpolated



map of aeolian power potential over the entire country and a respective variance
map for each year studied. To validate the performance of the spatial model, the
method of leave-one-out cross-validation is used. The spatial model performs well, as
evidenced by the high values of Pearson’s correlation coefficient (85%) between the
data and the predictions. The kriging-generated map gives a visual representation
of aeolian power potential and its uncertainty over the Netherlands. The highest
wind power predictions are in the West area of Netherlands (near the North Sea),
while the lowest power estimates are in the Eastern part of the country. In addition,
the uncertainty of the predictions is lower in the West and higher in the East. These
spatial patterns are consistently observed for all the years (2001-2006) in the study.

In the temporal analysis we focus on the time series of average monthly wind power
production at each station. The methodology is illustrated for two stations, one
onshore and one in the North Sea, off the Netherlands’ coast. The temporal variation
of wind power production exhibits seasonal behavior with an annual cycle. We follow
two different modeling approaches: In the first approach, we fit an explicit periodic
function to the data and then apply a SARIMA time series model to the stochastic
residuals. In the second approach, a SARIMA model is directly fitted to the average
monthly wind power data. The optimal parameters are used to predict wind power
production for the following 12 months. Thus, the prediction involves the monthly
average power production for the year 2007. To validate the performance of the
models, cross-validation using the method of one-step-ahead forecast is used. The
temporal models show good performance with respect to the root mean square error
(RMSE)—the RMSE is in the range 0.04-0.22 MW (about 21%-43% of the average

monthly wind power) at each station.

vi



ITepiindn

To tedevtola ypdvio TOAES Ywpec TpooTadoly Vo UEWHooLY TNy e€4pTNoY| TOug amd
TO OPUXTE XAIOUIO X0 VO EVICYUCOLY TNV GUUBOAYT, TV AVOVEQCHIWY TNYOV TNV
TopaywyT| evépyetag. Ot avavemotueg Tnyég evépyelog Tteptlopfdvouy Tov dvepo, Tov
A0, TIC YEWUEQUIXES TINYES Xat TNV xudaTixr evépyeta. O dvepog ebvon 1 Théov cuviing
TNYT| AVOVEDCLUNG EVERYELIS, TOGO Yia obaaxt) 600 xou yiol Blopmnyovixy| yeron. Q¢ ex
T00T0U, 1N AVIAUCT) TNG UETUBANTOTNTOC Xou 1) TEOPBAEd TN ToyUTNTAC TOU AvEUOU

%G xon TNG BUVNTIXNG TaPAY WY S Loy Log elvon onuovTind epeuvnTixd Véuota.

H ocuyxexpévn petomtuytoxy) epyacio Slepeuvd Ty HETUBANTOTNTA TNG TUPUYOUEVNG
aohxric evépyetag oty Orhavdla. Ta TV extiunon twv yweixwmy xow ToV Yeovi-
AWV UOVTEAWY YENOWOTOUVTNL YEWOTATIOTIXEC uédodol ot UuéVodol Y eOVOGELRMY
avtiotorya. To drdéoipo dedoueva lvon oL UEGEC NUEPTOIES UETPNOELS TNG TOEAY WY NG
evépyelag and 46 otadpolc oty OMavdio. To dedopéva xataypdpovton xaTtd TnV
e€oeth ypovixr) tepiodo and to 2001 €n¢ o 2006. Ot nepiocdtepe dlardéoiueg €peuveg
otn PBhoypapio avahhouy BedoUEVa TOU AoEoLY TNV Tory OTNTA TOU AVEUOU. DE AUTHY
NV TeplnTwon), yiveTon extiunom apyixd TG ToyUTNTUC TOU AVEUOU GTOV YWEO 1| GTOV
YEOVO. XT1 CUVEYEL EXTIUATAL 1) avTIoTOLY T OALXY| EVEQYELY, YENOLIOTOLOVTUS Uin
TUTIXY ‘U TOAY evépyelag’, 1) omola cuoyeTilel TNV Ty UTNTAL TOU AVEUOU PE TNV To-
paryouevr oy L. Ye avtileor, ta yovtéla Tou epeLVHINXAY TN CUYXEXPIIEVT Epyacia
(1600 TOl YEWO TATIG TIXG HOVTENDL Y10l TNV YWELXT] EXTIUNGT), 6G0 X0 ToL YEOVIXY HOVTENX

Yo TV TedPBAEdN oo yedvo) Bactlovtar dueco oe BEBOUEVE TaROY OUEVNS Loy VOC.

H toydtnta tou avépou cuvidng e€aptdtar and to upoueTpo. doT600, AOYW TNG
eninedne tomoypaplag e OMavdiog, dev elvon amopaitnto vo Angdel unddm xdmola
ToTOYPAPXT) TAoT 0TO Ywewd poviého. Ilpoxewévou va diepeuvniel 1 ywewxr peto-
BAnToTNTA TNG AoAxNg 1oy VoG, UTOAOYILETAL TO EUTEWO PUOLOYRUUUN TR OUEVNS
1oy 00g amd TaL EVERYELOXS DEDOUEVAL  XTN CUVEYELX TO EUTERXO Papldypouud TTpo-
oappéleton oe tplo Yewenuxd yovtéha (I'xaovootovs, Exdetind xou Xgapnd). To
opaipxd Yovtéro Baploypopudtoc emAéyeTon ¢ To BEATIOTO, BdoEL Tou EAdYIGTOU O-
Ypolopatog TV oTAIUOUEVKY TETRUYWVIXOY CQUANIATOY. LT cLVEYElL To Kavovixd
Kriging epopuéleton 6o 5e80UEVa UE OXOTO T1) ONULOURYIN TRV YAURTOY TOREUBOANC Yol
TO QUOAXO EVEQYELOXO DUVAUIXG GE OAN TNV EXTACT) TNG YOPUS, XL TNV XUTACKEUT| TWV
avtioToryw yoetov aefoudtnroc. o va e€etactel 1 anddoor Tou yweixol yovtélou,
yenoworotjinxe 1 pedodog tng dlaoTaupm TS eTBEBUNONS Ko CUYXEXQUIEVY TNG

apaipeone evoc anuelov ex epitponic (leave-one-out cross-validation). Xougovo ue
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T0 oLVTEAEGTH cuoyétione Tou Pearson, o onoloc eivan {oog pe 85% ta yweixd povtéla
TOEOUGLACOLY Lol EXETA XOAT| amddoor. O mapayduevol ydoteg Pdoet Tou kriging,
ameowilouv To aohxd eVeERYELXS SuVaUXS xon TNV ofeBoudtntd Tou. Ou udmidtepeg
TWES TNS EXTIOUEVNS oA Loy Vog TapatneobvIal oTn AuTixy| TERLOYY TNS YOES
(6imhot ot Bépeto Odhaooa (North Seay, eved ot younhotepec oty Avatohr. Xe
avtideon, n afeBardtnta ebvon younih ot Aton xa upniy otnv Avatorr. To ©o
otodepd potifo mapoatnpeiton yior 6ha Tor ypdvia Tne perétng (2001-2006).

YN yeovixry avdhuor, yenowlomowolue T uéon pnvaio oyl avd otadud. H egop-
uoy” tne uedodoloyiag mapovoldleton yior Evay Yepoaio xal Evay UTERAXTIO G TodUd
otn Bopewo Odhaocco. To dedopéva eugavilouv pla emoyixdtnta pe etrfioto xOxAo. o
TNV HOVIEAOTIOMNGT) TWV BEBOPEVWY, YENOLoTOUT XAV 5)O0 DLUPORETIXEG TPOCEYYIoELS.
LNV TpOTN TROGEYYLOT), TEOCUPUOLOUUE EVOL OUTIOXPATIXO TEQLOBIXG HOVTEAD, XOL OTN
ouvéyeta epapuolouue éva poviého SARIMA ota otoyootixd undroino. Mtrn delTe-
en meocéyyion, egapuolouvpe To poviéha SARIMA arsuieiog otoug pnvialoug péooug
OPOLS TNG AOMXTG Loy VoG, MTr GUVEYELX, YIVETOL EXTIUNOT TWV TUPUUETEWY TOU UO-
vTEAou Bdoel TwV LTIEYOVIWY YEovooelp®Y. Ol BEATIOTEC TUPAUETEOL, YETIOUOTOlO-
Ovton yar va yiver mpoBhedm toug emduevoug 12 ufvec. Etol n tpdPredn anoteheiton
amo unviatoug Pécoug poug atoAxhc loyvog yia to €tog 2007. T v e€etactel 1) ano-
BOTIXOTNTA TOU HOVTEAOL, YENOULOTOLUUE TN uEV000 TNg dlao Tawpn Tirg emiPBelaiwong
Bootopévn oty medBredn e enduevng ypovixrc otiyunc (one-step-ahead forecast).
Yopgwva pe tn pilla tou péoou tetpaywvixol opdigatoc (RMSE), (to RMSE éyel
glpoc 0.04-0.22 MW, dnhadh avépyeton oto 21%-43% tne uéone tuhc twv unvia-
lov péowy dpwv oe xdie otodus), ta poviého SARIMA noapouctdlouy oyetixd xolh

am6o00T).
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Chapter 1
Introduction

In the last decades, geostatistics has many applications in the environmental sci-
ences. Hence, it is important to test the spatial and temporal properties of them.
Geostatistics is a solution to these problems because it develops appropriate models
that can produce accurate spatial and temporal predictions, and estimate the un-
certainty of the results. The common case in climate studies is the prediction of the
installed power capacity of renewable energy sources. Specifically, the spatial and

temporal analysis in different time scales is a problem for many studies.

This thesis is motivated by the need for models that can accurately capture the
spatiotemporal variability of wind power. As such, spatial methods are used to map
the mean annual power capacity from offshore and onshore wind turbines. Ordinary
kriging is used for the predictions. For forecasting of the future annual mean power

production was used.

1.1 Renewable Energy

During the recent decades more and more countries have been using renewable en-
ergy, both for domestic and industrial use. This kind of energy covers forms such
as wind, sun, geothermal, tidal [48]. According to recent research, renewable energy

accounts for 24.5% of global electricity production.

The global investment in renewable technologies amounts to 286 billion dollars in
2015 [53]. Also, there are 7.7 million employees working in renewable energy. The re-
newable energy production systems constantly become more productive and cheaper,

and total energy consumption is increasing. Since 2019, more than 2/3 of installed
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electricity capacity is renewable energy production facilities.

The rapid increase of renewable energy technologies, contributes to decrease of en-
vironmental pollution [58], and financial growth. In 30 countries, renewable energy
contributes to 20% of energy supply. Hence, the use of renewable energy is expected
to increase in the following years [54]. Renewable sources can be used in many
areas across the world, in contrast with fossil fuels, whose reserves are limited and

strategically located.

The most important renewable energy resources are wind, solar, geothermal, hydro-

power, and bio-energy/bio-mass [48].

e Wind Energy becomes from wind turbines, which convert the wind’s kinetic
energy to electric. The ideal areas to install wind farms are offshore areas,

which have constant and strong winds, and high elevation.

e Solar Energy becomes through the transformation of solar energy to electric,
either directly from photo-voltaic panels, or through solar panels which collect
sun’s rays to achieve high temperatures and utilize these temperatures for

energy production.

e Geothermal energy becomes from energy which is stored inside the earth.
The geothermal gradient (the difference in temperature based on depth inside
the crust), is utilized for continuous conduction of thermal energy in the form
of heat from the depths of the earth to the surface.

e Hydropower Energy has two forms a) wave energy and b)tidal energy. Wave
energy exploits the kinetic energy of sea or ocean surface waves. Tidal energy,
exploits the energy of tidal waves (the interaction of moon’s gravity on the sea
level). As the water moves, it is forced to pass through a turbine producing

energy.

e Bio-Energy is the energy that comes from alive or recently alive organisms.
It often refers to all plants, but wood remains the largest source of bio-energy.
To produce Bioenergy, biomass is transformed to bio-fuel through thermal or

chemical procedures.
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Renewable Energy

Figure 1.1: Schematic representation of different forms of renewable energy sources.
The schematic in this figure is taken from [9].

1.2 Wind Energy

Wind energy is generated from wind turbines, in wind farms. These turbines convert
wind kinetic energy to electricity. A group of wind turbines in the same location
is considered a wind farm. Large wind farms may consist of hundreds of turbines,
covering a large area of hundreds squares miles, using the intermediate land for
agricultural or other purposes. If this wind farm is inland, the farm is called onshore
wind farm. In contrast, the wind farms which are located in the sea are named as

offshore wind farms.

Onshore wind farms may not have any effects in environment, but they affect the
landscape of area where they are installed due to the large space they occupy. The

largest offshore and onshore wind farms in the world are shown in Tables (1.1) and

(1.2) [63] .

The wind conditions of the area, easy access to electricity network for transportation
of electricity and the local prices are some of the conditions that need to be consid-
ered to create a wind farm. Wind speed is a parameter which is related to power
production. This means that the higher the average wind speed, the higher the
energy generated by the wind turbine. Hence, stronger winds have economic bene-
fits for the wind farm development. To avoid damages from strong winds and high

turbulence, more durable wind turbines need to be used. However, the mean power
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Table 1.1: Capacity (MW) for ten of the largest offshore wind farms globally. The
table is taken from [63].

Wind Farm Country Capacity (MW)
Wanley Extension United Kingdom 659
London Array United Kingdom 630
Gemini Wind Farm Netherlands 600
Gode Wind (phases 1 and 2) Germany 582
Gwynt y Mor United Kingdom 576
Race Bank United Kingdom 273
Greater Cabbard United Kingdom 504
Dudgeon United Kingdom 402
Veja Mate Germany 402

Table 1.2: Capacity (MW) for ten of the largest onshore wind farms in the world.
The table is taken from [63].

Wind Farms Country Capacity (MW)

Gansu Wind Farm China 7965

Alta Wind Energy Center United States 1548
Muppandal Wind Farm India 1500
Jaisalmer Wind Park India 1064

Los Vientos Wind Farm United States 912
Shepherds Flat Wind Farm United States 845
Meadow Lake Wind Farm United States 801
Roscoe Wind Farm United States 781.5
Horse Hollow Wind Energy Center | United States 735.5

is not analogous to mean wind speed. As such, ideal wind conditions are strong and
constant winds with low turbulence and same direction. Hence the ideal land to
install a wind farm is the mountain passes, which work like a channel directing the

wind.

1.2.1 Wind Energy Capacity

The wind power production was at 100 GWatt in the European Union in 2012
while the respective figure in the USA was 75 Gwatt in 2015. In 2018, the global
wind power capacity increased by 51Gwatt to 591 GWatt. In several countries, the

installed power production has been in high levels. In 2018, Denmark had the highest

4
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wind energy production at 41,4%, followed by 28% in Ireland, 24% in Portugal, 21%
in Germany, and 19% in Spain [33]. In the Netherlands, the installed power capacity
was at 4.341MW at the end of 2017. Figure 1.2 shows the annual growth of wind
power capacity globally.
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Figure 1.2: Evolution of the global annual wind power cumulative capacity (GW)
for the period 1996-2018. The figure is from [64].

1.2.2 Wind Power Forecasting

The prediction of wind power and speed is necessary, due to the development of wind
farms, and the increase of global consumption of wind energy. Spatial, temporal, and
spatio-temporal models have been created to predict these variables. The predic-
tion could be implemented either with physical or statistical methods. Numerical
Weather Prediction (NWP), is a physical method, which combines mathematical
and physics equations to predict the wind variables (power and speed) [35, 60]. The
main feature of this method is the short-term forecast in large-areas. The needed
meteorological variables for this method are wind speed, temperature, direction,
humidity, and pressure. Models of NWP are the following [60]:

e Uk Meteorological Office mesoscale (MESO) model.

e Danish Meteorological HIRLAM model.
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e Regional Atmospheric Modeling System (RAMS) model.
e Weather Research and Forecasting Model (WRF).

In statistical methods, there are two types for spatial interpolation: deterministic
and stochastic or geostatistical methods. Interpolation methods (stochastic or de-
terministic) create surfaces which fill gaps using the whole data set or neighborhoods
in data set. Deterministic methods use models that produce the same output from
a given starting condition. Some of these models are inverse distance weighting,
polynomial regression, triangular irregular network, nearest neighbor. Stochastic
methods estimate the correlation between the measurements and the spatial struc-
ture of data. Some of the best known stochastic methods are the kriging family
of methods (universal, simple, ordinary, and co-kriging). Other stochastic methods
include the Stochastic Local Interaction models (SLI) [28]. Stochastic methods for
time series forecasting include methods that create models (AR, MA, ARMA, etc)
to predict the next time scale, and artificial neural networks (ANN) (radial basis

function, Multilayer Perception, Feed-forward) [39].

Related studies have been presented by Amanda Lenzi et al [42] which produce
a spatial model to estimate power production at two different time scales. Also,
Alexiadis M.C. et al [5] presents a technique to forecast the wind speed and power,
based on cross-correlation at neighboring sites. Kariniotakis et al [39] use ANN

modeling to forecast the wind power of a wind farm study area.

In modeling wind power generation data there are some factors that should be con-
sidered. Hourly time series at multiple heights with relevant variables, corrected for
site characteristics, can be used as long term references (reanalysis, meteorological
stations). Land cover classification maps for the selected area and period at high
resolution (i.e. 10m) should be consulted when modeling wind data. Other useful
factors are constraints (exclusion zones, grid connection, roads etc), elevation, and

topography (especially roughness).

Probabilistic Forecasting

Wind energy forecasts can be made with deterministic methods or stochastic inter-
polation methods. To make such forecasts, temporal analysis of time series is used
often in combination with spatial analysis. Probabilistic forecasting is the recom-
mended approach for wind energy forecasting. Also using a probabilistic forecast

model, the energy management would improve resulting in a decrease of fossil fuel
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dependency [37].The power output is affected by several environmental factors, such
as wind direction, wind speed, air density, humidity, turbulence intensity, and wind
shears. Several methods use the power curve, which relates wind power to wind
speed [22].

Power Curve

The power curve is a way to relate the power output with all the factors mentioned
in the previous section. However, most of power curve models relate only the wind
speed (and sometimes with direction) with wind power. The wind power industry
uses the power curve for several reasons. The main purpose is to forecast the wind
power in two steps: firstly the wind speeds are forecast and then through the power
curve the wind power is estimated. Another purpose of the power curve is for wind
turbine performance assessment and another one health monitoring. The behavior

of the power curve could be different when the wind speed changes [23].

Each wind turbine has a unique power performance curve because the output power
of a wind turbine varies even with the same wind speed. The power curve includes
a)” cut-in-speed” | in which turbine blades begin to rotate, b) ”a rated speed”, which
is the lowest speed at which the maximum power output of turbine is generated,
and ¢) ”cut-out-speed”, in which the turbine is shut down to prevent damage. The
output power is captured by the power curve as a function of the hub height wind

speed, and is defined as:

1
P = §p7rR2C’Pu3, (1.1)

where p is the air density, R is the radius of the rotor, Cp is the power coefficient
(is the percentage of power captured by the turbine), and the u is the wind speed
[43]. The power curve is depended from the wind speed and the power coefficient,
as the air density remains constant at hub height. The power coefficient depends
on the tip speed ratio (A) and the blade-pitch angle (3). The tip-speed ratio A for
wind turbines is the ratio between the actual speed of the wind u, and the tangential
speed of the tip of a blade [55]. A typical power curve is presented at the following
figure:

For their study, Jooyoung Leon and James W. Taylor [37] use a bivariate vector

autoregressive moving average-generalized autoregressive conditional heteroscedastic



Wind Resource and Energy Yield Assessment
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Typical wind turbine power output with steady wind speed.

Figure 1.3: A typical wind turbine power curve. The x axis is the steady wind speed
in m/s and in y axis is the output power in Kw. (Figure from [1])

(VARMA-GARCH) model, which improves wind speed prediction through the joint
modeling of wind speed and direction. The investigators convert these predictions to
wind power density predictions. Towards that purpose, Monte Carlo simulations are
used, along with conditional kernel density estimation. The suggested method was
able to outperform simpler models based on the deterministic power curve as well
as simple benchmark methods. Also, Giwhyun Lee et al [22], provide an additive
multivariate kernel (AMK) method to model the power curve with the possibility
to include more environmental factors to create a new power curve model. This
model can describe the nonlinear relationships between the power output and the
multitude of environmental factors, and the high interaction effects. Their model
performs better (based on their validation measures) than other methods such as
Bayesian additive regression trees and smoothing spline analysis of variance. As
such, it would give a better estimation of power production. Also, the AMK model

is faster than the other methods.

1.3 Wind Resource and Energy Yield Assessment

An important part in wind data analysis is the wind resource assessment (WRA).
The WRA is useful to map the wind resources and to define the financial feasibility
for a wind project in order to be acceptable by banks and investors[10]. Nevertheless,
some energy markets do not follow the requirements of the international standards
(as IEC 61400-12-1)[6]. These standards refer to a credible estimate of losses and
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uncertainties, auditable data acquisition, processing, and archiving, rigorous mod-
elling of flow based on a linear model for simple terrain and a computational fluid
dynamics model for complex terrain, and a on-site wind measurement with tall tow-
ers and high-quality machines for at least one year. If a project does not conform
to international standards, it could lead to higher risks and uncertainties. Thus, the

investors often request a higher share of equity capital and higher interest rates [6].

The average annual energy production (AEP), represents the output of a bankable
WRA. In any kind of financial analysis for the project both AEP and WRA are used.
Uncertainty analysis is the most important part of the analysis. It is important to
estimate the uncertainty of different levels of confidence. Certain levels of confidence
(notated as P50, P90) have been identified as the most important for the financial

evaluation of the project and risk assessment [7].

Specifically the P50 level confidence is used as reference for the annual average
production. P50 indicates that the probability of predicted value to be overestimated
or underestimated is 50% on long term. So P50 is also called as AEP . P90 is the
energy production that will be generated at 90% probability [6]. There is a 90%
probability to generate P90 electrical energy or more in a given year, and only 10%
to generate less [10]. A probability of 10% is an acceptable risk for the investors and
the banks. These probabilities are estimated from the dataset’s (or the simulated
data) cumulative distribution function (CDF). The difference between the P90 and
P50 level of energy production is affected by the level of uncertainty|[7].

In order to attract financing, the project must have low uncertainties. Thus, to
minimize uncertainties due to measurement, modelling, and other factors, it is im-
portant to make a through investigation during the study. The AEP, which is the
primary output of the WRA, influences directly the revenue of the project. Hence,
the revenue is low when the AEP is low. The second most important output is the
uncertainty associated with AEP, which directly influences the risk of the project
[10].

1.4 Probabilistic Analysis

It is easy to observe that the wind speed has high variability. To determine the
annual production of power from a turbine, it is necessary to know the long-term

mean wind speed because power is a non-linear function of wind speed. The most
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commonly used probability distribution function for wind data is the Weibull dis-

tribution.

1.4.1 General Form of Weibull Distribution

The general form the probability density function of Weibull distribution is written

as:

) The @t 2 >0

x < 0.

3

f(w;/\,k)Z{ 0

>|8

(1.2)

The parameter k is the shape parameter and the A is the scale parameter. The
Weibull distribution interpolates between the exponential distribution if k=1, and
the Rayleigh distribution if k=2.

The cumulative distribution function for the Weibull distribution is written as:

Fz k) =1—e @V 2 >0, (1.3)

Figure (1.4) presents the probability function and the cumulative density function

for different values of shape and scale for the Weibull distribution [34].

Moments of the Weibull Distribution

Mean Value
1
,u:)\l“(ljtg) (1.4)
Variance
o=\ T 1+2 — (T 1+1 2 (1.5)
; ’ ) )
Skewness

L(1+43/k)A3 — 3uo? — i
o? ‘
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Figure 1.4: Probability density function (Figure 1.4a) and cumulative distribution
function (Figure 1.4b) of the Weibull distribution for different values of the shape k
and scale A parameters.

1.4.2 Weibull Distribution for Wind Data

To estimate the mean power from a wind turbine over a range of (mean) wind speeds,
the following non-dimensional form of the probability density for the wind data is
used [57]:

o) () e ()L

where u is the fluctuating wind speed component, U is the mean value of the

wind speed, p(g) is the non-dimensional probability density function (pdf), k is

11



Probabilistic Analysis

the Weibull shape factor, and T' (1 + k') denotes the gamma function with argu-
ment 1+ k=L,

The standard deviation of the wind speed which corresponds to the above pdf is
given by:

[
()

Weibull parameters are estimating using several estimation methods, such as max-

g =

(1.8)

imum likelihood. Camilo Carillo et.al, present a different method to estimate the

Weibull parameters for wind energy analysis [12].

12



Chapter 2

Geostatistical Methods

Earth science data are distributed over space and time. The analysis and prediction
of spatial properties, such as porosity, pollutant concentrations, is carried out using
geostatistical methods [16, 24]. Geostatistics includes methods that can be used to
characterize spatial properties based on the theory of random fields. Random fields
are considered a good numerical framework for spatial data analysis similar to how
time series analysis is used for temporal data. The number of variables required to
represent a spatial or a temporal process is infinite, even for areas of finite size, due

to the constant variation of geographical location [47].

Geostatistical methods are applied to studies such as meteorology [2], topographic
analysis, prospecting [38], mapping and mapping of pollutant concentrations in vari-
ous environmental media (air, subsurface, surface aquifers) [24], and coal mining [50].
Time series are applied to studies such as economics[2], meteorology(precipitation
and wind) [2, 30], in order to forecast the variable which shows the progress of a

process.

2.1 Randomness

Randomness characterizes phenomena for which the value cannot be known with
absolute precision. The reasons that may contribute to this are either intrinsic
(strong spatial and temporal variability of the phenomenon), or come from the
experimental process (random errors, limited resolution), or from environmental

changes (variations in temperature and humidity) [27].
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2.2 Random Variable-Random Field

A random variable X can take values from a set of possible values. A random
variable is called discrete if it takes z; values, where ¢ = 1,..., N, in an integer
set, i.e. the frequency of occurrence of each value is determined by a probability
function. A random variable is constant when it takes values from a continuous set.
The probability the variable X could take values from a very small interval around
x is determined by the probability density function [49, 17]. The expected value

E[X] of a random variable X is the average of the random variable for all states.

If the probability distribution of X follows a probability density function (pdf) f(z),

then the expected value is

E[X] :/_ z f(x) dx. (2.1)

A stochastic process is a collection of random variables, which represent the evolution
of a system of random values through the time. In such a process there are many
directions in which this process can evolve. A random field X (s) is a collection of
random values that are distributed in space with the vector s corresponding to the
location of each point in the study area. When the random field is discrete, then
it consists of a list of random numbers where their pointers are mapped to an n

-dimensional space.

If the random variables are distributed in space, then the mathematical properties
from which the random variables are described are extended. A random field con-
sists of a set of random variables that describe spatial change in at least one of
its mathematical properties. Thus a random field can be considered as a multidi-
mensional random variable. Random fields have unique mathematical properties,
which sets them apart from a set of independent random variables, because of the

interdependence of physical sizes at different locations in space[27, 62].

Fluctuations are the stochastic component around the field’s expectation, and is
defined by:

X'(s) = X(s) — E[X(s)]. (2.2)
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2.3 Probability Density Function

The probability density function (pdf) of a random field is indicated fx[z(s)], where
the integer denotes the field , and the function argument is the values of state z(s).
For a single random variable, the pdf fx represents a point. In contrast the pdf of a
random field contains values throughout the space, where the field is defined. This
means that the joint pdf for any number of points in the field is described by the
pdf fx. Therefore the pdf of a random field contains more information than the pdf

of a single variable.

The one-dimensional pdf of a field at point sy is defined as fx(z1;s;1) and expresses
the possible states of a field at the point s;. Accordingly, the two-dimensional
pdf of the field is defined as fx(z1,x2;81,82), and expresses the interdependence
of possible states in two points. Similarly defined is the multidimensional pdf
fx(x1,...,xN;81,...,8N), which describes the interdependence of possible states

for a set of N points.

2.4 Statistical Homogeneity

Some assumptions that limit the properties of a random field can lead to a more
effective geostatistical analysis. The most widely used simplistic assumption is sta-
tistical homogeneity, which is an extension of the classical definition of homogeneity.
A property is homogeneous if the corresponding variable has a constant value in
space. Therefore, one random field X (s) is statistical homogeneous if the mean is
constant, m, (s) = m,, the coefficient function is solely defined and dependent on
the vector of the distance r = s; — sy between the two points and not from their
(r), and the variance of a statistically homogeneous field is

position, ¢, (s1,82) = ¢,

constant.

The above conditions define statistical homogeneity in the weak sense. A ran-
dom field described by strong statistically homogeneous, when the multidimensional
Probability Density Function for N points (where N is a positive integer) remains
constant when the distance between the points does not change, although any trans-
formation could change the position of them. Therefore, the concept of statistical
homogeneity exists when the statistical properties of a random field are not depen-
dent on the spatial coordinates of the points, so they are independent of the reference

system. In practice, statistical homogeneity assumes that there are no systematic
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trends, and thus the variation of field values can be attributed to fluctuations around

a constant level equal to the mean value [50].

2.5 Statistical Isotropy

Statistical isotropy is a useful tool in a geostatistical analysis. A field is statistically
isotropic only if is statistically homogeneous and the covariance function depends
only on the Euclidean distance and not on the direction of the distance vector r. If
a covariance function is statistically isotropic is by definition statistically homoge-

neous, but not conversely.

In contrast, if the spatial variability depends on the direction, then the random field
is defined by anisotropy. The covariance of an anisotropic random field depends on
both the distance r and the direction of the vector r. A random field is anisotropic
when the directional covariance functions have different values either in the variance
or the correlation length [47, 50]. The variance is a measure of the amplitude of
the fluctuations in the field. The correlation length defines the interval within there
is interdependence, i.e. defines the distance within which a value of a point affects
the value at another point, in the field. In the case of statistically isotropic fields
the two most important parameters are the variance o

.= ¢, (0) and the correlation
length &.

2.6 Spatial Analysis

2.6.1 Moments

Statistical moments are deterministic functions, which represent mean values, for all
possible field states, of different combinations of field values at one or more locations.
The mean value of a quantity A(X)is denoted by E[A(X)]. For a multidimensional
moment E[X* (s;)... X" (sy)], where k; + ... + k, = K, given by the following

k-dimensional integral

E[X"(s1) ... X" (sy)] :/dxl/defX(xl,...,xN;sl,...,sN)xlkl...XNkN.
(2.3)

16
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Mean Value

Mean value is similar to the arithmetic average of the data values in a sample, and
it defined as

my (s) = E[X(s)]. (2.4)

where X(s) is the random field and EJ[] is the expectation, calculated over all the
states of the field, i.e.

mxwz/mgm@a (2.5)

where x are the values that correspond to a given state. Integral limits depend from

the space wherein the field is defined.

In Equation (2.5), the mean value may depend on the location s, which derives from
a possible dependence of the one-dimensional probability density function on the
position. In practice, the probability density function is not known, and therefore
the mean must be calculated from the data by statistical methods. The same applies

to the other parameters of the pdf.

Variance

The variance of a random field is estimated by the mean value of the squared fluc-

tuation, according to the following equation:

o3(s) = E[{X(s) — m,(s)}*] = E[X"(s)]. (2.6)

T

The variance can vary from point to point. If the field is statistically homogeneous,

the variance is constant at all points.

Errors

In the fields of science, engineering and statistics, measurement accuracy is the
degree of proximity of measurements to their true value. While the accuracy of
the measurement related to repeatability is the degree to which the repetitions of
measurements made under the same conditions produce the same result (error). Sta-

tistical bias is a characteristic of statistics, according to which the expected value of

17
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the results differs from the actual value of the parameter being estimated. The errors
can be systematic or random . Systematic errors are introduced from method or in-
strument flaws, so the resulting measurements are inaccurate and biased. Random
errors are caused by uncontrolled fluctuations and affect the measurements ran-
domly. In this case, the inaccuracy is due to random fluctuations and not method
flaws [27].

Standard Error

The standard error (SE) is the variance of the estimated parameter’s distribution.

The SE is calculated as:
2
SE =/, (2.7)
n

where the Oﬁ is the variance, and n is the size of sample.

2.6.2 Covariance Function

The covariance function ¢, (sy,s3) of a random field Xj, expresses the influence of

the value at s; on the fluctuation of the value at ss.

The centered covariance function is defined by the following formula:

¢ (81,82) = E[X(s1) - X(s2)] — E[X(81)] E[X (s2)]. (2.8)

The random field X'(s;) = X(s1) — mu(s1), represent the fluctuation of the field
X (s1) around the mean value in the point s;. The mean value of the fluctuation

field is equal to zero,

E[X(s;)] = 0. (2.9)

Based on the previous equations, the centered covariance function is defined by

¢y (s1,82) = E[X"(s1) X" (s2)]. (2.10)

In conclusion, the centered covariance function quantitatively describes the depen-

dence of the fluctuations on two different points [15].
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Covariance and Variance

If two points in the random field coincide, the the value of the covariance function

is equal to the variance of the field at that point:

CX(Sl,Sl) = ai(sl). (211)

Basic Concepts of Covariance Function

In statistically homogeneous and isotropic fields, the two important parameters of

covariance are: 1) the variance o’

fluctuations, and 2) the correlation length (), which normalizes the distance (in

= ¢,(0) measures the magnitude of the field

the covariance function the distance is defined by the ratio r/£. The correlation
length defines the distance in which the values are correlated. In case of anisotropic

dependence, there are different correlations lengths over the direction of anisotropy.

Bochner’s Theorem

Not every function can be considered as a covariance function. The permissibility
conditions are defined by the Bochner’s theorem [11], which is defined by the spec-
tral density, given by the Fourier transformation. The Fourier transformation is

given by the following equation:

ér(k) = / dr e ¢ (1), (2.12)
where r is the distance vector between two points and k is the vector of spatial
frequency (or wave-number).

The inverse transformation estimated by the following integral:

1 ikr ~
(k) = W/dre & (k). (2.13)

The Bochner’s Theorem mentioned that: A function cx(r) is accepted as a
covariance function if:
1. It admits the Fourier transform ¢, (k).

2. ¢,(k) is non-negative over the entire frequency domain.
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3. The integral of ¢, (k) over the entire frequency domain exists and is bounded.

2.6.3 Variogram Function

The variogram function describes the variance of the difference between the values of
a random field X (s) at locations s, and ss and is defined by the following equation
[27]:

e ls1,52) = VarlX(s1) — X(s2)] (2.14)

If the random field has a constant mean value the variogram is defined by means of

the expectation:

Yelo1,52) = SE[X(51) = X(52)) (2.15)

The variogram is defined for a pair of points, using the expectation of the field of
squared differences, which is defined as 6.X(s1;82) = X(s1) — X(s2).

If the field is statistically homogeneous, then the variogram is directly connected to

the covariance function by the equation:

% (1) = 0 — ex(r). (2.16)

Hence the variogram’s upper bound of a random field is the variance of the field i.e.
G,- Also from the above equation is mentioned that the variogram tends asymptoti-
cally to the variance. For statistically homogeneous fields the variogram contains the
same information as the covariance [15]. The variogram function as it seems from
the Equation (2.15) is a non-negative function, i.e., 7, > 0, but the reverse does not
apply, i.e., every non-negative function is not necessarily a variogram function. The

conditions of Bochner’s theorem need to apply.

Statistically homogeneous field

In a homogeneous field with isotropic spatial dependence, the variogram is estimated
from two parameters: the sill (upper bound of variogram) and the correlation length.
Specifically the value of the variogram, for long distances r tend asymptotically to

an upper bound, equal to variance 0’)%, of the field. This property is based on the
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fact that covariance function is zero for long distances and on the relation 7, (r) =
02—c,(r). The correlation length defines the time in where the variogram approaches

the sill, and the range within that two points are correlated.

If correlations characteristics differ with different directions in space, the dependence
is anisotropic. In geometrical anisotropy, the sill is independent of the direction, but
the speed of approach to the sill depends on the direction. In this case the variogram
defined as function -, n ey g) of dimensionless distances ﬂ, e E, where the

- &1 €a

&1, ..., &q are the correlation lengths in corresponding directions.

In the case of zone anisotropy, the upper bound depends from the spatial direction.

Then the variogram function can be expressed as:

% (1) = x(r) +7x2(F), (2.17)

where the vy 1(r) represents the isotropic dependence and the yx »(T) the anisotropic

dependence of the sill in the direction of the unit vector 7.

Variogram Models

To estimate the variogram at any distance, a theoretical variogram model should
be fitted in the experimental. The commonly used theoretical variogram model
are exponential, gaussian, spherical, and power-law. In functions ai represents the
variance of the spatial field, ||r|| is the Euclidean norm of the lag vector r, and £ is

the correlation length [8, 46].

1. Exponential

K (r) =0’ ll — exp (_TH (2.18)

W (r) =0} [1 — exp <—W)} (2.19)

2. Gaussian

3. Spherical

(2.20)

{ o2 [1.5 (L) ~ 05 (T”ﬂ e < ¢

02 NEY



Spatial Analysis

4. Power-law
el =alrP”, 0<H<1, a>0 (2.21)

A theoretical variogram model is accepted as variogram function if it is conditionally
negative definite function. This means that for any linear coefficient A,, which

satisfies the following condition

> X =0, (2.22)

must satisfy the following inequality:

=D Aads (S0 — ) 2 0. (2.23)

a=1 p=1

In practice, inequality control is not feasible for every possible combination of coeffi-
cients \,, so the acceptance criterion is expressed with Bochner theorem. According
to Bochner theorem, the function ~, (r) is admissible as variogram function in d

dimensions if the following is applied [27]:
L. 1 (0) =0,
2. the generalized Fourier trasformation 7, (k), exists,
3. 7, (k) satisfies the inequality: —k?%, (k) > 0 and
4. lim~, (r)/r* =0 r — .

If the random field is statistically homogeneous, is easy to test the acceptance of a
theoretical variogram, using the covariance o2 — 7, (r). If the function -, (r) repre-
sents an acceptable variogram, then the function ¢, (r) = 02 — 7, (r) is permissible

covariance function and vice versa [16].

2.6.4 Spatial Estimation

A significant problem in geostastics is the estimation of a variable of interest over an
entire area on the basis of values observed at a limited number of points. Estimation
aims to provide information about points in space where no measurements are avail-
able. From a deterministic viewpoint, this is an interpolation problem. The variable

is estimated by a parametric function, either explicitly or implicitly. The estimation
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of the variable can be either local, if it refers to a specific point , or globally if it
refers to the calculation of a characteristic value for an entire area. The estimation
of the field, requires a model containing the spatial dependence,so it is possible to
estimate points, where there no measurements, using the neighboring measured field
values. The common used methods which is based on the minimization of the square

error of estimate, and the linear interpolation are known as ”kriging” [40].

The problem of local estimation is described as follows: In a data set X (s;), at points
si(i=1,...,N), which are located in a region ) define the value of the field at the
estimation point u € €2, which does not coincide with any of the s;. The estimate at
the point u is denoted as X (u). The estimation process is repeated at every node

of the grid, which is defined from the particular application.

To reduce computing intensity in kriging methods a neighborhood w(u) around
the point u is often determined. This neighborhood includes n(u) < N points
at sj, (i = 1,...,N). The size of the neighborhood defined from the correlation
length. In linear interpolation methods, the field fluctuation at the estimate point

is expressed by the following linear combination:

X(u) = my () =D Aa[X(sa) = my(sa)]- (2.24)
The coefficients \,, represents the linear weights. Hence the Equation (2.24), esti-
mates the fluctuation at the prediction point.

The estimate of the field is given by the following equation:

X(u) =m, () + > N[ X(s4) — m, (50)]. (2.25)

In stochastic methods, the estimator X (u) is a random variable as is the estimation
error e(u) = X (u) — X (u). Kriging methods estimate the optimal value X (u), using
the weight, which minimize the variance of estimate error. Kriging is the best linear

unbiased estimator since it minimizes the square of the prediction error.

The common used kriging methods are described below.

23



Spatial Analysis

2.6.5 Simple kriging

Simple kriging is used when the mean value m, of the random field is known and
constant throughout the entire field. In this case, the kriging estimator X (u) is

determined by the equation:

n(u) n(u)
X(w) = AaX(sa) —my | D AaX(sa) —1] . (2.26)
a=1 a=1

The linear weights, A\, are estimated by minimizing the error variance, given by the

equation:

0% s (1) = Var[X (u) — X (u)] = Var[X (u) — m, — X'(u)). (2.27)

The equation of the estimator X (u) leads to the following relation for the fluctuation

of the random variable X (u):

n(u) n(u)
X(u)—my = XalX(sa) —my = > AaX'(50). (2.28)
a=1 a=1

The linear function ZZ(:ul) AgCy (Sa — Sp) = ¢y(Sq —u), «a = 1,..,n(u), can be

expressed as

Coss = Cau, (2.29)

where the matrix C, 3 represents the covariance matrix, with elements C, 3 =
cx(sa—sp). The vector C, , represents the values of the covariance function between

the sample points and the estimation points C, ., = ¢, (s, — u).

Considering the equation ¢, (0) = o2, the linear system is written in the form of

matrices as follows:

o2 cee e G811 —8p) A ¢y (81— 1)
c(S2—81) ... ... co(sa—sy) Ao _ CX<S2.— u) (2.30)
c(sp—s1) ... ... o2 An ¢y (s, —u)
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The solution of the linear system is given by the following equation:

Ag = Cy0Cau, VB =1,...,n(u). (2.31)

In the case of stationarity, variogram and covariance are connected through the

following equation

¢ (Sas88) = 02 — % (Sa,8p). (2.32)

Solving the above linear system, gives the A, coefficient values, if the covariance
function is permissible and each point has a unique value. The values of the lin-
ear weights are independent from the sill of variogram, but they depend from the
correlation length. Kriging is an exact interpolator, i.e. at every point where a

measurements is available, the krigng estimate coincides with the sample value.

The uncertainty of the estimation is determined by the squared root of the variance

of the estimation error. The variance 0%, g (u) is defined by the following equation:

n(u) n(u)

O-%',SK(U) = Oﬁ - Z Z Cu,ac;l Cﬁ,u- (233)

a=1 =1

According to the Equation (2.33), the error variance increases proportionally to the
random field variance o2. The error increases as the distance [|u — s, || between the

estimation point and the data points [15, 24].

2.6.6 Ordinary Kriging

In ordinary kriging, the mean value is considered constant inside the local neigh-
borhood, but may vary from neighborhood to neighborhood. The mean value is not
necessarily known. In this case, the mean value is not calculated from the average of
the sample values, but is calculated providing that the coefficient function is known.

The estimate is calculated from the following equations:

X(u) =Y AaX(sa), (2.34)
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and

=

w)
Ao = 1. (2.35)

1

Q
Il

The Equation (2.35) represents the non-bias condition. In ordinary kriging minimum
mean square error should be calculated using the restriction imposed by the non-
bias constraint. The minimization of the error variance under the non-bias condition

ZZ(:ul) Ao = 1 uses the Lagrange multipliers method for constrained minimization.

To calculate the linear weights following equation is used:
n(u)
D Nsey(sa—sg) +p=c,(sa—n), a=1,.n(u), (2.36)
p=1

where p is the Lagrange coefficient, and

A, = 1. (2.37)

The linear system of Equations (2.36), and (2.37), is possible to be written in the

form of matrices as follows:

ol e (s1—82) ... c¢(s1—sp) 1 A1 ¢ (s1—u)
¢ (s2 —s1) o coo C(s2—sp) 1 A2 ¢ (s2 —u)
s - s (2.38)
¢(sn—s1) ¢(sp—s2) ... o2 1 An ¢ (sn —u)
1 1 1 0 " 1
The solution of the linear system is given by the following equation:
A =CyCan, VB=1,...,n(u). (2.39)

The optimal estimate of the kriging error variance is respectively given by the equa-

tion:
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n(u)
Thor (W) =02 = > Xacy (W,50) — 1, (2.40)
a=1

where the Lagrange multiplier takes values p < 0.

2.7 Spatial Model Validation

For assessing the performance of a different parameters for the same model or to
compare the performance of different models, validations methods are used. Meth-
ods like likelihood maximization, empirical contrast minimization, and least squares
quantify the fit of the data to spatial models. Validation includes methods that
estimate the predictive performance of the model based on the sample data. The

most used validation method is Cross-Validation (CV).

CV methods separate the data, once or several times, to estimate the reliability and
the accuracy of the model based on the subsets. The data is first split in a training
set, and a validation set. The validation set is used to estimate the predictive
performance of the model. The optimal model is the one with the best validation

measures as chosen by the investigator.

The most commonly used cross-validation methods are leave-p-out cross vali-
dation, and leave-one-out cross validation. In leave-p-out cross validation
(LPO CV), the original data are split in training set with N-p sample points (N
refers to the number of original data), and the validation set with p remaining sam-
ple points. Afterwards the spatial model is tested based on the training set, and the
predictions are compared with the validation set. This process can be repeated as
many times as the possible partition of the set of N into two sets. Leave-one-out
cross validation (LOOV CV), is a specific case of LPO CV where p=1, i.e the
training set contains N-1 points in each iteration, and the validation set is a single
point. The process is implemented N times, and the CV measure is calculated as

the average of N cases [27].

2.7.1 Cross-Validation Measures

Assume a random field Xg with known values at locations s;, ¢« = 1,..., N. The
statistical measures are evaluated, in order to asses the model performance. These

measures include: the mean error (bias) (ME), the mean absolutely error (MAE),
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the root mean square error (RMSE), and Pearson’s linear correlation coefficient (p).

For the following measures, Z(s;) and z(s;) are the estimated and true value of the

field at point s;, x(s;) is the spatial average value of the data, Z(s;) is the spatial

average of the estimates, and N is the number of the observation.

Mean Error (bias)

The mean error is estimated as follows:

N
1
ME = ¥ ; [2(s;) — x(si)] - (2.41)
High and positive or negative values of mean error denotes bias.

Mean Absolute Error (MAE)

The mean absolute error is estimated as follows:

N
1

MAE = ; |2(s5) — x(s7)).- (2.42)

The mean absolute error estimates the accuracy and the precision of the estimation.

Root Mean Square Error (RMSE)

The root mean square error is estimated as follows:

RMSE — % > filsi) — o) (2.43)

The root mean square error calculates the accuracy and the precision of the esti-
mation as mean error. Also, because of the squaring the errors, RMSE gives higher

weights on large deviations.

Pearson’s Correlation Coefficient (p)

The Correlation Coefficient is the most commonly used to measure the relationship

between the data and the estimates, and is calculated as follows:
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S [als) — 2l |#(s) - 3650

s = . ea
VI [t — 3]y S, [ats) — 560

Pearson’s Correlation Coefficient estimates the linear relationship between two vari-
ables. The coefficient can be described by a scatterplot. If p = +1 or p = —1 the
scatterplot is a straight line with positive or negative slop respectively. If | p [< 1
the values appear as a cloud of points, which becomes more diffuse as | p | decreases
from 1 to 0 [32].
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Chapter 3

Time Series Analysis

Time series is a data set which is collected over time and expresses the evolution of
a variable’s values over time. Specifically, time series include a set of observations
which they are usually collected using a set time step. Time series is a stochastic
process, because the values are affected from random factors, although the value of
each step is random variable. So time series is a collection of random variables i.e.
X, t €T, where T is a set of time observations [59]. To investigate the behavior
of the variable, only values from previous time periods are needed. Forecasting is
implemented based on such values to predict the values in the following time peri-
ods. The random variables X; are distributed according to a univariate cumulative

distribution function F; and a respective probability density function f;.

Methods of time series analysis have many applications in different disciplines. For
example, such methods are used in economics [25], climate studies (related to global

warming) [26], and earthquakes [19].

White noise: The simplest case of a time series model is white noise, which is
a collection of independent and identically distributed (iid) random variables, W;,
with zero mean value and variance o,. If the noise values follow the Gaussian

distribution, i.e., ¢, ~ N(0,0?), it is known as Gaussian White Noise (GWN).



Moments

3.1 Moments

Mean value

The mean value (expected value) of a time series at time ¢ is defined by the following

equation:

nalt) = ELX) = [ afi(o)ds (3.1)

where E[-] denotes the expectation and is calculated over all the possible states of
X.

Autocovariance Function

The autocovariance function constitutes the second moment product and is defined

as:

rx = cov(@i, ) = BI(XG — ) (X — )], (3.2)

for all 4 and j !. If there is no reference in which time series refers to, is possible to
write v, (4, 7) as (4, ). Note that 7, (¢, j) = 7, (¢, j), for all time points ¢; and ¢; [14].
The autocovariance function defines the linear dependence between two points on
the same series at different times. If the autocovariance 7, (¢, j) = 0, then there is no
linear correlation between X; and X, but there may be some dependence structure
between them. From the Equation (3.2), it transpires that the autocovariance is the

same as the variance for ¢ = j,
% (i,7) = E[(X; — p)*] = var(X;). (3.3)

Covariance for Linear Combinations

If two random variables U, V are a linear combination of random variables of {X;},
and {Uy}, i.e.

!Note that in time series analysis the symbol « is used for the covariance function, while in
geostatistics it is used for the variogram function.
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and

k=1

then the covariance function is defined as
cov(U, V) = Z a; B cov(X;, Y;). (3.6)

Autocorrelation Function (ACF)

The autocorrelation is a useful tool in time series analysis, for defining repeated
patterns. Also autocorrelation assess dependence between the observations, consid-
ered that the time series is stationary [59]. The autocorrelation Function (ACF)
measures the linear predictability of the series at time ¢ and is estimated by the

following equation:
(s, t)
(s, 8)v(¢, 1)

p(s,t) = (3.7)

From the above equation it follows that —1 < p(s,t) < 1. If X; can be perfectly
predicted from X, through a linear relationship X; = By + 5.X,, then the ACF will
be +1, when 8; > 0, and —1 when g; < 0 [45].

3.2 Trend and Seasonality

Trend

The trend can be considered as a long—term change in the mean value of the time
series. It can be increasing, decreasing or constant over a time period. The trend
can be determined as a linear trend, an exponential trend, harmonic, etc. It should
be mentioned that to observe a trend in a time series, there must be a satisfactory
number of the observations. The trend must be removed from the time series to

ensure stationarity and to proceed with further stochastic analysis [51].
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Seasonality

Some time series present a repeated pattern. These patterns may be directly visible
from the time series, or can be observed only after inspecting the periodogram. The
periodgram is a useful tool to identify periodicity in time series. In a periodogram
plot the spectral density is presented. The spectral density is calculated using the
Fourier transformation on the Time Series after the trend is removed. Seasonality

shows up as high spectral power in the periodogram [59].

3.3 Stationarity

A time series is defined as stationary if the mean value and variance are constant in
the entire time, and the periodic variations have been removed. Also the autocovari-
ance (s, t) = cov(xs, ;) = E[(xs — ps)(z¢ — )] depends on s and ¢ only through
their difference |s —¢t|. There are two forms of stationary: the strict stationarity and

the second-order (weak) [14, 59] stationarity (see section 2.4).

The autocovariance function for stationary time series is estimated as follows:

v(h) = cov(Xppn, Xi) = B[(Xepn — 1)(Xe = pu)]; (3.8)

and the autocorrelation (ACF) is expressed as

N Yt + h,t) )
plh) = VAt +ht+ byt t)  Y(0) (39)

Testing Stationarity

There are several ways to test the time series stationarity. A simple test is to
examine the mean value of the sample. Mean value is calculated in different ranges
over the entire time series, and the result must be the same or similar in all the
ranges tested. Also the stationarity can be observed from the autocorrelation and
partial autocorrelation graph. If the autocorrelation tends to zero after some lags,

it is an indication that the time series is stationary.

Also the stationarity can be defined by the Kwiatkowski—Philips—Schmidt—Shin tests
(KPSS) [41]. KPSS tests the null hypothesis (i.e. the time series is stationary

around a determenistic trend) against the alternative. So small p—values suggest
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that the time series is not stationary and other approaches should be considered (i.e
differencing, decomposition etc). Finally, to check the stationarity, the Augmented—
Dickey—Fuller test (ADF) can be used. For ADF test the null hypothesis is that the

time series contains a deterministic component [21].

3.4 Decomposition of Time Series

In time series analysis, it is useful to plot the data set, to check if there is any
discontinuities in the time series, such as a sudden change of the value. To analyze
these cases it is important to separate the time series into homogeneous segments. If
outliers exist in the time series, it should be tested whether they must be removed.
Moreover, the time series should be checked for trend and seasonality [45]. So, the

typical decomposition model is defined by the following equation:

Xt =my + S + Rt. (310)
In Equation (3.11), m, represents the trend component, s, is the seasonal component
with known period d, and R; is the stationary remainder.

If the trend and the seasonal component change within the time series, transfor-
mation of the data can be implemented so that the transformed data are more

compatible with the Equation (3.11).

The aim of estimating the deterministic components m; and s; is to provide residuals

or noise component, which should be stationary [21].

3.4.1 Trend estimation

If the seasonal component is missing, then the model of Equation (3.11), becomes:

Xt =m; + Rt, (311)

There are two approaches to estimate the trend model. The first is to fit a polynomial
trend model, then to subtract the trend from the data, and create a time series of
the residuals, which should be stationary. The second approach is to estimate the
trend by differencing the time series, and find an appropriate stationary time series
[59].
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Trend Estimation by Fitting a Polynomial

For the first method a trend polynomial such as m; = o + a1t + ast? can be fitted
to the data X1, ..., X;. The parameters of the trend model «yg, a1, a are estimated
by minimizing the sum of error squares ),  (X; — m;) using regression. The least

squares method can also for high order polynomial trend [21].

Trend Estimation with Differencing

To estimate the trend by differencing, the lag-1 difference operator V to estimate
the trend is defined:

VXt == Xt - Xt—l - (1 - B)Xt, (312)

where B is the backward shift operator, BX; = X;_;.

The powers of the parameters B and V are defined by B?(X;) = X;_; and VJ(X;) =
VI[ViTH(XY)], 7 > 1, with VO(X;) = X,.

If the operator V is used on a linear trend function like m; = ¢ + ¢1t, then function
becomes Vm; = my — my_1 = ¢o + 1t — [co + ¢1(t — 1)] = ¢; which is a simple
constant. In the same way, any polynomial trend of degree k, can be expressed as a

constant, with the operator V*.

3.4.2 Estimation of Seasonal Effects

To estimate the seasonal component in the Equation (3.11), it is assumed that the
seasonal is equal to s; = s;,4 and Z?Zl sj = 0, where d is the periodicity. There are
several methods to estimate the seasonal component. One of them is to estimate
the seasonality by differencing the time series, as in trend component (see Section
3.4.1). Also the smoothing approach is used, estimating the trend component first
and then the seasonal component after removal the trend. Another approach is to

fit a harmonic model to the time series (parametric approach) [21].

Smoothing Filter

In a set of observations x1, ..., x,, the trend is estimated first. In order to eliminate
the seasonal component, the smoothing filter is used. It is obtained a time series

my, representing the trend component as follows:
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M= X, (3.13)

where «; = Tlﬂ represents the weights, p and ¢ define the window.

In order the sum is defined in the entire time series, the Equation (3.13) is expressed

as follows:

N 0.5X;_, + X, oo+ X, + 05X
m, = t=g T tq+1+d At e g<t<mn-—g, (3.14)
where d is the periodicity.
As such, the the seasonal component s, is defined by:
gt - Xt - T/fbt (315)

Finally, the seasonal component is subtracted from the original data. Afterwards,

the residuals used for prediction and estimation are given by }A*Zt =X, —my — 5.

Parsimonious Decomposition

In this method a linear trend model, a harmonic model and a remainder term are

used to decompose the time series [21]:

X = Bo + Pit + Bosin(27t) + Po cos(27t) + Ry. (3.16)

The above model has four unknowns that can be estimated with the least squares

method, or robust fitting methods.

3.5 Time Series Models

Models of time series represent different stochastic methods and can be used to
forecast future values in time series. The common models are Autoregressive (AR)
model, the Moving Average model (MA), their combination, i.e., the Autoregressive

Moving Average model (ARMA), the Autoregressive Integrated Moving Average
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(ARIMA) Model and the Seasonal Autoregressive Integrated Moving Average mod-
els (SARIMA).

3.5.1 Autoregressive Model (AR)

Autoregressive model (AR) is a stochastic process, in which a value of the series,
X; can expressed as a function of p past values, X;_q,...,X;_,. The order of the
model is p, i.e the lagged values required to forecast the current value [51]. An

autoregressive model of order p, AR(p) is expressed as

Xe =01 X1+ G2 Xy o+ + 0 X + €, (3.17)

where X, is a series, €, is white noise with variance o2, and ¢1, ¢, ..., ¢, are con-

stants.

In Equation (3.17) E[X,] is considered as E[X;| = 0, but if the mean value is not

zero, the above equation is expressed as:

Xe=a+ o X1+ 0 Xp o+ ..+ 0pXip + €, (3.18)

where av = (1 — ¢ — ... — ¢,,). Also the AR(p) can be written using the backshift
operator B, so the Equation (3.17) is expressed as

(1—¢1B— ¢B*— ... — ,B")X; = ¢, (3.19)

or concisely ¢(B)X; = ¢, where the ¢(B) is the autoregressive operator. This
polynomial is used to check the stationarity of the time series X;. If the polynomial’s

roots lie outside of the unit circle, the AR(p) time series is stationary.

The AR(1) Model

If the order of the autoregression model is equal to one, the Equation 3.17 is expressed
as Xy = ¢Xy_1 + €. Also an AR(1) model can be expressed as a linear process as

follows

Xt = Z ¢j€t_j. (320)
j=0

38
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The AR(1) is stationary with zero mean value, i.e.,

E(X,) = Z ¢ E(e_;) = 0. (3.21)

The autocovariance function is given by

2 1 h
_ 2 o, (3.22)

V(h)_1_¢27 -

where the depedence between the observations decreases when the lag increases,
when |¢| < 1.

The autocorrelation the function by means of

p(h) = == =¢" h>0. (3.23)

3.5.2 Moving Average Model (MA)

Moving Average model(MA), is a linear combination of the current innovation term
€, plus the q most recent ones €;_1, ..., &, [45]. The moving average model of order

q, i.e., MA(q), is defined as follows:

Xt =€ + 91€t—1 + ‘92615_2 + ...+ 8qet_q, (324)

where €; ~ €,(0,02), and 61,65, ...,0,, (0, # 0) are parameters.

The moving average model could also be written using the backshift operator B as:

0(B) =1+ 60,8+ 0,B*+ ...+ 0,B%. (3.25)

The MA model is always stationary, because it depends only on the parameters 6
and the term ¢;, which represents the white noise.
The MA(1) model

The MA first order is defined as X; = ¢, + 0¢;_1, with mean value E(X;) = 0. The

autocovariance is expressed as:

39



Time Series Models

(1+6*02, h=0,
v(h) = { o2 h=1 (3.26)

and the autocorrelation function is expressed as:

T, h=1
h) ={ +6%) ’ 3.27
plh) { 0, h>1. ( )

3.5.3 Autoregression-Moving Average Model (ARMA)

These models are a combination of the autoregressive and the moving average mod-

els, for stationary time series [59]. An ARMA (p,q) model is defined as:

Xe=n1 X+ ...+ 0, X p+ e+ e+ ...+ 06, (3.28)
where ¢, # 0, 6, # 0, and 02, > 0. The order of model is defined by the order of
autoregressive model and moving average model, p and q respectively.

If Xy has E[X;] = u # 0, then o = pu(1 — ¢y — ... — ¢,) , and the ARMA model is

expressed as:

Xi=a+0Xia+ ...+ 0,Xip+ e+ 0161+ ...+ 060y, (3.29)

where €; ~ €,(0,02).

The ARMA models can also be written using the AR operator, and the MA oper-
ator, so it is easier to investigate them. So the ARMA(p,q) model is expressed as

o(B)X; = 0(B)e;.

As the AR models, ARMA models can also expressed as a one—sided linear process,

such as:

Xi =Y e =1(B)e, (3.30)
j=0

where $(B) = Y72 ¢, B9, and 3232, [y < oc.
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The ARMA(1,1) Model

The ARMA(1,1) model is defined as: X; = ¢ X1 + 0,1 + €, with mean value,

with mean value E[X;] = 0.

The autocovariance function is expressed as:

v(h) =co", h=1,2,..., (3.31)

and the autocorrelation function is defined as:

v(h)  (1+08)(d+0) 54
P =0y = T4 200+ 87 R (3:32)

3.5.4 The Autoregressive Integrated Moving Average (ARIMA)
Model

ARIMA models are used to describe series with a trend, which can be removed by
differencing. These differences can be described with an ARMA (p,q). So if the
dth order difference of a X; is an ARMA(p,q) model, then it can described by an
ARIMA(p,q,d) model [45]. An ARIMA(p,q,d) model is described with the backshift

operator B as:

®(B)(1 - B)?X, = ©(B)¢,. (3.33)

3.5.5 Seasonal Autoregressive Model (SAR)

A Seasonal Autoregressive model (SAR), of order p is defined as:

Xt = q)lXt—l — q)QXt_Q — ... (I)pXt—p + €, (334)

where €, ~ €,(0,02), and @1, Do, ..., P, , are constants.

The SAR model is stationary process, if the solutions of the seasonal characteristic
equation is equal to 1 in absolute value. SAR is a specific case of an AR model of
order p = Ps. In this case all ¢ coefficients are equal to zero, except at the seasonal

lags s,2s,..., Ps.

41



Time Series Models

The SAR(1) model

The first order seasonal autoregressive with annual seasonal period (s=12 months)

is defined as:

X, =®X; 1946, 0or (1 —PB®)X, = ¢,. (3.35)

For the SAR(1) model, using the techniques of seasonal AR(1), so the autocovariance

is defined as:

Y(#12h) = 220 h=0,1,2,..., (3.36)

v(h) =0, otherwise.

The autocorrelation is estimated as:

p(£12h) = " (3.37)

3.5.6 Seasonal Moving Average Model (SMA)

In general a Seasonal Moving Average model (SMA), of order QQ with seasonal period

is defined as:

Xt =€ + @1€t_1 — @2€t_2 — ... @qet—qa (338)

where €; ~ €,(0,02), and ©1,0,,...,0,_, are constants.

SMA is a stationary process with an autocorrelation function, that is not nonzero
only at the seasonal lags s,2s,...,Qs. The SMA is a specific case of an MA model
of order ¢ = (s, in which all @ coefficients are equal to zero, except at the seasonal
lags s,2s,...,Q5.

The SMA(1) model

The first order seasonal moving average model with annual seasonal period (s=12

months) is defined as:
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Xt =€+ ®€t_12. (339)

For the SMA(1) model, using the techniques of seasonal MA(1), so the autocovari-

ance is defined as:

y(£12h) = O02, h=0,12,..., (3.40)
~v(h) =0, otherwise.

The autocorrelation is estimated as:

S)
1+06%

p(£12h) = (3.41)

3.5.7 Seasonal ARIMA models (SARIMA)

In time series like environmental data seasonal fluctuations are often encountered.
As such, it is necessary to introduce autoregressive and moving average models
which determined with seasonal reoccurence (seasonal lags) [51, 59]. These models
are known as pure seasonal autoregressive and moving average model ARMA(P,Q)s,

are expressed as:

dp(B%) X, = 0g(B%)e, (3.42)

where the operators ®p(B°) and ©g(B?) are the seasonal autoregressive and sea-
sonal moving average operators for orders P, (), respectively, with seasonal period

S, and they are expressed as:

Op(B%) =1— &1 (B%) — &y(B*) — ... — &p(B"?), (3.43a)

Og(B%) =1 —0,(B”) — 05(B*) — ... — Oo(BY). (3.43b)

Usually the seasonal and non—seasonal operators combined in a multiplicative sea-
sonal autoregressive moving average model defined as ARMA (p,q) x (P,Q)s and

expressed as:
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®p(B%)p(B)X,; = 0o(B*)0(B)e,. (3.44)

The multiplicative seasonal autorgressive integrated moving average model (SARIMA)

is defined as:

Op(B9)p(B)VPsVIX, = 6 + Og(B*)0(B)e, (3.45)

where ¢, is the Gaussian white noise. The general form is defined as ARIMA
(p,d,q) X (P,D,Q)s. The polynomials ¢(B), and §(B) represent the autoregressive
and moving average components of orders p, ¢ respectively. The polynomials ®(B),
and O(B) are the seasonal autoregressive and seasonal moving average component
with orders P, Q respectively. The ordinary difference component is V¢ = (1 — B)¢,
and the seasonal difference component is given by V& = (1 — B%)P.

The SARIMA (0,0,1) x (1,0,0);» model

A SARIMA model (0,0,1) x (1,0,0);5 is denoted as:

Xt =€ + Etfletfl + (I)Xt,12, (346)

where | 0 |< 1, and | ® |< 1.

The autocovariance is calculated as:

1+6%
~(0) = 20 (3.47)
and the autocorrelation as:
p(12h) = & h=1,2,...,
{ p(12h — 1) = p(12h + 1) = L ®", h=0,1,2,..., (3.48)
p(h) =0, otherwise.

3.6 Model Selection

The optimal time series model is usually chosen based on Akaike’s Information

Criterion, Akaike’s Bias Corrected Information Criterion, and Bayesian Information
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Criterion. These criteria measure the adequacy of the fit by balancing against the

number of the parameters in the model [59].

Akaike’s Information Criterion (AIC)

The Akaike’s Information Criterion is estimated as follows:

AIC = 2k — 2log(L), (3.49)
where L is the maximum likelihood estimator, and k is the number of the model’s
parameters [3].

The minimum AIC identifies the optimal model, yielding by the k. The selection of

the model is implemented by minimizing the L. The L decreases as the k increases.

Akaike’s Bias Corrected Information Criterion (AICc)

The Akaike’s Bias Corrected Information Criterion (AICc) is estimated as follows :

2k* + 2k

where k is the number of the model’s parameters, and n is the number of the

observations [13].

The AICc is a corrected form of Equation (3.49), based on small distributional

results or the linear regression.

Bayesian Information Criterion (BIC)

The Bayesian Information Criterion (BIC) is estimated as:

~

BIC = klog(n) — 2log(L), (3.51)

where n is the number of the observations, k is the number of the parameters, and L
is the maximum likelihood [56]. The BIC is usually larger than AIC, therefore tends
to choose models with small orders. In large samples the BIC choose the optimal

order, while AICc choose the highest order in small samples.
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3.7 Forecasting

The main goal of time series analysis is to predict the future evolution of the data,
i.e the values X, 1,,. The forecasting is implemented based on the known values of
a time series X1, = X1, Xo,...,X,,. The above models are using to implemented
the forecasts. For this section is though that the time series is stationary, and
the parameters of the above models are known [51]. The conditional expectation
E[X,1m — 9(X1.0)]?, where g(X7.,) is a function of the observations, minimizes the

mean square error predictor of X, ,,, which is expressed as:

Xt

n+m

= E[Xp 0| X1n]. (3.52)

3.7.1 Forecasting AR(p)

Considering a AR(p) as in Equation (3.17) the expectation for forecast is expressed

as follows:

E[Xpah| X1, ..., X, (3.53)

and the variance as:

Var[ X, 1| X1, ..., Xul, (3.54)

where k is the step forecast.

The first step forecast is estimated as:

~

Xn+1;n = ¢1xn +.+ ¢p$n+1—pa (355)

and the k—step forecast is estimated as:

Xn—i—k;n = gbl)?n—i—k—l;l:n +...+ pr)?n—l—k—p;l:n- (356)
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Forecasting AR(1)

It is assumed a stationary autoregressive model first order AR(1), X; = ¢ X;_1 + €,

where ¢ ~ €,(0,0?). The conditional expectation at time n + 1 is given by:

E[X, 1| X1, ..., X)) = b1z, (3.57)

So the predictor is denoted as:

~

Xn+1;1:n - E[XnJrl‘Xl, “e 7Xn]
E[¢Xn+k—1 + 6n—i—k|)(17 B 7Xn]
E[¢Xn+k—1|X17 s aXTL] (358)
= AT

As it is observed the predictor is depended on the last observation and it tend to

zero exponentially.

The confidence interval is based on:

k—1
Var[X,.p| X1, ..., X,] = (1 +) gzﬁj) o2, (3.59)
j=1

It should be noticed that as k tends to infinity, the forecast converges to zero and

the conditional variance to o%.

3.7.2 Forecasting MA(q)

For simplicity is considered a MA(1), i.e. X; = ¢ + 0¢,_1. The conditional expecta-
tion is E[ X, k10| X1, ..., Xp] [21]. From the expectation is noticed that for k& > 2
the predictor is equal to zero. So it is necessary the MA model to be expressed as

AR(00), i.e.:

B, =3 (-6 Xy (3.60)

The predictor is estimated as:
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~

Xn—i—l;l:n - Z/é\l(_/gl)]Xn—j (361)
=0

In general in MA(q) models, all the forecast for k& > ¢, except the case k < ¢, will

be equal to zero.

3.7.3 Forecasting ARMA (p,q)

In ARMA(p,q) models there is the same issue as in MA(q), so the predictor is

estimated as:

p q
KXotk Y OB Xnnil X7 + D 05 Elenin—y | X, (3.62)
=1

Jj=1

where the AR and MA conditional expectations are:

L <
ELX,|X" ] = { o " (3.63)
Xt;l:na t> ,
0<t<
Ele| X" ] = { “ " (3.64)
0, t>n.

3.7.4 Forecasting ARIMA (p,d,q)

It is assumed a times series X; which is fitted with an ARIMA(p,1,q). The differences
which are taken is first order, and the remainder is Y; = X; — X;_;. The remainder
follows as ARMA(p,q). Hence, the predictors are obtained as ?nﬂ;lm, e a?n-i-k;l:n-
[14]. The k—step forecast for the initial time series has a trend, based on )/(\'nﬂ;lm =

lA/nerm + X,,. The predictors )A(nﬂ;lm has to be integrated as:

Xn+1;1:n = Intl1;lin + Xna

)?n+1;1:n = In42;1:n + )?n-l-l;l:n = Xn + }/}n+1;1:n + }/}n+2;1:n7 (365)

Xn+k;1:n = Xn + Yn+1;1:n +...+ Yn+k;1:n~

As it noticed from the Equation 3.65, the k—step forecast for the initial data is

the cumulative sum of the predicted terms of the differenced data. The prediction
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interval is increasing indefinitely in respect of increasing horizon k.

3.7.5 Forecasting SARIMA (p,d,q)(P,D,Q)°

In order to forecast a SARIMA model is necessary for the trend and the seasonal
component to be removed. The trend and the seasonal components can be forecasted
with the methods described above, based on the last observations. The remainder of
the time series can be fitted with an ARMA model, and the forecast is implemented,
as mentioned above. In forecasts must be added the predictors of the trend, and the

seasonal component.
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Chapter 4

Data Analysis

4.1 Study Area

The study area is the country of Netherlands, which is located in Northwestern
Europe. The country comprises 12 provinces that border with Germany to the
east, to Belgium to the south and the North Sea to the northwest, with maritime
borders in the North Sea with Belgium, Germany, and the United Kingdom. The
three islands of Caribbean Sea (Saint Eustatius, Saba, and Bonaire), along with
Netherlands, consists a constituent country of the Kingdom of the Netherlands. The
Caribbean islands are not considered in this study. The largest cities are Amsterdam

(the capital city), Rotterdam, The Hague, Utrecht, and Eindhoven.

Netherlands is also known as one of the “Low Countries”, because of the low elevation
and flat topography. Only 50% of its land is higher than 1 meter above the sea level
while 17% is below the sea level. The country extends over a surface area of 41543
km?, with a population 17.30 million people as of November 2019. Netherlands
is one of the most densely populated countries in the world, ranked as the 30th
most densely populated country and the one of the largest exporters of food and
agricultural products, due to fertile soil, mild climate, and intensive agriculture [48].
The land covers 33893 km?, of the total area of the country while the rest (i.e. 7650
km?) is covered by water. The lowest point of the Netherlands is Zuidplaspolder (at
—7 m below sea level), and the highest point on European mainland is Vaalserberg
(322.7 m above the sea level); including the Caribbean sea colonies, the highest point

is the Mount Scenery on Saba (887 m above the sea level).



Study Area

The data set implied measurements of potential wind generating capacity from 46
locations around the Netherlands. That is how a 1IKW wind turbine woul produce
over an hourly time interval. Raw data were wind speeds at 80-m elevation equal
to the height of the GE wind turbine model. From wind speeds, the equivalent
hourly wind power generation assuming a sigmoid power curve is estimated [61].
The geographical distribution of the stations is shown in Figure 4.1. Some of the
stations are located offshore. The available data span the six-year period 2001-
2006, ignoring the leap days. There are no gaps (missing points) in the dataset [61].
This study focuses on the analysis of the spatial and temporal features the average

monthly wind power based on the installed power data.

For the temporal analysis, the monthly average power production in each location
is calculated. Thus, a coarse-grained time series with 72 time instants (6 years
x 12 months) is generated. In this study two locations for study are presented,
specifically: the onshore station 1 , and offshore station 31. For the spatial analysis,

the mean annual power production in each station is calculated.
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Figure 4.1: Map of the Netherlands showing the locations of the 46 wind power
stations both onshore and offshore (black circles).
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4. Data Analysis

4.2 Temporal Analysis of Wind Power at Onshore

Station

The time series of onshore station is shown in Figure 4.2, and its moments in Ta-
ble 4.1. In Figure 4.2 it can be seen that the highest installed power production is
observed in the latter months of the year. Hence the time series present an annual

seasonality, which is described below.
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Figure 4.2: Time series of average monthly power production. The horizontal axis
represents time (years: 2001-2006) and the vertical axis shows the installed power
in MW.

Table 4.1: Summary statistics for wind power production at Onshore Station. “St.
dev.” stands for “standard deviation.” All statistics are measured in MW except
for “skewness” which is dimensionless.

Onshore Station Mean Min Max Median St.dev. Skeweness
Power produced 0.51 0.16 1.22 0.50 0.19 0.74

In order to determine the best probability distribution function to model the time
series, the Weibull, lognormal, and normal models are tested. The best model is

chosen using the maximum likelihood, which consists of finding the parameters that
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maximize the log-likelihood, Akaike’s information criterion (AIC), and Bayesian

information criterion (BIC). The results for onshore station are shown in Table 4.2.

The Weibull distribution fits well the time series of 31 stations. The lognormal
distribution provides a better fit for 11 stations, while the normal distribution is
the best fit for 4 stations. The time series which are fitted with the lognormal
distribution are transformed by calculating the logarithm of the values. For the
time series that follow the Weibull distribution, we decided to not transform the

data because the empirical distribution was already close to the normal distribution.

Table 4.2: Values of different information criteria for three probability distribution
models: Weibull, lognormal and normal. AIC: Akaike’s Information Criterion; LL:
logarithm of the likelihood; BIC: Bayesian Information Criterion. The optimal model
(Weibull) has the lowest values of AIC and BIC and the highest value of LL.

Distribution AIC LL BIC

Weibull —34.29 19.14 —-29.73
lognormal —-33.51 18.75  —28.96
Normal —-33.01 18.51 —28.46

Figure 4.3 displays the probability density histogram with the theoretical Weibull
pdf (top left), the Q-Q plot between the empirical data and the model (top right),
the theoretical and empirical cumulative distribution functions (bottom left), and
the respective probability (P-P) plot (bottom right). As is evidenced in the plots,
the density plot of Weibull is close to the Normal distribution. Hence, we decided
to not implement a transformation of the wind power data. The same approach is
applied to the other stations of our study as well. The parameters of the Weibull
distribution are presented in the Table 4.3.
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Figure 4.3: Top left: empirical probability density histogram fitted to the theoretical
Weibull distribution. Top right: Q-Q plot of the the theoretical versus the empiri-
cal values. Lower left: empirical and theoretical cumulative distribution functions.
Lower right: Probability (P-P) plot.

Table 4.3: Weibull distribution parameters (shape and scale) and their error esti-
mates at onshore station based on maximum likelihood estimates.

Shape Scale
Omnshore Station 2.86+0.26 0.57 £0.02

The wind power time series at Onshore Station seems to be stationary, because
the mean value does not vary in the entire time period. This was tested with the
Augmented Dickey-Fuller test (see Section 3.3). The ADF test for the data admits
the alternative hypothesis, i.e., that the time series is stationary. In Figure 4.4, it is
shown that the wind power generation is autoregressive, due to the spike at order 1

and a cycling evolution of autocorrelations.
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Figure 4.4: The autocorrelation function (ACF) for the average monthly wind power
production at Onshore Station. The horizontal axis represents the time lag, while
the vertical axis measures the autocorrelations.

4.2.1 Seasonal Decomposition

In order to find if the time series contains a seasonality component, the periodogram
is calculated. Each step of the time series represents a month, so an annual period-
icity corresponds to a period of 12 in the current data set. The frequency and the
time period are reciprocals of each other, so a period of 12 months corresponds a
frequency of 1/12 (or 0.083). As evidenced in the periodogram plot in Figure 4.5,

the data exhibit annual seasonality.
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Figure 4.5: Periodogram of monthly average wind power at Onshore Station. The
horizontal axis represents the frequency and the vertical axis the value of the peri-
odogram.

The volatility of the data for seasonal variation is defined by estimating the box-plot
of the squared instant wind power production in Onshore production. In Figure 4.6
each box represents the squared wind power for each month for the six years. As it
is shown in Figure 4.6, some outliers are existed, especially in the winter months.
Hence, we can conclude that some volatility is indeed present. The same pattern is

observed in the other stations.
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Figure 4.6: Box-plot of the squared instant wind power production. The horizontal
axis represents the time in months. The vertical axis represents the squared instant
wind power production.

For the prediction of average monthly power production in subsequent times it is
necessary to model the seasonality inherent in the data. It is important to make a
distinction between two conceptually- different types of seasonality, i.e deterministic
and stochastic. In this study two approaches are used for this purpose. In the first
approach, a SARIMA model is fitted to the original data (or to their logarithms
for the lognormally distributed data) and is used to implement the prediction. In
the second approach, a seasonal harmonic model [see Equation (4.1)] is estimated
and extracted from the data, in order to remove the deterministc seasonality and
then the residuals are fitted to a SARIMA model, for the sthochastic seasonality.
This approach is implemented because SARIMA models cannot explicitly identify
the deterministic process of seasonality. The second approach is used for onshore

station.

27t 27t
s¢ = p+ Asin (%) + B cos (%) : (4.1)

where p, A, B are constants, T' is the period (one year), and ¢ is the time. The
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estimates for the seasonal model parameters of the average monthly power of on-
shore station are presented in Table 4.4. Based on these results, the cosine term is

statistically significant at the 5% level while the sine term is not.

Table 4.4: Seasonal model parameters of average monthly wind power at Onshore
Station. The Standard Error (SE) for a given variable is given by the Residual
Standard Error divided by the square root of the sum of squares for the particular
variable. The p-value is used to test the null hypothesis that the respective coefficient
is zero.

coefficient estimate p-value SE

[ 0.51 2 x10716 (.02
A 0.04 0.09 0.03
B 014 281 x1077 0.03

4.2.2 Estimation of SARIMA Model

In order to predict the average monthly wind power in the 12 months (Jan-2007 to
Dec-2007) following the study period, a SARIMA model (p,d,q)(P,D,Q)(S) and the
harmonic model determined by Equation (4.1) are used. Several SARIMA models
were tested, including models with d=1, or D=1, but it is observed that there were
remaining autocorrelations, and in some cases the Normal distribution didn’t fit the
residuals. Also the best model was chosen based on AIC. SARIMA models with
d=1 or D=1 had higher AIC than the chosen models. As such, our model selection
is confined within the SARMA family.

First, the harmonic model is subtracted from the data. Then, several SARIMA
models are tested on the residuals. The best SARIMA model was chosen based
on the Akaike information criterion (AIC) and the Bayesian information criterion
(BIC). The values of the information criteria for models of different orders are shown
in Table 4.5. The optimal model is a SARIMA (0,0,0)(0,0,1)(12). The combination
of the SARIMA model for the residuals and the harmonic model for the periodicity

will be used for forecasting.

As shown in Figure 4.7a, there is no remaining correlation in the residuals, after
the harmonic and the SARIMA model are fitted. In Figure 4.7b the values of
autocorrelations are within the boundaries (blue lines), i.e., in the region where the
autocorrelation is considered negligible (statisticallly insignificant). The absence of

autocorrelation in the residuals is also shown in Figure 4.7d with p-values in Ljung-
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Table 4.5: Results of information criteria for several SARIMA models
(p,d,q)(P,D,Q)(S), where p is the AR order, d is the difference order, q is the MA
order, P is the Seasonal AR order, D is the seasonal difference, and Q) is the Sea-
sonal MA order. AIC is the Akaike information criterion, AICc is the AIC with a
correction for finite sample sizes, BIC is the Bayesian information criterion and the
value. The best model is the one with the lowest values for the information criteria.

model AIC AICc BIC
(0,0,0) (0,0,1) (12) —0.87 —-0.87 —-0.74
(0,0,1)(1,0,2) (12) —-0.82 —-0.81 —-0.63
(1,0,1)(1,0,2)(12) —-0.80 —-0.79 —0.58
(1,0,2)(2,0,2)(12) —-0.75  —=0.75 —0.50

Box, in which they are above the critical threshold of 0.05. Also the residuals are
close to the Gaussian distribution, according to the normal distribution plot. The

estimated parameters for the SARIMA model are presented in Table 4.6.
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Figure 4.7: SARIMA fitted model for installed power production. In Figure 4.7a
is the time series of residuals of installed power production, in Figure 4.7b is the
autocorreltation function, in Figure 4.7c is the normal distribution plot, and in
Figure 4.7d are the p-values for the Ljung-Box statistic for the autocorrelation test.

Table 4.6: SARIMA model parameters for the residuals of installed power production
of Onshore Station. The SE is the standard error of the estimates and the p-value is
used in the context of null hypothesis testing of zero correlation in order to quantify
the idea of statistical significance of evidence.

model Estimated coefficient SE p-value
SMA(1) —0.25 0.13  0.05

4.2.3 Power Production Forecasting

Using the fitted SARIMA model, the monthly average wind power production for
the year (2007) following the study’s period is predicted. The harmonic model,
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which is removed from the initial time series, is added to the SARIMA predictions.
In Figure 4.8 the original data (blue line) and the predictions (red line) are shown.
Generally, in SARIMA models, the confidence intervals are estimated based on the
normal distribution. In this thesis, although most of the stations are fitted to the
Weibull distribution, the distributions are close to the normal. So for this thesis,
the confidence intervals are calculated from the data’s distribution. Thus, in Figure
4.8 the green lines represent the interval of two standard deviations around the
prediction (95.45% confidence interval), while the black lines represent the 68.27%
confidence interval (based on one standard deviation and the normal probability

assumption).
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Figure 4.8: Predictions of monthly average wind power production for 2007 based
on the data for the period 2001-2006. The blue line represents the original data,
and the red line represents the SARIMA predictions. The green lines represent
the interval of two standard deviations around the prediction (95.45% confidence
interval), while the black lines represent the 68.27% confidence interval (based on
one standard deviation and the normal probability assumption).

In Figure 4.8 is observed that after the three first predictions, the rest of the predic-
tions tend to the harmonic model of the installed power production. This behavior
is expected, due to the fitted model being a seasonal moving average model. The
first prediction (January 2007) is much lower than the last data value (December
2006). Such behavior is observed for the entire time period (2001-2006), i.e for each
year, the monthly power production increases during the later months of the year
and sharply decreases in the first months of the year. In the last few months of the
predictions this change is not captured sufficiently because the model trends to the

mear.
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4.2.4 Assessment of Model Performance

The method of cross-validation is used for the assessment of the temporal model’s
performance. One-step ahead forecast is used to validate the model’s performance.
Specifically, the first half of the time series (36 values) is chosen for the initial training
set and then one-step ahead forecasting is used to predict the power production
in the following month. This prediction uses the seasonal harmonic model and
the SARIMA model chosen before. The coefficients of the SARIMA model are
estimated from the training set. The prediction error is estimated as the deviation
of the original series and the predictions from the cross-validation. The validation

measures are presented in Table 4.7.

Table 4.7: Cross validation performance measures calculated through leave-one-
out cross validation for the monthly average wind power of Onshore Station. ME:
mean error; MAE: mean absolute error; RMSE: root mean squared error; ErrMin:
minimum error; ErrMax: maximum error.

ME (MW) MAE (MW) RMSE (MW) ErrMin(MW) ErrMax(MW)
—0.006 0.12 0.14 —0.24 0.34

The low value of the mean error indicates the absence of bias. The root mean square

error is 27% of the average monthly wind power in Onshore Station.

The prediction error for the 36 values (January 2004-December 2006) was calcu-
lated and the histogram is shown in Figure 4.9. In this station the errors follows the
bimodal distribution, because there are two peaks in the histogram. This indicates
that there are two groups of errors, which could mean that some predictions are over-
estimated or underestimated. As it shown in Figure 4.9 errors in the range between
—0.2 MW and —0.1 MW have the highest frequency, thus we have underestimation.
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Figure 4.9: Histogram of the prediction error based on one-step ahead forecast cross-
validation for Onshore Station.

4.3 Temporal Analysis of Wind Power at Offshore

Station

The time series of station 31 (offshore station) is shown in Figure 4.10, and its
moments in Table 4.8. In Figure 4.10 it can be seen that the highest installed power
production is observed in the latter months of the year. Hence the time series present

an annual seasonality, which is described below.
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Figure 4.10: Time series of average monthly power production. The horizontal axis
represents time (years: 2001-2006), and the vertical axis shows the installed power
in MW.

Table 4.8: Summary statistics for the installed power production of Offshore Station.
“St. dev.” stands for “standard deviation.” All the statistics are measured in MW
except for skewness which is dimensionless.

Offshore Station Mean Min Max Median St.dev. Skewness

Installed Power

. 0.68 0.25 1.32 0.68 0.22 0.27
Production

In order to determine the best probability distribution function to model the the
time series, the same processes as in Onshore Station is implemented. The Weibull
distribution fits well the time series of Offshore Station. The results of of information

criteria for distribution fitting for Offshore Station are presented in Table 4.9.

Figure 4.11 displays the probability density histogram with the theoretical Weibull
pdf (top left), the Q-Q plot between the empirical data and the model (top right),
the theoretical and empirical cumulative distribution functions (bottom left), and
the respective probability (P-P) plot (bottom right). As is evidenced in the plots,
the density plot of Weibull is close to the normal distribution. Hence we decide

to not implement a transformation of the wind power data. The same routine is
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Table 4.9: Values of different information criteria for the three probability distribu-
tion models: Weibull, lognormal, and normal. AIC is Akaike’s Information Criterion.
LL is the logarithm of the likelihood. BIC is the Bayesian Information Criterion.
The optimal model (Weibull) has the lowest values of AIC and BIC and the highest
value of LL.

Distribution AIC LL BIC

Weibull —-10.21 7.10 —-5.66
LL —6.21 510 —-1.65
Normal —9.45 6.72 —4.9

applied to the other years as well. The parameters for the Weibull distribution are
presented in Table 4.10.

Empirical and theoretical dens. -0 plot
o | =)
o |
=
o / ‘i m O
— 82
3‘ -E
.-EHD / Som_|
iy =2
o 2
g
w - wa
==
= _|
]
az a4 0.8 0.8 1.0 1.2
Theoretical guantiles
o) P-P plot
o]
@ o
=z
£
E=]
=
w 2
o =
:E g_
E of
Mooy |
]
=]
=0 T T T T T
a2 04 08 08 1.0 1.2 1.4 a.0 a.z 0.4 08 0.8 1.0
Dats Theoretical probabilities

Figure 4.11: Top left: empirical probability density histogram fitted to the the-
oretical Weibull distribution. Top right: Q-Q plot of the the theoretical versus
the empirical values. Lower left: empirical and theoretical cumulative distribution
functions. Lower right: Probability (P-P) plot.

The wind power time series at Offshore Station seems to be stationary, because the

mean value does not vary in the entire time period. This was tested with the ADF
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Table 4.10: Weibull distribution parameters (shape and scale) and their error esti-
mates at Offshore Station based on maximum likelihood estimates.

Shape Scale
Offshore Station 3.34+0.3 0.76 +=0.03

test (see section 3.3). The ADF test for the data admits the alternative hypothesis,
i.e., that the time series is stationary. despite to the autocorrelation figure, which it

seems that the autocorrelation is dependent from the lag, as it shown in Figure 4.12
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Figure 4.12: The autocorrelation function for the average monthly wind power pro-
duction of Offshore Station. The horizontal axis represents the time lag, while the
vertical axis measures the autocorrelations.

4.3.1 Seasonal Decomposition

In order to find if the time series contains a seasonality component, the periodogram
is calculated. Each step of the time series represents a month, so an annual peri-
odicity corresponds to a period of 12 in the current data set. The frequency and
the time period are reciprocals of each other, so a period of 12 months correspond a
frequency of 1/12 (or 0.083). As evidenced in the periodogram plot in Figure 4.13,

the data exhibit annual seasonality.
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Figure 4.13: Periodogram of monthly average wind power at Offshore Station. The
horizontal axis represents the frequency and the vertical axis the value of the peri-
odogram.

The volatility of the data for seasonal variation is defined by estimating the box-plot
of the squared instant wind power production in Offshore production. In Figure 4.14
each box represents the squared wind power for each month for the six years. As it
is shown in Figure 4.14, some outliers are existed, especially in the winter months.
Hence, we can conclude that some volatility is indeed present. The same pattern is

observed in the other stations.
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Figure 4.14: Box-plot of the squared instant wind power production. The horizontal
axis represents the time in months. The vertical axis represents the squared instant
wind power production.

In order to model the seasonality inhernt in the data at Offshore Station, the first
decomposition method is applied as described in Section 4.2.1. As such, the time

series is decomposed simply by fitting a SARIMA model.

4.3.2 Estimation of SARIMA Model

In order to predict the average monthly power in the 12 months (Jan 2007 to Dec
2007), following the study period, a SARIMA model (p,d,q)(P,D,Q)(S) is fitted to
the original data. Several SARIMA models are tested, and the best was chosen
based on the Akaike information criterion, and the Bayesian information criterion.
The values of the information citeria for the models of different orders are shown
in Table 4.11. The optimal model is a SARIMA (0,0,1)(1,0,1)(12). The plot of the

model is shown in Figure 4.15.

As it shown in Figure 4.15a there is no remaining correlation in residuals, after the
SARIMA model is fitted. In Figure 4.15b the values of autocorrelations are within

the boundaries (blue lines), i.e in the region where the autocorrelation is considered
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Table 4.11:  Results of information criteria for several SARIMA model
(p,d,q)(P,D,Q)(S), where p is the AR order, d is the difference, q is the MA or-
der, P is the Seasoanl AR order, D is the seasonal difference, and Q is the Seasonal
MA order. The AIC is the Akaike information criterion, the AICc is the AIC with
a correction for finite sample sizes, and BIC is the Bayesian information criterion.
The best model is the one with the lowest values.

Model AIC AICc BIC
(1,0,0) (1,0,1) (12) —0.37 —0.37 —0.25
(0,0,1)(1,0,1) (12) —0.47 —0.46 —0.31
(1,0,0)(2,0,0)(12)  —0.46 —0.46 —0.31
(1,0,2)(2,0,2)(12)  —041 —0.38 —0.18

negligible. The absence of autocorrelations in residuals is also shown in Figure 4.15d
with p-values in Ljung-Box, in which they are above the critical threshold of 0.05.
Also the residuals are close to the normal distribution, according to the normal
distribution plot. Hence is thought that the chosen SARIMA model is appropriate
for forecasting. The estimated parameters for the SARIMA model are presented in
Table 4.12.
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Figure 4.15: SARIMA fitted model for average monthly wind power. In Figure 4.15a
is the time series of residuals of installed power production, in Figure 4.15b is the
autocorreltation function, in Figure 4.15¢ is the normal distribution plot, and in
Figure 4.15d are the p-values for the Ljung-Box statistic for the autocorrelation
test.

Table 4.12: SARIMA model parameters for the residuals of installed power produc-
tion of Offshore Station. The SE is the standard error of the estimates and the
p-value is used in the context of null hypothesis testing of zero correlation in order
to quantify the idea of statistical significance of evidence.

Model Estimated coefficient SE p-value

MA (1) 0.28 0.13  0.03
SAR(1) 0.94 0.13  0.00
SMA (1) ~0.73 030  0.02
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4.3.3 Power Production Forecasting

Using the fitted SARIMA model, the monthly average wind power production for
the year (2007) following the study’s period is predicted. In Figure 4.16 the original
data (blue line) and the predictions (red line) are shown. The green and black
lines in the graph represents the confidence intervals which correspond to a range of
one and two standard deviations respectively. Generally, in SARIMA models, the
confidence intervals are estimated based on the normal distribution. In this thesis,
although most of the stations are fitted to the Weibull distribution, the distributions

are close to the normal. So, the confidence intervals are calculated from the data’s

distribution.
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Figure 4.16: Predictions of monthly average wind power production for 2007 based
on the data for the period 2001-2006. The blue line represents the original data,
and the red line represents the SARIMA predictions. The green lines represent
the interval of two standard deviations around the prediction (95.45% confidence
interval), while the black lines represent the 68.27% confidence interval (based on
one standard deviation and the normal probability assumption).

In Figure 4.16, it can be observed that the periodicity of the original data, also
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Temporal Analysis of Wind Power at Offshore Station

exists in the predictions. Same as in the data (2001-2006), in the middle of the
year (2007) the predictions are lower than in early and later months. The estimated
confidence intervals have a high range, so is assumed that some of the prediction

could be underestimating or overestimating the production. This pattern could be
due to the low order of the SARIMA model.

4.3.4 Assessment of Model Performance

The method of cross-validation is used for the assessment of the temporal model’s
performance. One-step ahead forecast is used to validate the model’s performance.
As in Onshore Station the first half of the time series (36 values) is chosen for
the initial training set and then one-step ahead forecasting is used to predict the
power production in the following month (January 2007). This prediction uses
the SARIMA model chosen before. The coefficients of the SARIMA model are
estimated from the training set. The prediction error is estimated as the deviation
of the original series and the predictions from the cross-validation. The validation

measures are presented in Table 4.13.

Table 4.13: Cross validation performance measures calculated through the leave-
one-out cross validation for the monthly average installed power production of the
Offshore Station. ME: mean error; MAE: mean absolute error; RMSE: root mean
squared error; ErrMin: minimum error; ErrMax: maximum error.

ME (MW) MAE (MW) RMSE (MW) ErrMin(MW) ErrMax(MW)

0.014 0.15 0.17 - 0.29 0.40

The low value of mean error ensures the absence of bias. The root mean square is
26% of the average monthly wind power in Offshore Station. The accuracy of the
model is comparable to similar work for short-term predictions using either wind
speed forecasts and the power curve, or wind power forecasts directly. In Figure 4.17
the histogram of the prediction errors of the mean monthly power production for
Offshore Station is presented. FErrors in the range between 0.1 MW and 0.2 MW
have the highest frequency, while the highest error values (in the range 0.3-0.4 MW)

are the least frequent.
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Figure 4.17: Histogram of the prediction errors based on one-step-ahead forecast
cross-validation for Offshore Station.

4.4 Comparison of the two Stations

Studying the two stations (Onshore Station , Offshore station ) some differences
are readily apparent. In Omnshore station it is necessary to remove a harmonic
model first and then fit the SARIMA model, in order to extract the seasonality. In
contrast, in Offshore Station the SARIMA model is fitted directly to the data which
proves to be enough to remove the seasonality. Furthermore, the SARIMA model
of Offshore Station returns better p-values than Onshore Station. The validation
measures inOnshore Station are better than those of Offshore Station, except the
RMSE. In Onshore Station the RMSE is 0.14 MW or 27% of the mean value and
in Offshore Station is 0.17 MW or 25% of the mean value. Also the prediction in
Onshore Station tends to mean value very fast, due to the simple seasonal moving
average model. Offshore Station is less smooth because the SARIMA model involves
a seasonal autoregresssion. In conclusion the differences may be due to the offshore
station being unaffected by the terrain or the topography of the area. Also, the
implementation of the method (removing a harmonic model before SARIMA for the
onshore station) may also affect the results. The accuracy of the model is comparable
to similar work for short-term predictions using either wind speed forecasts and

the power curve or wind power forecasts directly. Jing Shi et.al. use data from
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the supervisory control and data acquisition (SCADA) system of an offshore wind
turibine, rated at 2 MW. The data are collected during the period of December
2009-February 2010, with time lag of 10 min. Their estimated RMSE is equal
to 0.22 MW [36]. David Barbosa de Alencear, et.al use historical series of the
meteorological variables from national organization system of environmental data
(SONDA) of the National Institute of Space Research (INPE). The measured data
began from 1 January 2004 and ends to 31 May 2017, with time lag 1 minute. They

calculate the wind power from the power curve, in different time scales [4].
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4. Data Analysis

4.5 Spatial Analysis

In this section, spatial analysis is used for the 46 stations. The data used for this
analysis and subsequent interpolation are the annual mean installed power produc-
tion. Only the first year (2001) is presented in this section and the rest are in
the Appendix. Summary statistics of the annual installed power for year 2001 are
presented in Table 4.14.

Table 4.14: Summary statistics for annual mean of the installed power production
for the year 2001.

2001 Mean Min Max Median St.dev. Skewness
Installed Power
Production (MW)

0.50 0.16 0.93 0.47 0.19 0.35

Although data fits well the normal distribution, the best fit is the Weibull distri-
bution. To choose the best model of the distribution, three models were tested:
normal, lognormal, and Weibull. The best fit was chosen using the maximum like-
lihood, which consists of finding the parameters that maximize the log-likelihood
(LL). So, according to the AIC, log maximum likelihood and BIC the best model is

chosen, and the results for each fit are shown in Table 4.15.

Table 4.15: Values of information criteria for the three distributions (Weibull, log-
normal, and normal). The AIC is the Akaike’s Information Criterion, the LL is the
logarithm of the likelihood, and the BIC is the Bayesian Information Criterion. The
optimal model is the one that has the lowest value of AIC or BIC. Low AIC and
BIC values correspond to LL values.

Distribution AIC LL BIC

Weibull —-19.84 11.92 -16.19
lognormal —18.70 11.34 —15.04
Normal —-17.79 1090 —14.13

In Figure 4.18 the pdf is shown for the empirical values and theoretical Weibull
distribution, the Q-Q plot with the theoretical and empirical values, the theoretical
and empirical values of the cumulative density function, and the probability plot.
As can be seen from the figures, the density plot of Weibull is close to the Normal
distribution, so it is not necessary to implement a transformation to the data. The
same routine is applied to the other years as well. In Table 4.16 the parameters of

the Weibull distribution are presented for each year.
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Figure 4.18: Top left: Histogram of empirical values and the theoretical Weibull
probability density function are shown. Top right: Q-Q plot of the theoretical and
the empirical values. Bottom left: empirical cumulative distribution function (cdf)
and the theoretical Weibull cdf. Lower right: Weibull probability plot.

Table 4.16: Parameters (shape and scale) of the Weibull distribution, and their stan-
dard error for the time period 2001-2006. The estimation method is the maximum

likelihood.

Year

Shape Stand. Error

Scale Stand.Error

2001
2002
2003
2004
2005
2006

2.87
3.38
2.78
3.15
2.66
3.02

0.33
0.39
0.32
0.36
0.31
0.35

0.57
0.58
0.48
0.56
0.52
0.57

0.03
0.03
0.03
0.02
0.03
0.03
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4. Data Analysis

4.5.1 Variogram Analysis

In order to construct a spatial model of the installed power production, it is necessary
to model a suitable variogram model to the data. First, the experimental variogram
is estimated, using the Equation (2.15). Afterwards, a suitable theoretical variogram
is fitted to the experimental. Three models were tested: the spherical, exponential
and gaussian models (see section 2.6.3). In order to define the best fit the minimum
sum of weighted squared error was used (Equation (4.2)). As shown in Table 4.17,
the best fit is the spherical model. The spherical model is often preferred in most
studies, in order to implement Ordinary Kriging. The spherical variogram model is
compact (y(r > h) = 0?), so it is less computationally intensive. Also the spherical
variogram model is used for wind data across a surface, because it accounts for a

progressive decrease in spatial autocorrelation, as characteristic in wind storms [20].

L

€= Z {7(rs) = 3(r:)}* wi, (4.2a)
(4.2b)

In Equation (4.2) L is the number of the lags of the experimental variogram, w; is
the weight for the lag i = 4,..., L, r; is the lag vector, r; =| r; | is the Euclidean

distance, and N; is the number of the point pairs.

Table 4.17: Sum of squared errors between the empirical and the theoretical vari-
ogram models. The total error for each model is equal to the sum of the squared
differences between the values of empirical and the respective theoretical variogram
model. The best fit is the one with the lowest error.

Model Squared Error

Exponential 0.007
Spherical 0.0002
Gaussian 0.03

In Figure 4.19 the experimental variogram with the theoretical spherical model
are presented. The model parameters estimated by minimizing the error in Equa-
tion (4.2) are presented in Table 4.18. As shown in Figure 4.19 the model has good
agreement with the experimental variogram in distances less than 100km. Since the

average minimum distance between stations is 34.5 km, the fit is adequate.
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Spatial Analysis

Table 4.18: Parameters of the optimal spherical variogram model for the installed
power production. ¢? is th variance, £ is the correlation length, and ¢, is the nugget
effect. The parameters are estimated by minimizing the error function given by the
Equation 4.2.

o2(MW?) ¢(km) co(MW?)
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Figure 4.19: Experimental variogram (dashed line), and theoretical Spherical model
(continuous line), using the Equation (2.20). The horizontal axis is the lag distance
r in km, and the vertical distance represents the variogram values for installed power
production, for n each lag. The estimated parameters are nugget cq = 0.004 MW?2,
variance o2 = 0.046 MW?, and correlation length £€=216.02 km. The extent of the
distance shown in this figure is equal to the correlation length.
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4. Data Analysis

4.5.2 Ordinary Kriging

For the visualization of the distribution of the annual mean installed power produc-
tion, ordinary kriging (OK) is used. As shown above, the data are following the
Weibull distribution which is close to the Gaussian distribution in this case. The
interpolation is performed on a grid of 300 x 300 cells. The dimensions of each cell
are 1.0 km x1.1 km. Afterwards, a mask with the boundaries of Netherlands is
applied on the grid for both the kriging predictions map and the kriging variance
maps. The final kriging prediction map is presented in Figure 4.20. For four of the
offshore stations (stations 10, 27, 31, 32), a box of 7 x 7 is used so that the prediction

around the stations is more easy to discern visually.

As shown in the map, the highest values are observed in the West area of the map,
due to the stations that are near to the sea. In those areas the wind is stronger than
in the Eastern area as such wind power generation is higher. Finally, the mean value
of the predicted installed power production does not differ significantly through the
years, i.e the range varies from 0.43 MW to 0.53 MW. So it is assumed that the
wind’s annual mean velocity is constant over the years, with the resulting constant

production for each station. This is beneficial for a wind park.

In Figure 4.21, the kriging variance is shown. The square root of the variance for
each cell gives the standard deviation around the prediction value which is a measure
for the prediction’s uncertainty. The nugget effect is 0.004 MW?. The variance near
each station is equal to nugget, and is increasing as the distance increases. Since
the configuration of the stations is more sparse further from the shore, the kriging

variance is higher in the East.
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Figure 4.20: Map of the estimated annual mean installed power production for 2001,
based on the spherical variogram model. The horizontal axis represents the Easting
(km), and the vertical axis represents the Northing (km) coordinates.

In Figure 4.21, the kriging variance is shown. The highest variance is observed in
West area, wherein the installed power production is higher than the East. The
highest variance is observed in the west area of map, due to the stations proximity
to the sea. As such, there is higher estimation of the installed power production

there. In close proximity to the stations, kriging variance is very low.
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Figure 4.21: Map of the estimated variance of the mean installed power produc-
tion for 2001, based on Spherical variogram model. The horizontal axis represents
the Easting measured in kilometers, and the vertical axis represents the Northing
measured in kilometers. The values are in MW?2,

4.5.3 Cross-Validation Analysis

The leave-one-out cross-validation method is used for the assessment of the model’s
performance. The results of the sample and predicted mean power production values
for year 2001 are presented in the bar-plot of Figure 4.22 for each station. From the
bar-plot, there’s evidence that the model slightly underestimates the wind power
production of stations in the North sea, or on the North Sea Coast. This is further
investigated in the in the bar-plot of Figure 4.23 (North Sea stations: 2-4, 6, 9,
10, 17, 22, 25, 27, 29, 31, 32, 35). The mean error between the predictions and the
sample for the north sea stations is —0.055 MW representing a slight underestimation

by the model. This underestimation could be the result of kriging smoothing.
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Figure 4.22: Estimated (yellow) and sample (blue) values for the year 2001, using
leave-one-out cross-validation. The horizontal axis shows the number of station and
the vertical axis represents the power production (MW) for both the original sample
values (blue), and the predicted values (yellow).
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Figure 4.23: Estimated (yellow) and sample (blue) values of coastal stations for

year 2001, using one leave-one-out cross-validation. The horizontal axis shows the

number of station and the vertical axis represents the power production (MW) for

both the original sample values (blue), and the predicted values (yellow).
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The validation measures are presented in Table 4.19. The low value of mean error
indicates the absence of bias. The linear correlation between the predicted values and
the sample values (calculated with Pearson’s p) is high and the RMSE and MAE are
low. As such the model has a good performance despite the slight underestimation
of the North Sea stations. The accuracy of the model is comparable to similar
work using different methods of kriging such as Augmented Kriging (which is based
on Universal Kriging) [31]. In the study of Jin Hur, et.al. the McCamey area
CREZ data set is used. This data consists of wind farm outputs with 1 minute
time resolution during January to September 2009. They predict weekly outputs for
wind power, and the estimated percentage of average MAE is equal to 5%, which is
lower but comparable to ours. Presence of more stations would be beneficial for the
spatial interpolation. As such, it could help the detection and evaluation of suitable

locations for future wind farm sites [61].

Table 4.19: Cross validation performance measures calculated through the leave-
one-out cross validation for the mean installed power production of the year 2001.
ME: mean error. MAE: mean absolute error. RMSE: root mean squared error. p:
Pearson’s correlation coefficient. ErrMin: minimum error between the prediction
and the sample value. ErrMax: maximum error between the prediction and sample
value. The validation measures are in MW.

ME MAE RMSE p ErrMin ErrMax
1.83107*  0.08 0.10 0.8 —0.22 0.22
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Chapter 5
Conclusions

In this study a spatial and a temporal model for installed power production in
Netherlands (2001-2006) is estimated using geostatistical and forecasting methods.
The goal is to investigate the spatial and temporal variability of wind in this country

and time period and validate the forecast.

The data set consists of average daily measurements of installed power production,
for 46 stations distributed within Netherlands. The available period is for 6 years
2001-2006, ignoring the leap days. For both cases (spatial and temporal analysis)
different temporal discretization of the data were tested, i.e daily, weekly, monthly,
and annual average of installed power production. For the spatial analysis the annual
average was chosen and for temporal analysis the monthly average was used. The
Weibull distribution is fit on the data for spatial analysis. For the temporal analysis,
depending on the data-set, normal, log—normal and Weibull distribution were chosen

as the optimal fit.

In spatial analysis the annual average of installed wind power production is used.
Due to Netherlands being a relatively flat country without rough terrain or signif-
icant altitude changes, it is not necessary to remove a topographic trend from the
data. Also, because the Weibull distribution is close to the normal distribution for
this data set, a transformation from Weibull to normal distribution was not imple-
mented in this study. To investigate the spatial variability, the empirical variogram
was calculated. The Spherical variogram model was found to be the best fit on the
empirical variogram from all models tested, based on the sum of weighted squared
errors. Ordinary Kriging was subsequently used to create an interpolation map that

details the spatial estimation of the installed wind power production in each area of



the country.

Studying the maps of predictions for all six years (2002 to 2006 in the appendix), the
highest predictions are located in the West area of the map, specifically in stations
which are in the sea. The lowest estimators are in the south-east area of map. The
highest values of the predicted power production are explained by the strong winds
which come from the North Sea. This pattern is observed every year, i.e the highest
values are predicted in the west area of the map, and the lowest in the east. Also it
is observed that the mean value of the predicted annual installed power production
does not differ significantly between the years, i.e. the range varies from 0.43 to
0.53. Hence it can be assumed that the velocity and the frequency of winds are
constant over the years, so each station has a constant production every year, which

is beneficial for a wind park.

In comparison between the predicted and the original installed power production,
the model slightly underestimates wind power production in the North Sea, or on
the North Sea Coast. The mean error between the predictions and the sample for
the North Sea stations is —0.055 MW, representing a slight underestimation by the
model. This underestimation could be the result of kriging smoothing. The results

are comparable with similar works, which they use different kriging methods [29, 31].

In temporal analysis the monthly average of installed power production for each
station is calculated. As such, the time series pertaining to each station have 72
steps. The Weibull distribution fits well the time series of 31 stations. log—normal
distribution was fit on 11 time series and the normal distribution was fit in the last
4 time series. The time series which are fit with log—normal distribution, are trans-
formed by calculating the logarithm of the values. For the time series more closely
following Weibull distribution there was no need for any transformation because the

distribution was already close to the normal distribution.

To estimate the annual seasonality, SARIMA models were used. For seven time se-
ries, a harmonic model was subtracted from the data first and SARIMA was used on
the residuals instead of the original data. An autoregressive—moving—average model
is fitted to the data (or the residuals) with annual seasonality. The best SARIMA
model was chosen based on AIC, AICc, and BIC. After estimating the parameters of
the model, a prediction for the following year (2007) was implemented. To validate
the accuracy of the model, cross—validation was used and good performance was

observed in all data sets. Further validation was performed by ensuring that there
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5. Conclusions

is no autocorrelation remaining after applying the optimal SARIMA model.

Studying the two stations (Station 1 onshore, station 31 offshore) some differences
are readily apparent. In Onshore Station it is necessary to remove a harmonic model
first and the fit the SARIMA model, in order to extract the seasonality. In contrast,
in Offshore Station the SARIMA model is fitted directly to the data which proves to
be enough to remove the seasonality. Furthermore, in Onshore Station the RMSE
is 27% of the mean value, and in Offshore Station is 25% of the mean value. In
conclusion the differences may be due to the offshore station being unaffected by
the terrain or the topography of the area. The accuracy of the model is comparable
to similar work for short-term predictions using either wind speed forecasts and the

power curve or wind power forecasts directly [4, 36].

In a future study, different time scales could be used to compare the results. In
a similar study, using different time scales to predict the power production, the
RMSE is increasing as the time scale is increasing (time lags are becoming larger)
[18]. Also, it is necessary to compare current results with other methods, such as us-
ing the power curve. Furthermore, the deterministc seasonal effects(i.e. predictable
periodic changes in the levels of the time series) could be incorporated by augment-
ing the ARIMA model with seasonal dummy variables [44]. Finally, an interesting
evolution of the present study is to connect the results with the industrial standards
for prediction and risk assessment, by estimating the percentages P50, and P90.
Indicatively, these percentages were estimated for the two stations. For Onshore
Station and Offshore Station, 1000 simulations are implemented (using the com-
mand arima.sim [52] in R from stats package), and the respective percentiles (P50
and P90) are estimated. For Onshore Station, P50 is equal to 13.5 GWh (Compara-
ble to the actual 13.4 GWh produced), and P90 is equal to 12.5 GWh for the years
2004-2006. For Offshore Station , P50 is equal to 18.0 GWh (equal to the actual
18.0 GWh), and P90 is equal to 16.8 GWh for the years 2004-2006.
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Appendix A

Figures for Spatial Analysis

In Appendix A the figures from 2002 until 2006 for the spatial analysis, i.e the annual

power production are presented. The figures include:

1. Experimental variogram (dashed line), and theoretical Spherical model (con-
tinuous line), using the Equation 2.20. The horizontal axis is the lag distance
r in km, and the vertical distance represents the variogram values for installed
power production, for n each lag. The estimated parameters for the theoretical

model are presented separately on every figure’s caption

2. Kriging-based on leave-one-out cross-validation predictions versus sample val-

ues for power production

3. Map of estimated annual mean installed power production for 2001, based
on Spherical variogram model. The horizontal axis represents the Easting
measured in kilometers, and the vertical axis represents the Northing measured

in kilometers.

4. Map of estimated variance of mean installed power production for 2001, based
on Spherical variogram model. The horizontal axis represents the Easting
measured in kilometers, and the vertical axis represents the Northing measured

in kilometers.
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A. Figures for Spatial Analysis
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Figure A.2: Year 2003 annual power production. The Spherical variogram pa-
rameters are: nugget=0.0028 (MW?), variance ¢ = 0.0369 (MW?), and range
= 229.2011 km.
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Figure A.3: Year 2004 annual power production. The Spherical variogram pa-
rameters are: nugget=0.0025 (MW?), variance ¢ = 0.0391 (MW?), and range
= 210.5247 km.
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Figure A.4: Year 2005 annual power production. The Spherical variogram pa-
rameters are: nugget=0.0040 (MW?), variance o = 0.0493 (MW?), and range
= 247.6334 km.
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Appendix B

Figures for Temporal Analysis

In Appendix B the figures for the temporal analysis for the monthly average installed

power production are presented. The figures include:

1. Time series of average monthly power production. The horizontal axis repre-
sents time (years: 2001-2006) and the vertical axis shows the installed power
in MW.

2. Periodogram of monthly average wind power at Station 1. The horizontal axis

represents the frequency and the vertical axis the value of the periodogram.

3. Time series of residuals of installed power production.The horizontal axis rep-
resents time (years: 2001-2006) and the vertical axis shows the residuals in
MW.

4. The autocorrelation function (ACF) for the residuals . The horizontal axis

represents the time lag, while the vertical axis measures the autocorrelations.
5. The normal distribution plot.

6. The p-values for the Ljung-Box statistic for the autocorrelation test.
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Figure B.1: Station 2: The fitted SARIMA model for installed power production is
a SARIMA (1,0,3)(1,0,1)(12).
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B. Figures for Temporal Analysis
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Figure B.2: Station 3 : The fitted SARIMA model for installed power production is
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Figure B.4: Station 5 : The fitted SARIMA model for installed power production is
a SARIMA (1,0,0)(1,0,1)(12).
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Figure B.5: Station 6 : The fitted SARIMA model for installed power production is
a SARIMA (1,0,1)(1,0,0)(12).
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Figure B.6: Station 7: The fitted SARIMA model for installed power production is

a SARIMA (1,0,2)(1,0,1)(12).
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Figure B.7: Station 8: The fitted SARIMA model for installed power production is
a SARIMA (0,0,1)(1,0,1)(12).
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Figure B.8: Station 9: The fitted SARIMA model for installed power production is

a SARIMA (0,0,1)(1,0,0)(12).
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Figure B.9: Station 10: The fitted SARIMA model for installed power production

is a SARIMA (0,0,1)(1,0,1)(12).
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Figure B.10: Station 11: The fitted SARIMA model for installed power production
is a SARIMA (0,0,1)(1,0,1)(12).
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Figure B.11: Station 12: The fitted SARIMA

is a SARIMA (0,0,1)(1,0,0)(12).
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B. Figures for Temporal Analysis
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Figure B.12: Station 13: The fitted SARIMA

is a SARIMA (0,0,1)(1,0,1)(12).
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Figure B.13: Station 14: The fitted SARIMA model for installed power production

is a SARIMA (1,0,1)(1,0,0)(12).
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Figure B.14: Station 15: The fitted SARIMA model for installed power production
is a SARIMA (0,0,1)(1,0,1)(12).
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Figure B.16: Station 17: The fitted SARIMA model for installed power production
is a SARIMA (1,0,3)(0,0,1)(12).
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Figure B.17: Station 18: The fitted SARIMA model for installed power production
is a SARIMA (1,0,0)(1,0,1)(12).
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Figure B.18: Station 19: The fitted SARIMA model for installed power production
is a SARIMA (1,0,0)(1,0,1)(12).
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Figure B.19: Station 20: The fitted SARIMA model for installed power production
is a SARIMA (0,0,1)(1,0,1)(12).
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Figure B.20: Station 21: The fitted SARIMA model for installed power production

is a SARIMA (1,0,0)(1,0,2)(12).
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is a SARIMA (0,0,1)(1,0,0)(12).
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Figure B.22: Station 23: The fitted SARIMA model for installed power production
is a SARIMA (0,0,1)(1,0,1)(12).
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Figure B.23: Station 24: The fitted SARIMA model for installed power production
is a SARIMA (1,0,0)(1,0,1)(12).
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Figure B.24: Station 25: The fitted SARIMA model for installed power production
is a SARIMA (0,0,0)(1,0,1)(12).
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Figure B.25: Station 26: The fitted SARIMA model for installed power production

is a SARIMA (1,0,0)(1,0,0)(12).
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Figure B.26: Station 27: The fitted SARIMA model for installed power production
is a SARIMA (0,0,1)(1,0,0)(12).
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Figure B.27: Station 28: The fitted SARIMA model for installed power production
is a SARIMA (0,0,1)(1,0,0)(12).
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Figure B.28: Station 29: The fitted SARIMA model for installed power production
is a SARIMA (0,0,1)(1,0,1)(12).
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Figure B.29: Station 30: The fitted SARIMA model for installed power production
is a SARIMA (1,0,0)(1,0,1)(12).
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Figure B.30: Station 32: The fitted SARIMA model for installed power production
is a SARIMA (1,0,0)(1,0,1)(12).
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Figure B.31: Station 33: The fitted SARIMA model for installed power production
is a SARIMA (0,0,1)(1,0,1)(12).
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Figure B.32: Station 34: The fitted SARIMA model for installed power production
is a SARIMA (0,0,1)(1,0,1)(12).
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Figure B.33: Station 35: The fitted SARIMA

is a SARIMA (0,0,1)(1,0,1)(12).
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Figure B.34: Station 36: The fitted SARIMA model for installed power production

is a SARIMA (1,0,0)(1,0,1)(12).
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Figure B.35: Station 37: The fitted SARIMA model for installed power production

is a SARIMA (0,0,1)(1,0,1)(12).
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Figure B.36: Station 38: The fitted SARIMA model for installed power production

is a SARIMA (0,0,1)(2,0,0)(12).
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Figure B.37: Station 39: The fitted SARIMA model for installed power production
is a SARIMA (1,0,0)(1,0,2)(12).
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Figure B.38: Station 40: The fitted SARIMA model for installed power production
is a SARIMA (0,0,1)(0,0,1)(12).
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Figure B.39: Station 41: The fitted SARIMA model for installed power production
is a SARIMA (1,0,0)(1,0,2)(12).
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Figure B.40: Station 42: The fitted SARIMA model for installed power production
is a SARIMA (0,0,0)(1,0,0)(12).
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Figure B.41: Station 43: The fitted SARIMA model for installed power production

is a SARIMA (0,0,1)(1,0,1)(12).
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Figure B.42: Station 44: The fitted SARIMA model for installed power production
is a SARIMA (2,0,1)(0,0,2)(12).
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Figure B.43: Station 45: The fitted SARIMA model for installed power production
is a SARIMA (1,0,0)(1,0,2)(12).
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Figure B.44: Station 46: The fitted SARIMA model for installed power production

is a SARIMA (1,0,0)(1,0,1)(12).
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Appendix C

Figures for Times Series

Forecasting

In Appendix C the predictions of monthly average wind power production for 2007
based on the data for the period 2001-2006. The blue line represents the original
data, and the red line represents the SARIMA predictions. The green lines represent
the interval of two standard deviations around the prediction (95.45% confidence
interval), while the black lines represent the 68.27% confidence interval (based on

one standard deviation and the normal probability assumption).
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Figure C.1: Predictions for Station 2.
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Figure C.5: Predictions for Station 6.
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Figure C.9: Predictions for Station 10.
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Figure C.11: Predictions for Station 12.
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Figure C.12: Predictions for Station 13.
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Figure C.13: Predictions for Station 14.
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Figure C.15: Predictions for Station 16.
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Figure C.16: Predictions for Station 17.
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Figure C.17: Predictions for Station 18.
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Figure C.18: Predictions for Station 19.
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Figure C.19: Predictions for Station 20.
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Figure C.20: Predictions for Station 21.
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Figure C.21: Predictions for Station 22.
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Figure C.22: Predictions for Station 23.
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Figure C.23: Predictions for Station 24.
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Figure C.24: Predictions for Station 25.
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Figure C.25: Predictions for Station 26.
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Figure C.26: Predictions for Station 27.
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Figure C.27: Predictions for Station 28.
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Figure C.28: Predictions for Station 29.
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Figure C.29: Predictions for Station 30.
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Figure C.30: Predictions for Station 32.
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Figure C.31: Predictions for Station 33.
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Figure C.32: Predictions for Station 34.
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Figure C.33: Predictions for Station 35.
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Figure C.34: Predictions for Station 36.
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Figure C.35: Predictions for Station 37.
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Figure C.37: Predictions for Station 39.
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Figure C.40: Predictions for Station 42.
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Figure C.41: Predictions for Station 43.
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Figure C.42: Predictions for Station 44.
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Figure C.43: Predictions for Station 45.
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Figure C.44: Predictions for Station 46.
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Appendix D

Tables with Cross-Validation
Measures and Parameters of
SARIMA models and Distribution
fit

Table D.1: Table for the estimated parameters for Normal Distribution.

Station Mean Standard deviation

2 0.70 0.19
3 0.81 0.20
4 0.62 0.19
6 0.89 0.18
9 0.73 0.18
12 0.62 0.17
17 0.72 0.16
29 0.58 0.19
34 0.49 0.18
35 0.73 0.19

37 0.61 0.18




Table D.2: Table for the estimated parameters for Log-Normal Distribution

Station Log(Mean) Log(Standard deviation)

16 — 1.26 0.52
22 — 0.41 0.28
25 —0.67 0.33
46 —1.67 0.60

Table D.4: SARIMA model parameters for the residuals of installed power produc-
tion. The SE is the standard error of the estimates and the p-value is used in the
context of null hypothesis testing of zero correlation in order to quantify the idea of
statistical significance of evidence.

Station Model Estimate SE  p-values
AR1 0.86 0.09 0.00
MA1 —0.86 0.12 0.00
2 (1,0,3)(1,0,1)(12) MA2 —0.33 0.14 0.0
MA3 0.52 0.12 0.00
SAR1 0.62 0.15 0.00
SMA1 —1.00 0.25 0.00
3: (0,0,1)(1,0,0)(12) MA1 0.42 0.14 0.004
SAR1 0.31 0.12 0.01
MA1 0.41 0.12 0.00
4: (0,0,1)(1,0,1)(12) SARI1 0.98 0.16 0.00
SAR2 —0.91 0.15 0.06
AR1 0.32 0.12 0.001
5: (1,0,0)(1,0,1)(12) SARI 0.10 0.02 0.00
SMA1 —0.96 0.18 0.00
AR1 —0.62 0.14 0.00
6: (1,0,1)(1,0,0)(12) MA1 0.95 0.08 0.00
SAR1 0.32 0.13 0.02
AR1 0.87 0.07 0.00
MA1 —0.61 0.12 0.00
7: (1,0,2)(1,0,1)(12) MA2 —0.39 0.12 0.00
SAR1 $-0.98 0.09 0.00
SMA1 —0.85 0.4 0.04
MA1 0.36 0.12 0.004

8 : (0,0,1)(1,0,1)(12)

170



D. Tables with Cross-Validation Measures and Parameters of SARIMA models
and Distribution fit

Station Model Estimate SE  p-values
SAR1 1.00 0.02 0.00

SMA1 —0.96 0.2 0.00

MA1 0.54 0.11 0.00

9: (0.0HL00A2) g\ pi 02r 012 003
MA1 0.32 0.14 0.02

10: (0,0,1)(1,0,1)(12) SARI1 1.00 0.01 0.00
SMA1 —0.78 0.35 0.03

AR1 0.40 0.099 210°*

11: (0,0,1)(1,0,1)(12) SAR1 1.00 0.002 0.00
SMA1 —0.96 0.21 0.00

MA1 0.34 0.12 0.007

122 00.D)@000(12) in g0 013 05
MA1 0.40 011 81074

13:(0,0,1)(1,0,1)(12)  SARI 1.00 0.01 0.00
SMA1 —0.97 0.14 0.00

AR1 0.93 0.06 0.00

14:(1,0,1)(1,0,0,)(12)  MA1 ~1.00 0.04 0.00
SAR1 —0.32 0.12 0.009

MA1 0.37 0.11 0.02

15: (0,0,1)(1,0,1)(12) SARI1 1.00 0.01 0.00
SMA1 —0.97 0.15 0.00

MA1 0.50 0.12  0.0001

16: (0,0,1)(1,0,1)(12) SARI1 0.98 0.09 0.00
SMA1 —0.87 0.4 0.04

AR1 0.78 0.10 0.00

MA1 —1.08  0.12 0.00

17: (1,0,3)(0,0,1)(12) MA2 —0.23 0.15 0.10
MA3 0.69 0.11 0.00

SAR1 —0.59 0.19 0.003

AR1 0.37 0.12 0.03

18:(1,0,0)(1,0,1)(12)  SARI 0.99 0.03 0.00
SMA1 —0.96 0.21 0.00

AR1 0.12 0.34 0.01

19: (1,0,0)(1,0,1)(12) SARI 0.01 0.99 0.00
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Station Model Estimate SE  p-values
SMA1 0.17 —0.96 0.00
MA1 0.47 0.11 1074
20: (0,0,1)(10,1)(12) SAR1 0.1 0.02 0.00
SMA1 —0.96 0.19 0.00
21: (1,0,0)(1,0,2)(12) ARI1 0.33 0.13 0.01
SAR1 —0.74 0.23 0.002
SMA1 —0.73 0.29 0.01
SMA2 0.44 0.22 0.05
22: (0,0,1)(1,0,0)(12) MA1 0.57 0.11 0.00
SAR1 0.23 0.12 0.06
MA1 0.50 0.11 0.0001
23: (0,0,1)(1,0,1)(12) SAR1 0.99 0.05 0.00
SAR2 —0.93 0.04 0.01
AR1 0.39 0.12 0.002
24: (1,0,0)(1,0,1)(12) SARI1 0.99 0.08  0.000
SMA1 —0.94 0.3 0.003
SAR1 1.00 0.05 0.00
25: (0,0,0)(1,0,1)(12)
SMA1 —0.95 0.03 0.03
AR1 0.45 0.11 0.0001
26: (1,0,0)(1,0,0)(12)
SAR1 0.17 0.12 0.1
AR1 0.27 0.12 0.02
27: 0OHL00AY)  ¢ipi 030 012 ool
MA1 0.35 0.11 0.002
28: (0,0,1)(1,0,0)(12) SAR1 0.20 0.13 0.1
MA1 0.36 0.12 0.005
29: (0,0,1)(1,0,1)(12) SARI1 0.87 0.24  0.0004
SMA1 —0.70 0.3 0.045
AR1 0.35 0.12 0.005
30: (1,0,0)(1,0,1)(12) SAR1 0.1 0.01 0.00
SMA1 —0.94 0.14 0.005
ARI1 0.25 0.13 0.05
32: (1,0,0)(1,0,1)(12) SAR1 0.95 0.08 0.00
SMA1 —0.71 0.2 0.0009
MA1 0.36 0.11 0.003
33: (0,0,1)(1,0,1)(12)
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D. Tables with Cross-Validation Measures and Parameters of SARIMA models
and Distribution fit

Station Model Estimate SE  p-values
SAR1 0.99 0.09 0.00
SMA1 —0.90 0.14 0.05
MA1 0.21 0.12 0.1
34: (0,0,1)(1,0,1)(12) SARI1 0.99 0.13 0.00
SMA1 —0.91 0.48 0.00
MA1 0.35 0.12 0.008
35: (0,0,1)(1,0,1)(12) SARI1 0.80 0.3 0.01
SMA1 —0.63 0.3 0.01
AR1 0.34 0.12 0.005
36: (1,0,0)(1,0,1)(12) SARI 1.00 0.01 0.00
SMA1 —0.96 0.14 0.00
MA1 0.30 0.12 0.02
37: (0,0,1)(1,0,1)(12) SARI1 0.93 0.25 0.001
SMA1 —0.80 0.24 0.07
MA1 0.43 1.00 0.001
38: (0,0,1)(2,0,0)(12) SARI1 0.13 0.099 0.02
SAR2 0.44 0.12 0.001
AR1 0.36 0.12 0.004
SAR1 0.77 0.18 0.000
39: (LOOLOAA) s 76 024 0.002
SMA?2 0.40 0.21 0.06
MA1 0.38 0.11 0.0007
40: (0,0,1)(0,0,2)(12) SMAI1 0.21 0.12 0.1
SMA2 0.33 0.15 0.03
41: (1,0,0)(1,0,2)(12) ARI1 0.34 0.12 0.006
SAR1 0.68 0.29 0.02
SMA1 —0.65 0.03 0.06
SMA?2 0.36 0.19 0.06
42: (0,0,0)(1,0,0)(12) SARI1 —0.21 0.12 0.08
43: (0,0,1)(1,0,1)(12) MAI1 0.26 0.11 0.02
SAR1 1.00 0.014 0.00
SMA1 —0.96 0.17 0.00
AR1 1.40 0.10 0.00
AR2 —0.52 0.10 0.00

44: (2,0,1)(0,0,2)(12)
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Station Model Estimate SE  p-values

MA1  —1.00 004  0.00
SMA1 0.12 0.13  0.04
SMA2 0.37 017  0.03
ARI1 0.37 0.12  0.004
45: (1,0,0)(1,0.2)(12) SARI 0.84 020  0.00
SMA1 ~ —0.81 027  0.004
SMA2 0.29 020  0.015
ARI1 0.33 0.12  0.007
46: (1,0,0)(1,0,1)(12) SAR1 0.99 0.05  0.000
SMA1  —093 034  0.008

Table D.5: Cross validation performance measures calculated through the leave-
one-out cross validation for the monthly average installed power production of the
station 31. ME: mean error; MAE: mean absolute error; RMSE: root mean squared
error.

Station ME (MW) MAE (MW) RMSE (MW)

2 —0.03 0.14 0.17
3 0.004 0.16 0.19
4 0.02 0.14 0.26
5 0.009 0.12 0.14
6 0.016 0.15 0.19
7 —0,02 0.11 0.24
8 —0.002 0.12 0.14
9 0.01 0.13 0.17
10 0.02 0.14 0.18
11 —0.0097 0.06 0.07
12 0.01 0.14 0.17
13 0.007 0.11 0.14
14 —0.003 0.09 0.12
15 0.007 0.11 0.13
16 —0.002 0.10 0.12
17 0.01 0.08 0.12
18 0.004 0.09 0.11
19 0.006 0.1 0.12
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D. Tables with Cross-Validation Measures and Parameters of SARIMA models
and Distribution fit

Station ME (MW) MAE (MW) RMSE (MW)

20 0.01 0.11 0.13
21 —0.004 0.096 0.12
22 0.02 0.13 0.17
23 0.02 0.12 0.15
24 0.004 0.10 0.12
25 0.006 0.13 0.16
26 —0.009 0.13 0.14
27 0.01 0.16 0.18
28 0.01 0.15 0.17
29 0.006 0.14 0.16
30 0.004 0.12 0.14
32 0.007 0.14 0.17
33 0.002 0.13 0.14
34 0.01 0.13 0.15
35 —0.002 0.14 0.16
36 —0.006 0.10 0.12
37 0.001 0.14 0.16
38 0.001 0.13 0.15
39 0.003 0.11 0.14
40 0.001 0.10 0.11
41 0.006 0.11 0.14
42 —0.006 0.09 0.11
43 —0.001 0.11 0.13
44 —0.007 0.11 0.13
45 0.0002 0.13 0.15
46 —0.006 0.08 0.0097
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Table D.3: Table of the estimated parameter for the Weibull distribution in each
station.

Station Shape Scale
5 2.82 0.56
7 3.09 0.60
8 2.79 0.55
10 3.38 0.76
11 1.44 0.15
13 2.43 0.46
14 2.71 0.53
15 2.27 0.43
18 1.74 0.27
19 1.74 0.27
20 2.29 0.43
21 1.77 0.29
23 2.06 0.54
24 1.89 0.32
26 2.34 0.46
27 3.97 0.84
28 2.74 0.56
30 3.44 0.75
31 2.09 0.45
32 3.46 0.82
33 2.47 0.52
36 2.08 0.35
38 2.34 0.50
39 2.19 0.43
40 2.05 0.32
42 2.10 0.35
43 1.91 0.33
44 1.74 0.32
45 —1.29 0.52
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D. Tables with Cross-Validation Measures and Parameters of SARIMA models
and Distribution fit

Table D.6: Seasonal model parameters of average monthly wind power. The Stan-
dard Error (SE) for a given variable is given by the Residual Standard Error divided
by the square root of the sum of squares for the particular variable. The p-value is
used to test the null hypothesis that the respective coefficient is zero.

Station coefficient estimate SE p-value
9 1 0.70 0.02 2 x10716
sin —0.04 0.03 0.1
cOS 0.15 0.03 7.55 x1077
1 0.47 0.02 2 x10716
14 sin 0.051 0.02 0.03
cos 0.17 0.02 1.87 x1077
L 0.72 0.02 2 x10716
17 sin 0.04 0.02 0.0
cos 0.12 0.02 5.53 x1076
0 0.31 0.01 2 x10716
42 sin 0.03 0.02 0.12
coS 0.13 0.02 4.73 x107°
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