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Abstract

The continuously increasing deployment of RFID tags has sparked strong aca-

demic and industrial interest on improved RFID tag throughput and localization.

This work proposes a collision resolution method to boost the inventorying capacity

of RFID readers, as well as a novel phase-based method for multistatic 2D/3D local-

ization. The first part of this thesis proposes a Viterbi joint sequence detector that

can resolve a collision between two tags in the physical layer. In sharp contrast to

prior art, the proposed closed-form signal model takes into account the asynchrony

level between the two collided tag responses, which is not uncommon with commer-

cial, ultra-low-cost RFID tags that follow industry’s Gen2 protocol. Asynchrony is

considered as the time offset τ between the beginnings of the two tags’ responses

and is modeled through a derived shaping matrix that depends on the delayed tag

information. Performance evaluation of the proposed detectors with simulated data

under Ricean fading, as well as experimental data with software-defined radio (SDR),

reveals improved performance compared to prior art, under various operating regimes.

It is also shown that for different values of the parameter τ , BER does not present a

monotonic behavior. As a collateral dividend, it is found that clustering techniques

on the filtered received signal should explicitly take into account the time offset τ ,

since the latter modifies the number of observed clusters. The second part of this

thesis offers elliptical direction-of-arrival (DoA) estimation and 2D/3D localization

techniques, using phase-based, narrowband measurements. The method exploits a

multistatic architecture, where illuminating and receiving antennas are placed in the

same line. Ambiguities inherent in phase measurements are analytically addressed.

Experimental results with Gen2 UHF RFID tags show similar performance in terms

of DoA estimation compared to the MUSIC algorithm. In terms of 2D localization

accuracy, the proposed method outperformed state-of-the-art algorithms in all exper-

imental cases at the lab, offering mean absolute localization error as small as 9 cm,

at the expense of additional effort for calibration. As a collateral dividend, proof-of-

concept is offered via simulation that the multistatic 2D localization method, could
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possibly be applied in real-time motion tracking of a mobile robotic platform equipped

with a Gen2 UHF RFID tag. Extension of the localization method for the 3D case is

also offered, with promising simulation results.
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Chapter 1

Introduction

1.1 RFID Technology

A lot of positive attention has recently been paid to Radio Frequency Identification

(RFID) tags and Internet-of-Things(IoT), which keep on having a huge impact in

our daily lives. Their ultra-low-cost of production and efficient way of operation

without utilizing a battery as energy source, has made them a cheap and trustworthy

solution for numerous applications. Such applications range from inventory control in

a warehouse and public transportation tickets to animal tracking and robotic systems.

In order to interrogate an RFID tag and obtain its unique identification number

(EPC), an RFID reader is required. RFID readers themselves are separated into

two major categories, monostatic and multistatic. In monostatic RFID readers, a

single device performs both transmission and reception tasks, while in multistatic

RFID readers, multiple devices are utilized, some for transmission and some others

for reception. Multistatic RFID readers though suffer from carrier frequency offset

(CFO) that monostatic readers do not; however, coverage range is widely increased

when multistatic architecture is utilized.

An RFID reader operates according to the policies dictated by the Gen2 protocol,

[1]. The principle of operation of RFID tags is quite simple and is based on backscatter

communication. An RFID tag, when illuminated (energized) by an RF source, acts

like the example of the mirror and the flashlight, where by tilting the mirror, the

incident light gets reflected back or not. More specifically, each RFID tag terminates

its antenna between two loads; load Z0 open-circuits the tag antenna, thus, the tag

absorbs no energy and maximizes its reflection coefficient, while in state Z1 ”perfect”

matching occurs, resulting in maximum power transfer for RF energy harvesting,

reducing the reflection coefficient to zero.

Gen2 RFID tags can be either active, semi-passive (battery-assisted) or passive

(i.e., not equipped with a battery). Such passive RFID tags solely rely on harvesting

energy from the incident RF wave, as already mentioned above. Thus, to ensure the
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tag will always power up and transmit its EPC ID, regardless of the backscattered

bit sequence, line codes are utilized. Such line codes used in Gen2 tags are FM0 and

Miller 2/4/8, which force the tags to switch between the two loads on a 50% duty

cycle, ensuring energy harvesting for every possible backscattered sequence.

With the constantly increasing number of deployed batteryless radio frequency

identification (RFID) / internet-of-things (IoT) tags, academic and industrial research

interest has lately been focused on ways to accelerate the inventorying process and

improve efficiency and throughput.

The commercial Gen2 standard [1], utilizes the framed slotted Aloha (FSA) al-

gorithm to facilitate tag singulation. RFID tags compete by transmitting a pseudo-

random 16-bit sequence each (plus common 6 preamble bits), named as RN16; the

tag that wins the slot, transmits its ID information (EPC) in a subsequent time step,

while the rest of the competing tags are waiting for their turn in a next slot. When

two or more tags respond simultaneously inside the same slot, the tags’ RN16 packets

collide mid-air, which typically results to incorrect detection, since the reader cannot

detect a single correct RN16 sequence to acknowledge; in that case, no tag transmits

its EPC and a whole frame is wasted, resulting to inventorying rate drop. Thus, colli-

sion among two or more tags can only occur during the RN16 transmission stage and

it only makes sense that anti-collision techniques should focus directly on the physical

layer of communication. Fig. 1.1-left depicts such collision case, with inphase (I) and

quadrature (Q) signals collected experimentally; the reader transmits a query, 2 tags

respond at the same slot, the RN16 is not decoded properly at the reader and no tag

receives a valid acknowledgement with its transmitted RN16 information; thus, no

tag transmits its ID information (EPC) subsequently.

Assuming FSA with N tags competing for L slots, the probability of exactly q

tags (out of N) choosing the same slot is simply given through the binomial: Pr (q) =(
N
q

)
(1/L)q(1−1/L)N−q. Therefore, the probability of collision is given by Pr (q = 2)+

Pr (q = 3) + . . . =
∑∞

q=2 Pr (q). In a practical scenario, where the reader selects a

relatively large number of slots, the collision probability is dominated by Pr (q = 2),

i.e., the probability that exactly two tags’ RN16 information is transmitted at the

same slot. Specifically, probability of more than two tags (i.e., at least three tags)

collide at the same slot
∑∞

q=3 Pr (q) = 1 − Pr (q = 0) − Pr (q = 1) − Pr (q = 2) is

given at Fig. 1.2, for various number of tags N and slots L; it can be safely said

that collision probability of more than 2 tags drops below 1% for reasonable numbers

of N,L. What is more, according to the Gen2 protocol, even if the reader could
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Figure 1.1: RN16 collision of 2 tags resulting in 6 or 8 clusters. Plot was offered after
experimentation with 2 commercial tags and the software stack from work in [2].

correctly detect all tags’ RN16 information, it would acknowledge only one of them;

thus, better joint detection of all collided tags would not necessarily offer increased

throughput. Therefore, the case of 2 tag’s collision in Gen2 is important, both from

a theoretical and practical standpoint.

This work, investigates the 2 RFID tags collision resolution problem in the con-

text of increasing the throughput of the reader attached on our laboratory’s robotic

platform. The mobile robotic platform of our laboratory is, besides others, equipped

with a USRP N200 SDR device implementing an RFID reader, [2], to interrogate

Gen2 RFID tags. The task of the mobile robotic platform is to roam around inside

a warehouse building or a library and interrogate RFID tags, with the ultimate pur-

pose of localizing them. However, in such tag-crowded environments collisions are

a very often occurence; thus, the collision resolution problem is studied in an effort

to increase the efficiency and throughput of the RFID reader equipped on the robot.

As a collateral dividend, the rate at which tags are interrogated would increase and

more measurements would be available in a shorter time period for the localization

algorithms.

Following the high demand for successful inventorying of backscatter-based tags

and sensors, as quickly and efficiently as possible, prior art [3] has analyzed the I/Q

constellation of tag signals colliding in a single slot, leveraging clustering techniques

for up to four colliding tag signals. However, this work was initially developed for

low frequency (LF) tags and could perhaps be extended to Gen2 RFID tags. The

authors in [4], [5] proposed a zero-forcing (ZF) receiver that treats one of the two tag’s
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Figure 1.2: Probability of collision of more than 2 tags (i.e., 3 or more) in slotted
Aloha of L slots, among N tags. Notice that such probability can drop below 1% for
reasonable numbers of N and L.

RN16 responses as interference, and projects the signal constellation into the subspace

that completely cancels that interference. Work in [6, 7] proposed ZF and minimum

mean squared error (MMSE) receivers, exploiting multiple receiving antennas and

additional reference bits, not currently present in Gen2, that could assist channel

estimation.

Work in [8] proposed a detection technique for collision of multiple FM0 or Miller

RFID line-encoded signals, based on single-tag Viterbi detector and successive inter-

ference cancellation (SIC). Initially, a single tag reply is assumed and an estimate of

the symbol period and the delay offset is obtained by employing a correlation-based

method. Then, single-tag maximum likelihood sequence detector (i.e., Viterbi) is

applied to decode the single tag’s information, in sharp contrast to this work, which

designs a joint Viterbi detector for both tags. Finally, an estimate of the tag’s contri-

bution is generated and subtracted from the residual and the same process is repeated

until termination. As in every SIC-based technique, the above method is sensitive

to the power ratio among the tags. Work in [9] proposed multiple access based on

rateless codes, which is closer to code division multiple access (CDMA). Frequency

domain multiple access (FDMA), based on different subcarrier per tag, i.e., different

switching rate of each tag among two termination loads, has been proposed and exper-

imentally demonstrated in [10] using minimum shift keying (MSK), also showcasing

that efficient spectrum shaping can be achieved with only two loads per tag and a
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common carrier frequency at the reader. Both aforementioned techniques depart from

the time division multiple access (TDMA) concept of FSA in Gen2.

Work in [11,12] proposed a new protocol (different than Gen2), resolving tag col-

lisions by separating the signals’ edges in the time domain, while also leveraging the

I/Q samples to further clarify any ambiguities that might occur due to the asyn-

chronous character of the system. Work in [13] follows a similar approach to [12]

but focuses on Gen2. In [14], the authors claim that the signals’ combined states fol-

low highly stable probabilities; transitions between the clusters in the I/Q plane are

tracked, decoding the individual packets involved in the collision, without the need to

track signals’ edges in the time-domain. Work in [14] is extended in [15], which pro-

poses exploitation of the spatiotemporal distribution of the collided signals. Finally,

work in [16] proposes a multi-antenna blind beamforming technique, which however

does not take into account the impact of asynchrony on the number of observed I/Q

clusters.

In sharp contrast to prior art, this work offers a closed-form system model, which

explicitly takes the time offset between the responses of the two tags into consider-

ation, rather than neglecting it. Even though the tags always respond to the reader

commands, it has been experimentally most likely due to their ultra-low cost hard-

ware. The offered detectors are built upon the proposed closed-form signal model

and take into account the time offset between the two tags, modelled through the

use of a shaping matrix. Given that all reception techniques involve some type of

filtering to improve signal-to-noise (SNR) ratio (e.g., matched filtering), plotting the

filtered samples of the received signal offers information about the existence of such

asynchrony.

More specifically, a collision in the physical layer between two Gen2 RFID tag

RN16 responses, can either result in 4, 6 or 8 clusters in the I/Q plane, after matched

filtering of the received signal and then, plotting the real and imaginary part, ex-

perimentally shown in Fig. 1.1-right and explained through formal proofs in this

work. Fig. 1.1 was offered after experimentation with commodity software-defined

radio (SDR) and Gen2 RFID tags. After matched filtering, 4 clusters can be ob-

served when the 2 tags appear to be perfectly time-synchronized (i.e., time offset is

zero or T/2), while the 6 and 8 clusters cases, also shown in Fig. 1.1, occur for the

remaining time offset values between 0 and T . Thus, collision resolution based on

clustering methods should take into account such reality.Extensive experimental tests

at the lab, interrogating 10000 times 2 commercial Gen2 RFID tags corroborated the
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above: 57% of the time the 2 tags were out of sync, while 98% of those asynchronous

collisions generated more than 4 clusters on the I/Q plane, after matched filtering.

1.2 RFID Applications in Robotic Systems

Localization of wirelessly powered devices such as RFID tags is essential for many

applications related to the Internet of Things and Ubiquitous Computing. Utilization

of mobile robotic platforms to perform such a task seems to be inevitable. A use case

of RFID in robotics could be for example in a industrial warehouse. Assume a big

industrial warehouse building, where packages are stacked on top of each other on

shelves spanning the whole length of the warehouse. Assigning the inventorying task

to some workers is going to be a painstakingly slow process and will definitely last

way longer than if just some sort of mobile robotic platform was used. Thus, while

the robot is performing the inventorying process, the workers’ skills could be better

utilized in some other more meaningful task.

The robotic platform of our laboratory, Fig. 1.3, is equipped with an on-board

computer, a monostatic RFID reader, antennas and a LiDAR to localize itself ac-

cording to the surrounding environment data. The task of such a mobile robotic

platform would be to move between the shelves (e.g., in a warehouse, a library or

a supermarket) and interrogate the RFID tags attached on the items (e.g., packets,

books). Backscattered signal phase measurements obtained from the transaction with

the RFID tags, would then be processed on the robot’s on-board Intel NUC computer

to extract each interrogated tag’s 2D/3D location inside the area of operation, [17].

For years now, the Global Positioning System (GPS) has demonstrated extraor-

dinary performance in localizing targets all over the earth. However, the trade-off of

GPS is, that when the target moves inside a building or underground, the localization

accuracy is obviously poorer; in some cases localization is not even possible. When

the error is large, the whole localization system loses its practical significance and

thus, the need for indoors localization has been revisited the last few years, espe-

cially now with all the robotic platforms and drones deployed in numerous indoors

applications. One cheap and efficient way to localize known targets indoors, would

be by attaching an RFID tag onto them and exploiting various 2D/3D localization

techniques, such as the ones offered in this work, to track their location at all times.

Apart from tracking mobile or static targets indoors, the usage of RFID tags, in

the context of IoT development throughout these last years, could be hugely optimized
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Figure 1.3: Kobuki TurtleBot 2 mobile robotic platform, equipped with a monostatic
RFID reader.

if identification information was linked to location data. Now, more than ever, with

the rise of 5G and all the promising IoT applications, such as smart cars, smart homes

etc., localization of RFID tags is regarded as a key enabler for this technology.

In order to interrogate an RFID tag and later run a localization algorithm based on

the received signal, the tag needs to be situated in the coverage field of a monostatic

RFID reader (i.e., an RFID reader that utilizes a single device for reception/trans-

mission). However, a more efficient and robust method to extend the operational

range of Gen2 RFID tags is via multistatic radio, as opposed to just increasing the

transmission power of the monostatic reader. Prior findings on bistatic [18], [19–23] or

multistatic [24] backscatter radio have shown how such architectures can effectively

boost the range of telecommunications. By exploiting the dyadic [25], non-linear

nature of wireless propagation, link budget and diversity gain can be achieved [24].

Thus, a multistatic setup has tremendous advantages over its monostatic counterpart,

albeit with increased installation cost.
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Figure 1.4: Deployment of multiple SDR transmitters/illuminators along with a single
receiving SDR in a warehouse, [26], implementing a multistatic RFID reader.

It should be noted, that the proposed multistatic architecture is impacted from the

timing constraints of the Gen2 protocol more severely than its monostatic counterpart.

This is because baseband packet communication is performed through an Ethernet

layer, as well as the fact that the signal processing and control logic is running on

software (instead of hardware). As a result, all signal processing algorithms need to

be fast and robust in order to reliably interrogate passive Gen2 RFID tags.

One of the numerous applications of multistatic scatter radio is in the localization

of a mobile robotic platform. In that case, the robot would be equipped with a Gen2

RFID tag; a multistatic RFID reader such as the one portrayed in Fig. 1.4, would

be utilized to measure the phase of the signal backscattered from the tag. As it

will be shown in depth later on in this chapter, phase measurements obtained from

a multistatic RFID reader, can facilitate 2D localization of RFID tags. Typically,

multistatic architecture utilizes multiple transmitting SDRs and a single receiving

SDR. The transmitting SDRs take turns, according to some scheduling algorithm

(e.g., Round Robin), illuminating the tags in their vicinity. Hence, most if not all of

the RFID tags inside the warehouse would eventually be inventoried, as opposed to a

typical monostatic RFID reader that would only cover a fraction of the area. Being

able to cover larger spaces with such multistatic setups, could potentially facilitate

the localization of mobile robotic platforms through multiple rooms and/or levels
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inside the operating environment.

Since RFID localization has been attracting considerable excitement within the

relative research communities, phase-based techniques have recently appeared in the

RFID localization literature [27–34].

Phase measurements introduce by definition an ambiguity in distance, measured

in wavelength multiples (for one-way wireless communication) or half-wavelength mul-

tiples (for round-trip backscatter communication). The latter can be mitigated by

exploiting various wavelengths and increased bandwidth [35] or mobility, i.e., tak-

ing measurements at multiple positions, with either the tags or the reader in mo-

tion [28], [31–34]. RFID reader mobility imposes additional adversities, such as es-

timating or knowing a-priori the location of the reader [33]. Work in [36] includes

direction-of-arrival (DoA) estimation through mobility of the reader or reference tags

at known locations (e.g. [32], [36]), to estimate the location of a tag. Furthermore,

RFID tag localization based on excessive bandwidth has been also proposed by the

authors in [37]. Super-resolution techniques based on tens of megahertz bandwidth

and multi-antenna terminals have been also studied in the context of wireless CSI-

based WiFi localization [38]. Even though excessive bandwidth can offer impressive

localization results, Gen2 RFID operation (e.g., in European UHF ISM bands) is not

compatible with such excessive bandwidth requirements. Finally, our group’s work

in [17], utilizes a particle filtering method to facilitate 2D/3D tag localization. The

latter introduces a different distance metric of each particle-measurement phase pair,

based on geometry arguments, which is more robust to phase measurement noise (e.g.,

due to multipath) compared to other phase-based localization methods.

1.3 Thesis Organization & Contributions

In this section we jointly outline the organization of this thesis and its key contri-

butions.

In Chapter 2, a novel system model for the simultaneous asynchronous reception

of 2 RFID tags, is provided. Furthermore, DC, channel and delay offset estimation

techniques are offered along with various joint and single tag detection schemes.

In Chapter 3, the simulation and experimental evaluation of the collision resolu-

tion algorithms offered in Chapter 2 takes place, utilizing a USRP N200 SDR device.
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In Chapter 4, a DoA estimation technique and a multistatic 2D/3D localization

algorithm for RFID tags is offered, utilizing phase measurements from a multistatic

RFID reader.

In Chapter 5, the simulation and experimental evaluation of the DoA and the

multistatic 2D/3D localization algorithms offered in Chapter 4 is conducted, this

time utilizing two USRP N200 SDR devices.

In Chapter 6, we conclude this thesis, and provide directions for future work and

possible extensions to our solutions.

1.4 Notation

Symbols N, R, and C denote the set of natural, real, and complex numbers, re-

spectively. 0N and IN , denote the all-zeros vector and identity matrix of size N ,

respectively. The phase of complex number z is denoted as z, while <{z} and

={z} denote the real and imaginary part of z, respectively. xH denotes the conju-

gate transpose (Hermitian) of complex vector x. The distribution of a proper com-

plex Gaussian N × 1 vector x with mean µ and covariance matrix Σ is denoted by

CN (µ,Σ) , 1
πN det(Σ)

e−(x−µ)HΣ−1(x−µ); the special case of a circularly symmetric com-

plex Gaussian N × 1 vector corresponds by definition to CN (0N ,Σ); U [a, b) denotes

the uniform distribution in [a, b). The Euclidean norm of complex vector x is denoted

as ||x||2 =
√
xHx. Expectation of function g(·) of continuous random variable x with

probability density function (PDF) fx(·) is denoted as E[g(x)] ,
∫
x

g(x)fx(x)dx. The

probability of event A is denoted as P(A); 1(C) denotes the indicator function, which

equals 1 when condition C is true and 0 otherwise.



Chapter 2

Asynchronous Reception of 2 Gen2

RFID Tags

This chapter contributes to 2 tags asynchronous simultaneous reception in the

following aspects:

• Detection techniques are offered that explicitly take into account the time offset

τ (asynchrony) between two tags;

• It is shown that the proposed asynchronous detection techniques with estimated

CSI and τ can offer BER in certain regimes that renders the detection of the 16

bits from one of the two tags RN16 message, error free. Moreover, the value of τ

in the detectors’ performance is important and presents an oscillating behaviour;

• It is shown that there exists a small performance gap of the proposed detectors

that utilize signal duration of 2 symbols, compared to Viterbi for joint tag

detection in the asynchronous case; such performance gap is relatively small

and due to the extra induced memory from the delayed second tag; it was

also found that the proposed 2T detectors performed as well as Viterbi in the

synchronous case;

• Practical algorithm for time offset estimation is offered. It is shown that symbol

detection, packet synchronization and channel estimation must be revisited in

asynchronous multiple access systems, as in this work;

• As a collateral dividend, it is shown that clustering techniques on the filtered

received signal should explicitly take into account the time offset τ , that modifies

the number of observed clusters;

Chapter Organization

The rest of this chapter is organized as follows. Section 2.1 offers the system model;

Section 2.2 presents transformation of the problem; Section 2.3 offers the detection
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techniques; finally, Section 2.4 offers necessary housekeeping, i.e., DC, channel and

delay estimation techniques utilized in this work.

2.1 System Model

2.1.1 Channel Model

The following large-scale channel path-loss model is adopted [39]:

Lk =

(
λ

4πd0

)2(
d0

dk

)vk
, (2.1)

where k ∈ {CR,CTm,TmR} denotes the carrier emitter-to-reader, carrier emitter-to-

tag and tag-to-reader link, respectively, λ is the carrier wavelength, d0 is a reference

distance and vk is the path-loss exponent for link k. Moreover, a monostatic setup is

assumed, corresponding to LCTm = LTmR.

Due to strong line-of-sight (LoS) signals present in this problem, small-scale Rice

flat fading channel model [39] is adopted; end-2-end complex channel gain for tag

m ∈ {a, b} is denoted as follows:

hm = hCTm hTmR = |hCTm hTmR| e−jφm ∈ C, (2.2)

where hCTm and hTmR denotes the baseband complex channel coefficients for the car-

rier emitter-tag and tag-reader link, respectively; furthermore, hm ∈ C, |hCTm hTmR| ∈
R+ and φm ∈ [0, 2π). Due to the assumed monostatic architecture, reciprocity implies

hTmR = hCTm and due to the Rice channel fading assumption,

hTmR ∼ CN

(√
κm

κm + 1
σhTmR

,
σ2
hTmR

κm + 1

)
, (2.3)

where E[|hTmR|2] = σ2
hTmR

is the average power of the scattering components and

κm = kTmR = kCTm is the power ratio between the deterministic LoS component

and the scattering components. For link budget normalization purposes, E[|hm|2] =

E[|hTmR|4] = 1 will be also assumed.
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2.1.2 Signal Model

The reader transmits a sinusoidal carrier wave (CW), whose complex baseband

equivalent representation is given by:

c(t) =
√

2Pc e
−j(2π∆F t+∆φ), ∆φ ∼ U [0, 2π), (2.4)

where ∆F , ∆φ denotes the carrier frequency offset (CFO) and the phase offset, re-

spectively, compared to the receiver and Pc the power of the carrier wave. Two tags

will be assumed: tag a and tag b. The baseband complex equivalent of the scattered

waveform from tag m ∈ {a, b} is given by, [19]:

um(t) =
√
η LCTm [(As − Γ0) + (Γ0 − Γ1)xm(t)]hCTmc(t), (2.5)

hCTm = |hCTm| e−jφCTm , φCTm ∈ [0, 2π), (2.6)

where xm(t) ∈ {0, 1}, η models tag power scattering efficiency and Γ0, Γ1 stands for

the reflection coefficients for bit ”0” and bit ”1”, respectively; parameter As stands

for the load-independent structural mode that solely depends on tag’s antenna [40].

For the duration T of a single bit, the received demodulated complex baseband

signal at the SDR reader is given by the superposition of the carrier emitter (CE)

sinusoid and the tags’ backscattered signals propagated through wireless channels

hCR and hTmR, respectively:

y(t) =
√

LCR |hCR|e−jφCRc(t) +
√

LTaR |hTaR|e−jφTaR ua(t)

+
√

LTbR |hTbR| e−jφTbR ub(t) + n(t)

=
[√

2Pc e
−j∆φ

(√
LCR |hCR| e−jφCR

+
√
η LCTa LTaR (As − Γ0) |hCTa hTaR| e−j(φCTa+φTaR)

+
√
η LCTb LTbR (As − Γ0) |hCTb hTbR| e−j(φCTb

+φTbR)
)

+
√

2 η Pc (Γ0 − Γ1)
(√

LCTa LTaR |hCTa hTaR| e−jφaxa(t)

+
√
LCTb LTbR |hCTb hTbR|e−jφbxb(t)

)]
e−j2π∆Ft

+ n(t). (2.7)

Notice that the term inside the brackets of Eq. (2.7) consists of a complex, time-
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Figure 2.1: FM0 line-coded waveform of a single RFID tag.

independent DC offset plus two tag/time-dependent terms.

Due to the fact that the receiver and the emitter share the same local oscillator on

the SDR device, ∆F = ∆φ = 0 are assumed zero in the monostatic case. It is further

assumed that the receiver/reader can estimate and remove the DC offset, Eq. (2.7)

(with the help of Eq. (2.2)) is simplified to the following DC-blocked received signal

during bit period T :

ỹ(t) = ha µa xa(t) + hb µb xb(t) + n(t), (2.8)

where parameter µm incorporates the compound scatter radio link path-losses and

tag-related parameters,

µm =
√

2 η Pc LTmR (Γ0 − Γ1), m ∈ {a, b}, (2.9)

and n(t) stands for the additive thermal noise at the receiver, modelled by a com-

plex, circularly symmetric, additive Gaussian noise process with the following power

spectral density:

Snn(F ) =

N0

2
, |F | ≤ W

0, otherwise
, (2.10)

where W stands for receiver’s bandwidth.1

2.1.3 FM0 Line Coding

Nominal bit duration is denoted by T and sampling period by Ts; oversampling

factor L , T
Ts

(not to be confused with path-loss model Lk) is assumed, without loss

of generality, to be an even number. An example of FM0 line coding is shown Fig. 2.1;

1N0 = kbTθ, where kb and Tθ are the Boltzmann constant and receiver temperature, respectively



2.1. System Model 23

notice that the line always changes level at bit boundaries and at the middle of bit ’0’.

After shifted examination of the transmitted waveform by T/2 before the beginning

of the bit for a single user/tag FM0 and observing signal of duration T , only one

of the following waveforms can be observed, S0(t), S1(t) (instead of four), marked in

Fig. 2.1 with rectangles:

S0(t) =

1, if 0 ≤ t < T
2

0, if T
2
≤ t < T

, S1(t) =

0, if 0 ≤ t < T
2

1, if T
2
≤ t < T

. (2.11)

Taking into account the memory induced by FM0, ML sequence detection rule is

simplified to observing 2T -signal duration for each bit of duration T [41,42]; assuming

d̂ = 0 (d̂ = 1) if S0(t) (S1(t)) is detected,2 the final decision for the transmitted bits

b is computed as follows:

b̂(n) = d̂(n− 1)⊕ d̂(n), (2.12)

where ⊕ is the xor operator, d̂(−1) = 0 and d̂(n − 1), d̂(n) correspond to decisions

for two consecutive time-shifted (by T/2) FM0 waveforms of duration T each. In

other words, observation and processing of 2T -signal duration suffices for optimal

ML sequence detection [41,42] and thus, for FM0 there is no need to run the Viterbi

algorithm in a single-tag scenario. Sampling the received signal ỹ(t) every kTs, k ∈ N,

offers ỹ[k] ≡ ỹ(kTs). The sampled waveform is then filtered using a square pulse Π[k]

of length L/2 as follows:

yf [n] =
∞∑

k=−∞

ỹ[k]Π[n− k]. (2.13)

In sharp contrast to prior art, this work considers a non-zero time offset between

the two tags τ ′ ∈ {0, Ts, 2Ts, . . . , T − Ts}, rendering conventional detection techniques

suboptimal. Equivalently, the asynchrony can be represented by number of samples

τ ∈ {0, 1, 2, . . . , L− 1}, as depicted in Fig. 2.2.

2S0(t) corresponds to e0 = [1 0]T and S1(t) corresponds to e1 = [0 1]T .
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L/2Tag A

Tag B

L

FM0

bit boundary

L/2

Figure 2.2: Tag a backscatters S0(t) that corresponds to xa,i = e0. Tag b backscatters
S1(t), delayed by τ samples, corresponding to xb,i = e1. Immediately before that, tag
b backscatters S1(t), which corresponds to xb,i−1 = e1.

2.2 Problem Transformation

Fig. 2.2 depicts shifted by T/2 observation of tag a signal, where S0(t) is backscat-

tered, while tag b backscatters waveform S1(t), preceded by S1(t), with a delay of

τ < L/2 samples. The following theorem puts forth asynchronous detection, simpli-

fying the problem in a compact way:

Theorem 1. Assuming perfect symbol synchronization w.r.t. tag a and shifted by

T/2 observation (as in Fig. 2.2), the asynchronous, baseband equivalent model (after

pulse matched filtering), including information xa,i, xb,i from tag a and b, respectively,

during the i− th FM0 symbol, as well as tag’s b previous information symbol xb,i−1,

is given as follows:

yi = ha

√
Eabit

E[|ha|2]
xa,i +B(i−1,i) hb

√
Ebbit

E[|hb|2]
xb,i + ni, (2.14)

where ni ∼ CN (02, N0WTs︸ ︷︷ ︸
σ2

I2) ≡ CN (02, σ
2I2), xa,i, xb,i ∈ {e0, e1}, with

e0 ,

[
1

0

]
, e1 ,

[
0

1

]
, (2.15)

and shaping matrix B(i−1,i) ∈ R2×2, detailed in Table 2.1, is a function of xb,i, xb,i−1

and τ ∈ {0, 1, . . . , L− 1}:

B(i−1,i) ≡ B (τ, xb,i−1, xb,i) .
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Table 2.1: Shaping matrices B(i−1,i).

τ < L/2

xb,i = [1 0]T xb,i = [0 1]T

xb,i−1 =

[
1
0

]
B1 =

[
1− 2τ

L
0

2τ
L

0

]
B2 =

[
0 0

0 1− 2τ
L

]

xb,i−1 =

[
0
1

]
B3 =

[
1 0
2τ
L

0

]
B4 =

[
0 2τ

L

0 1− 2τ
L

]

τ ≥ L/2

xb,i−1 =

[
1
0

]
B1 =

[
2τ
L
− 1 0

2− 2τ
L

0

]
B2 =

[
0 2τ

L
− 1

0 0

]

xb,i−1 =

[
0
1

]
B3 =

[
2− 2τ

L
0

1 0

]
B4 =

[
0 2− 2τ

L

0 2τ
L
− 1

]

Proof. The proof is given in Appendix 7.1.1. �

Table 2.1, offers the 8 possible different values for matrix B(i−1,i). The rows of

the matrix correspond to the first and the second half-bits, yi0 and yi1, respectively.

More specifically the row values of the matrix encompass the part of the detection

window, where signal from tag b is present. The columns of the matrix correspond to

tag b emitting xb,i = [1 0]T or xb,i = [0 1]T , respectively. By definition, a signal like

xb,i = [1 1]T can never be observed, therefore one column will always be filled with

zeros. Table 2.2 encodes the possible (output) values of matrix B(i−1,i), as a function

of tag b’s consecutive information xb,i−1, xb,i.

2.2.1 Number of Clusters

After processing a number of samples of the received signal as in Eq. (2.13) or

Eq. (2.14), the number of clusters observed in the I/Q plane varies for different
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Table 2.2: Transmitted symbol combinations.

xa,i e0 e1 e0 e1 e0 e1 e0 e1

xb,i e0 e1 e1 e0 e0 e1 e1 e0

xb,i−1 e0 e0 e0 e0 e1 e1 e1 e1

B(i−1,i) B1 B2 B2 B1 B3 B4 B4 B3

values of τ . More specifically, 4 clusters are produced for τ ∈
{

0, L
2

}
, 6 clusters are

produced for τ ∈
{
L
4
, 3L

4

}
, while 8 clusters are produced for the remaining values

τ ∈ {0, . . . , L− 1} /
{

0, L
4
, L

2
, 3L

4

}
, after plotting the yf samples every kL

2
, k ∈ N,

as in Fig. 1.1.3 Even though no clustering methods are utilized in this work, this

observation highlights the need for asynchrony consideration when utilizing clustering

methods, e.g., depending on the processing followed of the received samples, 8 clusters

may correspond to 2 (asynchronous) tags with some time offset or 3 tags in perfect

synchrony.

2.2.2 SNR Calculation

Due to τ 6= 0, it is shown below that the signal energy ratio between the two tags

depends on that time offset parameter. The following definition is first presented:

Definition 1. Based on Eq. (2.8), the average received energy per bit for tag m,

assuming FM0 encoding observed with a T/2 shift, is given by:

Embit , E
[
µ2
m |hm|2

∫ T

0

|xm(t)|2 dt
]

= µ2
m E[|hm|2]

T

2
. (2.16)

The following lemma is given for tag signal-to-noise ratio (SNR):

Lemma 1. Based on Eqs. (2.14), (2.16), signal-to-noise ratio for tag a is given by:

SNRa ,
E
[∣∣∣ha√ Eabit

E[|ha|2]
xa,i

∣∣∣2]
E[|ni|2]

=
Eabit

2N0WTs
. (2.17)

3Sampling of yf [·] every kL2 , k ∈ N, offers exactly the values of Eq. (2.14), yi, according to its
derivation in Appendix 7.1.1.
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Proof. The numerator stems from straightforward calculation and the fact that |xa,i| =
|e0| = |e1| = 1; the denominator calculation stems from Eq. (7.6). �

Similarly, SNR for tag b follows:

Lemma 2. Based on Eqs. (2.14), (2.16), tag b signal-to-noise ratio is given by:

SNRb ,

E

[∣∣∣∣B(i−1,i) hb

√
Ebbit

E[|hb|2]
xb,i

∣∣∣∣2
]

E[|ni|2]

=


Ebbit

2N0WTs
, if τ = 0,

(5L2 − 12Lτ + 12τ 2) Ebbit
4N0WTsL2

, if τ > 0.

(2.18)

Proof. For τ = 0 the proof stems from Lemma 1. For τ > 0 the proof is given in

Appendix 7.1.2. �

The following power ratio will be also found useful in the numerical results; as in

every multi-user setup, performance is dictated not only by SNR, but also relative

power among users/tags:

Definition 2. The power ratio of tag a over b is defined as:

PRab ,
SNRa

SNRb

. (2.19)

Finally, the following calculation will be needed in the link budget calculations

and numerical results:

Lemma 3. The 4-th moment of the Rician distribution is given by,

E[|hm|2] , E[|hTmR|4] =
(σ2

hTmR
)2(κ2

m + 4κm + 2)

(κm + 1)2
. (2.20)

Proof. The proof is given in Appendix 7.1.3. �

2.3 Detection Techniques

This work exploits the transformation of Section 2.2 and processes the signal

with a T/2 time-shift. Depending on the duration of the signal observed before
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detection, there are several detectors that can be tested, described below; ĥm stands

for hm

√
Embit

E[|hm|2]
for tag m ∈ {a, b}, which is either estimated or perfectly known; τ is

assumed known through estimation; algorithms that estimate these parameters are

offered next, in Section 2.4.

2.3.1 T Detection for Tag b

In the case of tag b detection, the detector that minimizes bit error rate (BER) of

the received signal, utilizing a T -signal duration, is given by the minimum distance

rule:

x̂a,i, x̂b,i, x̂b,i−1 = argmin
xa,i,

xb,i,xb,i−1

{
||yi − ĥa xa,i −B(i−1,i) ĥb xb,i||22

}
, (2.21)

From Eq. (2.21), only bit information of tag b can be detected, through x̂b,i and x̂b,i−1

and Eq. (2.12). However, this method is suboptimal since it does not utilize a 2T

detection window, required for BER-optimal FM0 decoding.

2.3.2 2T Detection for Tag a

In the case of 2T tag a detection, the first T -block is used to detect x̂a,i−1 and the

second T -block is used to detect x̂a,i; information from tag b is not detected jointly

across the two consecutive T -blocks:

x̂a,i, x̂a,i−1 = argmin
xa,i,xa,i−1,

xb,i,xb,i−1,x
′
b,i−1,xb,i−2

{
||yi − ĥa xa,i −B(i−1,i) ĥb xb,i||22

+||yi−1 − ĥa xa,i−1 −B(i−2,i−1) ĥb x
′
b,i−1||22

}
. (2.22)

Thereinafter, x̂a,i, x̂a,i−1 are used according to Eq. (2.12) to detect the information

bit. However, the above also gives x̂b,i−2, x̂′b,i−1 from the first T -block and x̂b,i−1, x̂b,i

from the second T -block. Considering that x̂′b,i−1 6= x̂b,i−1 from one T-block to the

other, this detector is suboptimal.
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Figure 2.3: Hidden Markov Model of the proposed signal model.
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ψ ψ ψ

Figure 2.4: Truncated probabilistic graphical model.

2.3.3 2T Detection for Tag a and Tag b

In this case, both tags are jointly decoded using 2T signal observation:

x̂a,i, x̂a,i−1, x̂b,i, x̂b,i−1, x̂b,i−2 = argmin
xa,i,xa,i−1,

xb,i,xb,i−1,xb,i−2

{
||yi − ĥa xa,i −B(i−1,i) ĥb xb,i||22

+||yi−1 − ĥa xa,i−1 −B(i−2,i−1) ĥb xb,i−1||22
}
. (2.23)

2.3.4 Viterbi

In the case of the Viterbi joint sequence detection, the proposed system model can

be represented by the hidden Markov model (HMM) of Fig. 2.3, where the shaded

and white nodes represent the observed random variables and the hidden states, re-

spectively, [43]. Incorporating the observed data into the HMM, the truncated HMM

of Fig. 2.4 is obtained, where ψxaixbi−1,i
,yi , ψxi−1,i

denotes the resulting singleton

potentials. To further ease notation, xb,i−1 xb,i , xbi−1,i
.

The transition probabilities are defined as follows:

P(xa2 = a,xb1,2 = cd |xb1 = b) , 1(b = c), (2.24)

P(xai+1
= a,xbi,i+1

= df |xbi−1,i
= bc) , 1(c = d), (2.25)

where a, b, c,d,f , g ∈ {e0, e1}, xbi,i+1
= cd stands for xb,i = c, xb,i+1 = d and



2.3. Detection Techniques 30

e0 e0 e0

e0 e1 e1

e0 e0 e1

e0 e1 e0

e1 e0 e0

e1 e1 e1

e1 e0 e1

e1 e1 e0
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e1 e0 e0

e1 e1 e1

e1 e0 e1

e1 e1 e0

xb,i−1 xa,i xb,i xb,i xa,i+1 xb,i+1

...
Figure 2.5: Stages i and i+ 1 of the Viterbi trellis diagram.

i ∈ {1, 2, . . . ,Nr − 1} with Nr = 16 denoting the number of bits in the RN16 packet.

The above states that the allowed transitions are those where xb,i of stage i is the

same as xb,i of stage i+ 1, as in Fig. 2.5.

The singleton potential functions are given by:

ψxi−1,i
(a, bc) ∝ exp

{
−
||yi − ĥaxa,i −B(i−1,i)ĥbxb,i||22

σ2

}
, (2.26)

where ψxi−1,i
(a, bc) = ψ(xa,i = a,xbi−1,i

= cd,yi) and xbi−1,i
is encoded into the

shaping matrix B(i−1,i). In Eq. (2.26), for i = 1, xb,i−1 = xb,0 = [1 0]T , where 1 is the

last bit of the preamble sequence and 0 is the first bit of the FM0 line-coded RN16

sequence.

Since P(xai+1
= a,xbi,i+1

= df |xbi−1,i
= bc) = 1(c = d), taking its logarithm re-

sults to either 0 or −∞ and hence, we omit it in the following process but also keep

in mind only the legal transitions. Using the Max-Sum message update equation the
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following is obtained:

logm(i−1,i)→(i,i+1)(a,df) = max
g,b

{
log ψxi−1,i

(g, bd) + logm(i−2,i−1)→(i−1,i)(g, bd)
}

= max
g,b

{
−||yi − ĥaxa,i −B(i−1,i)ĥbxb,i||22

+ logm(i−2,i−1)→(i−1,i)(g, bd)
}
, (2.27)

where xa,i+1 = a, xa,i = g, xb,i+1 = f , xb,i = d and xb,i−1 = b.

In the forward pass of the Viterbi algorithm, the edge weights are calculated for

each stage of the probabilistic graphical model (Figs. 2.4, 2.5), according to Eq. (2.27),

while also keeping track of the node with the optimal weight, necessary for the back-

tracking process. In the backward pass of the algorithm, the path that sums to the

optimal total weight is obtained, offering the optimal FM0 transmitted sequence both

for tag a and tag b. The above setup can be visualized using the trellis diagram of

Fig. 2.5. Complexity of the Viterbi algorithm for a hidden Markov model (HMM)

of a sequence of N hidden variables, each assuming |X| discrete values, is given by

O(N |X|2). Thus, the complexity of the joint sequence detection through Viterbi is

given by O(N(23)2) = O(64 N), according to Figs. 2.3, 2.4; N corresponds to the

number of RN16 bits, and thus, N = 16.

2.3.5 Zero-Forcing

The single antenna zero-forcing (ZF) detector proposed in [5], treats one of the two

tag responses as interference and projects the signal constellation into the subspace

that completely cancels the interference, orthogonal to the interfering component:

sa[k] =

[
I2 −

hbh
T
b

hTb hb

]
s[k], (2.28)

sb[k] =

[
I2 −

hah
T
a

hTaha

]
s[k], (2.29)

where ha = [<{ĥa} ={ĥa}]T , hb = [<{ĥb} ={ĥb}]T , s[k] = [<{yf [k]} ={yf [k]}]T and

yf [k] is according to Eq. (2.13). The projection sm of each tag signal is thereafter

decoded separately. This receiver is capable of resolving a collision from strictly two

tags participating, since a subspace cannot be found in the two-dimensional I/Q plane,

which is orthogonal to more than one interferer.
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2.4 Digital Link Housekeeping

2.4.1 DC Estimation

In Gen2 applications, the DC offset is estimated by averaging the received samples

acquired from the signal part right after the QUERY command has been sent from the

reader, up to the point before the tags start switching, defined as interval T1 [1]. The

estimated offset is then subtracted from each sample of Eq. (2.7), offering Eq. (2.8).

2.4.2 Channel Estimation

The algorithm used to estimate the channel coefficients follows work in [4]. In

order to obtain the channel estimates, the received samples are projected onto the

subspace defined by the DC component and the ha+hb cluster. The ĥa + hb estimate

can be obtained either from the end or from the start of the preamble packet, defined

as sp = [1 1 0 1 0 0 1 0 0 0 1 1] in [1], for a single tag. At these positions there are two

consecutive data-1 bits, so even after the observed shifting due to the delayed response

of tag b, the upsampled (by L) superimposed sequences will still have overlapping

data-1 bits, offering an estimate for ha + hb.

The algorithm is based on the observation that two states (out of the possible 4, 6

or 8, see Sec. 2.2.1), are realized during the transmission of the RN16 packet preamble

(due to common information transmission from the two tags, assuming synchrony),

defining an one-dimensional subspace sx (i.e., a line). Projecting the received samples

of the RN16 packet onto the subspace orthogonal to sx, will give a non-zero value if

the corresponding half-bit is equal to ha or hb. The algorithm searches for points that

have the maximum signal strength in this orthogonal subspace. More specifically,

the received waveform is processed with matched filtering, offering yf , and the maxi-

mum signal strength indices and corresponding channel coefficients, are estimated as

follows:

kA = argmax
k∈{0,...,NL}

=
{
yf [k]e−j ĥa + hb

}
, (2.30)

kB = argmin
k∈{0,...,NL}

=
{
yf [k]e−j ĥa + hb

}
, (2.31)

ĥa = yf [kA] , (2.32)

ĥb = yf [kB] , (2.33)
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where N = Np +Nr is the total number of transmitted bits (preamble + RN16). It is

important to ensure that the estimates ĥa and ĥb are correctly assigned to each tag

or if they need to be swapped, otherwise the performance of the detection methods

will not be optimal. In order to check that ĥa indeed corresponds to tag a and ĥb

to tag b, a mean squared error metric is utilized in this work, detailed in Sec. 2.4.3,

below.

Even though this algorithm was initially developed for values of τ < L/10, it still

works in this problem formulation, as will be shown in the numerical results section;

that is due to the fact that the projection of all samples will always be closer to the

subspace sx than the samples corresponding to ha and hb, no matter the value of τ

or the number of clusters it produces on the I/Q plane.

2.4.3 Time Offset Estimation

Time offset τ estimation is based on channel state information (CSI) estimation.

By the problem’s definition tag a responds first (τa = 0); thus, the detected packet

start of the collided RN16 sequence, is also the start of tag a response. In order to

detect the RN16 packet start, a correlation-based method is utilized with the (known)

preamble bits of RN16. The time offset estimation algorithm is based upon creating

the discrete channel equivalent, which basically is an ideal superposition of the two

tags preamble bits sequences for different values of τ and comparing it, using the

minimum distance rule, to the received samples of the preamble part of the packet.

An estimate for τ is thus obtained by minimizing the following mean squared error

(MSE):

τ̂ = argmin
τ∈{0,1,...,L−1}

1

K

K−1∑
k=0

|yf [k]− cf [k]|2 , (2.34)

where K = NpL, Np = 6 the number of preamble bits and cf [k] the output of the

matched filtering process, with a square pulse Π[k] of length L/2, on the discrete

channel equivalent c[k]; the latter is defined as follows:

c[k] = ĥa sp,up + ĥb [0 . . . 0 0︸ ︷︷ ︸
τ

sp,up], (2.35)

cf [n] =
∞∑

k=−∞

c[k]Π[n− k], (2.36)
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where sp,up denotes the upsampled, by a factor of L, preamble bits sequence. Notice

that cf [n] above requires estimates of the channels ĥa, ĥb.

In order to check whether the channel estimates are correctly assigned to each

tag, the above time offset algorithm must be run twice, once with ĥa corresponding

to tag a and ĥb to tag b and once more where the mapping is swapped. The channel

estimates are then accordingly mapped, depending on which of the two runs returned

the minimum MSE.



Chapter 3

Simulation & Experimental

Evaluation of Asynchronous

Reception

In this chapter, performance evaluation of the detection schemes proposed in

Chapter 2, is conducted via simulations on MATLAB, as well as with experimen-

tal data, using commodity Gen2 RFID tags and implementation of the proposed

scheme in C++ and software-defined radio.

3.1 Simulation Results

Figs. 3.1, 3.2, 3.3 are offered with 104 Monte Carlo runs per SNR value, while

channel parameters remained constant for each run. The rest of the parameters

follow: Np = 6 preamble and Nr = 16 payload bits, fc = 868 MHz, BLF = 40 kHz,

Fs , 1/Ts = 2 MHz, L = T/Ts ≡ Fs/BLF = 50, T = 1/BLF = 25 µs, κa = 10,

κb = 9, va = vb = 4, Γ0 = 0, Γ1 = 1, η = 10% and Pc ranging from 15 to 30 dBm.

Different operating regimes of the detectors are evaluated, since the tag-to-reader

distances are altered from da = 7.5 m and db = 8.0 m in Fig. 3.1, to da = 8.5 m and

db = 7.6 m in Fig. 3.3, offering different tag power ratio (PRab or PRba according to

Eq. (2.19)). Results will be presented assuming perfect CSI and τ estimation (ideal

case), as well as estimated CSI and τ (practical case), according to the algorithms

presented in Sec. 2.4.

Fig. 3.1a depicts the synchronous collision case, i.e., τ = 0, where the 2T detec-

tors (Sec. 2.3.2, 2.3.3) offer, as expected, the exact same performance with the Viterbi

joint detector; FM0 induced memory within two symbol periods is adequate for de-

tection [42] and thus, longer memory - exploited in Viterbi - is not needed. However,

detectors’ performance does not coincide in the asynchronous case, in Figs. 3.1b, 3.1c,

where τ = 10, τ = 25, respectively. The performance gap of the 2T detectors com-
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(a) τ = 0, PRab = 2.24 dB.
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(b) τ = 10, PRab = 0.36 dB.
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(c) τ = 25, PRab = 2.2423 dB.

Figure 3.1: Tag a BER evaluation at da = 7.5 m, db = 8.0 m.

pared to Viterbi in the asynchronous case is due to the extra induced memory from

the delayed tag b; such delay requires detection of information from additional sym-

bols (compared to the synchronous case), rendering the 2T detectors suboptimal. In

the asynchronous case, the 2T detection of both tags outperforms the 2T detection

of (single) tag a only, as expected. At the high SNR regime, in the order of 15 dB,

offered BER with estimated (perfect) channel is in the order of 3% (0.4%) and thus,

the expected number of erroneously detected RN16 bits is strictly less than 1. The

latter clearly shows that RN16 tag collision is not an issue for the specific detectors.

Moreover, the value of τ in the detectors’ performance is important and presents

an oscillating behaviour; BER is not monotonically increasing (or decreasing) as a

function of τ .
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Figure 3.2: Tag a BER evaluation at τ = 10.
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(b) τ = 45, PRba = 6.81 dB.

Figure 3.3: Tag b BER evaluation at da = 8.5 m, db = 7.6 m.

Fig. 3.2 compares performance of the zero-forcing, the joint 2T and the Viterbi de-

tector for tag a, under perfect CSI, with the same simulation parameters as Fig. 3.1b.

It can be clearly observed that both 2T and the Viterbi detector outperform the ZF

detector; that is expected since the latter does not initially take into account asyn-

chrony, i.e., the time offset between the two tags, before the projection is performed.

Thus, it is important to employ detection techniques that explicitly take into account

asynchronous operation of tags, which is not uncommon in commercial RFID systems.

Figs. 3.3a, 3.3b demonstrate the performance of the 1T , joint 2T and the Viterbi

detectors for tag b data detection in the asynchronous case, where τ = 35 and τ = 45,

respectively, when tag b signal is stronger than tag a. The oscillating BER behaviour
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Figure 3.4: Delay offset impact on BER of tag a.

of Fig. 3.1 is once again observed in both Figs. 3.3a, 3.3b, while the performance gap

between Viterbi and the 1T , joint 2T detectors is clearly more notable in Fig. 3.3b,

for τ = 45. At the high SNR regime around 16 dB, BER with estimated (perfect)

channel is in the order of 10% (2%); 10% BER does not suffice for zero-error RN16

detection of tag b. Thus, it is important for the reader to flip the roles between tag

a and b, and treat the stronger signal as tag a. However, that requires more research

on packet synchronization techniques, that could lock to the stronger packet/tag,

irrespectively of the delay among the two tags. It is noted that the literature typically

offers packet synchronization techniques that lock on the packet that arrives first (e.g.,

work in [44]).

Fig. 3.4 demonstrates detection performance for different delay values, under es-

timated CSI. The parameters used in this simulation are as follows: Pc = 20 dBm,

da = db = 0.6 m, fc = 900 MHz, Fs = 20 MHz, BLF = 100 kHz, η = 0.1, and

va = vb = 2, while 105 Monte Carlo runs were conducted.1 Under perfect CSI, the

observed BER was found equal to BER = 0, while under estimated CSI, the observed

BER was found less than 10−4, for any value of τ . It is noted that under similar

conditions, prior art algorithms in [14], offered BER in the order of BER ≥ 10−4.

1Decimation factor of 4 was also utilized, reducing to L = 50 from nominal L = 200.
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Figure 3.6: Block diagram of the collision resolution process.

Table 3.1: Experimental performance evaluation.

Measured RSSI Single Tag Detection This work
80 cm −9.5 dBm 28.55% 43.25%
130 cm −11.9 dBm 25.80% 33.80%

280 cm (with Amplifier) −15.8 dBm 25.30% 33.20%
300 cm (with Amplifier) −14.5 dBm 11.85% 22.40%

3.2 Experimental Evaluation using

Software-Defined Radio (SDR)

The algorithm was developed in C++ and integrated into the open-source Gen2

software stack developed in [2]. In all experiments, 2 Gen2 UHF RFID tags (1 ALN-

9840-WRW and 1 ZEBRA 4”×2” Z-PERFORM 1500T) were attached to empty

boxes, at various distances away for the reader antennas, as shown in Fig. 3.5. The



3.2. Experimental Evaluation using Software-Defined Radio (SDR) 40

experimental setup included a USRP N200 with an RFX900 daughterboard and two

circularly-polarized MTI MT-242032 antennas (one for Tx and one for Rx) with a

gain of 7 dBic each. A spectrum analyzer was used to measure the received signal

strength indicator (RSSI) at the location of the tags and at the carrier frequency of

868 MHz at which the whole system operated. A 24 dB Mini-Circuits ZRL-1200+

amplifier was also exploited in addition to a 9 dB attenuator between the amplifier and

the RFX daughterboard. The software was executed in a laptop computer. Number

of slots per round was set equal to 1, in order to force the collision. The total

number of inventory rounds was set to 2000 in each experiment and various levels

of distances and respective RSSI were tested. DC cancellation, channel estimation,

time offset estimation and packet synchronization were implemented, as described in

Section 2.4; the whole process followed is visualized at the block diagram of Fig. 3.6.

Since commercial RFID tags were used, their RN16 information is randomized and

thus, not a-priori known. In order to make sure that the algorithm correctly detected

RN16, the following approach was used: a tag will respond with its EPC information

only if the reader acknowledges its correct RN16. Since, collision resolution is executed

at the reader, correct acknowledge of tag RN16 information from the SDR reader will

be followed by EPC transmission from a tag.

Table 3.1 shows the experimental results. For two tags placed 80 cm away from the

reader antennas, the single tag detection algorithm offered successful tag interroga-

tion around 560 times out of 2000 (corresponding to 28.55% success rate); in contrast,

the collision resolution method of this work increased the successful interrogations to

around 865 times out of 2000 (corresponding to 43.25% success rate). It is noted that

single tag detection is utilized in SIC-based techniques, which are more appropriate

for multi-user scenarios with significant differences among the users’ received signal

power. Performance gains around 10% were observed for other communication dis-

tances, with or without the amplifier. Such performance gains in the order of 10%

increase the reading rate of any commercial RFID reader by that amount, without

any hardware modifications and thus, may be of great commercial value. It was also

observed during the experiments that the tags’ RF energy harvesting and backscat-

tering operation was affected in a non-linear way by distance and amplification gain,

as expected; such behaviour will be further studied in future work.
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3.3 Discussion

It was clearly shown that the proposed detectors leveraging the closed form sig-

nal model, demonstrated robust performance in a 2-tags collision scenario. It was

demonstrated for the first time, that even though the performance gap between the

joint 2T and the Viterbi detector is small, the joint 2T detector is not the optimal

detector in this case, since there is extra memory induced due to the delayed response

of the second tag. Furthermore, it was shown that the joint 2T and the Viterbi joint

sequence detector coincide in the synchronous 2-tags case. It was also found that

the offered BER of the detectors does not present a monotonic behaviour but rather

oscillates for different delay values. Asynchronous detection has been overlooked in

classic digital communications; in the era of batteryless, ultra-low cost tags, more

work is clearly needed.



Chapter 4

Multistatic Localization of Gen2

RFID Tags

This chapter contributes to RFID direction-of-arrival (DoA) estimation and mul-

tistatic localization in the following aspects:

• A novel DoA estimation technique (EllDoA) is offered, that utilizes RFID tag

signal phase measurements obtained from two receiver-transmitter pairs;

• It is shown, that the proposed DoA estimation technique, EllDoA, demonstrates

similar performance to the MUSIC algorithm;

• A novel multistatic localization method is proposed that utilizes RFID tag signal

phase measurements from three bistatic RFID readers. It is shown that the

measurements form ellipses in the 2D plane that facilitate the 2D localization

of the RFID tag;

• As a collateral dividend it is shown that the multistatic 2D localization algo-

rithm could facilitate the localization of a mobile robotic platform, equipped

with a Gen2 RFID tag;

• A primal extension of the proposed localization technique to the 3-rd dimension

is offered;

Chapter Organization

The rest of this chapter is organized as follows. Section 4.1 offers the system

model; Section 4.2 presents the DoA estimation techniques; Section 4.3 offers the

multistatic phase-based 2D localization method; finally, Section 4.4 offers a primal

3D localization study.



4.1. System Model 43

4.1 System Model

In the multistatic setup of this work a single transmitter (Tx) antenna and M > 1

receiver (Rx) antennas are utilized, located at the same line (unless otherwise noted).

Thus, the co-linear Tx and Rx antennas and the RFID tag define a plane; the RFID

tag location on that plane is denoted as xT , [xtag ytag]T , while similarly the reader’s

Tx and Rx antenna locations on that plane are denoted as xTx , [xTx yTx]T , xiRx ,

[xiRx y
i
Rx]T , i ∈ {1, 2, . . . ,M} for each one of the M receiving reader’s antennas,

respectively. The end-2-end complex channel gain for path i is denoted as follows:

hi = hCT hTR,i = |hCT hTR,i| e−jφi ∈ C, (4.1)

where hCT and hTR,i denotes the baseband complex channel coefficients for the TX

(carrier emitter) antenna-to-tag and tag-to-i-th receiver antenna, respectively; fur-

thermore, hi ∈ C, |hCT hTR,i| ∈ R+ and φi ∈ [0, 2π). Thus, the induced phase of the

propagation channel hi can be written as follows:

φprop,i ≡ φi = ∠hi =
2π

λ
(dCT + dTR,i) + φmult

i , (4.2)

where dCT , ||xTx−xT||2 is the Euclidean distance between the Tx antenna and the

RFID tag, dTR,i , ||xRx,i − xT||2 denotes the Euclidean distance between the RFID

tag and the i-th Rx antenna, λ stands for the carrier wavelength and φmult
i is the

phase due to multipath, during transmission of Tx and reception of Rx antenna i. In

this work each Tx and Rx antenna belong to distinct software-defined radios (SDR),

synchronized with an external function generator, eliminating carrier frequency offset

(CFO) and phase offset (CPO) among the different Tx and Rx antennas.

The measured phase at the reader is also affected by the tag itself, since the

tag’s reflection coefficient depends on the terminating load, which in turn, depends

on the received power at the tag; the latter is due to various reasons, including the

nonlinear rectifier at the RFID tag that harvests energy from the incoming RF signal.

Thus, the tag itself induces in the phase measurement a term of φtag that depends

on reader’s transmit power, reader antennas locations and tag’s location (since that

term depends on tag’s received power). In addition, there are additional delays due

to cabling (corresponding to constant phase offset φ̂0) as well as phase noise φ̂ni at
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the receiver chain of Rx i. Thus, the overall phase model at Rx i follows:

φout,i = φprop,i + φ̂0 + φtag + φ̂ni

=
2π

λ
(dCT + dTR,i) + φmult

i + φ̂0 + φtag + φ̂ni︸ ︷︷ ︸
φni

=
2π

λ
(dCT + dTR,i) + φni . (4.3)

From Eq. (4.3), it can be observed that any distance dCT + dTR,i with

dCT + dTR,i = λ
φRx,i

2π
+ kiλ, ki ∈ N, (4.4)

outputs the same phase measurement for a given value of noise. Thus, phase mea-

surements introduce distance ambiguity that must be explicitly addressed.

RFID readers typically report a phase value in [−π, π) or [0, 2π). The reader in

the conducted experiments of this work was programmed to report phase in [0, 2π)

and thus, the measured phase from the i-th Rx follows:

φRx,i = φout,i mod 2π

(∗)
=

2π

λ
(dCT + dTR,i) mod 2π + φni mod 2π︸ ︷︷ ︸

φ̃ni

 mod 2π

=

[
2π

λ
(dCT + dTR,i) mod 2π + φ̃ni

]
mod 2π, (4.5)

where at
(∗)
=, the property (α + β) mod γ = [(α mod γ) + (β mod γ)] mod γ was

exploited and φ̃ni has support in [0, 2π).

4.1.1 Phase-Based Preliminaries

Measured phase as in Eq. (4.3), can also be valid if it is reported using a minus

rather than a plus sign, as follows,

φout,i = −2π

λ
(dCT + dTR,i) + φni . (4.6)

The sign of the term 2π
λ

(dCT + dTR,i), which depends on the channels from the trans-

mitter to the tag and from the tag to the receiver, informs whether phase is added or
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subtracted to the phase of the reader.

However, the transformation from phase measurement φ to transmitter-to-tag-to-

i-th receiver distance dCT +dTR,i and vice versa, should explicitly state which formula

is used; this is important since φ− 6= φ+, for phases defined as:

φ− = −2π

λ
(dCT + dTR,i) mod 2π, (4.7)

φ+ = +
2π

λ
(dCT + dTR,i) mod 2π. (4.8)

4.2 Direction-of-arrival Techniques for RFID Tag

Signals

4.2.1 MUltiple SIgnal Classification (MUSIC)

MUSIC is probably the most popular technique for direcion of arrival estimation

in a wireless communications system. In this work, MUSIC is used to estimate the

DoA of the signal from a single RFID tag. Thus, the number of receiving antennas

needs to be Nant ≥ 2. In order to ease notation, the system model presented below

assumes RN16 packet isolation has already taken place (i.e. matched filtering, DC

offset cancellation and separation of the RN16 packet from the rest of the received

samples), thus:

y(t) ≡


y1(t)

...

yNant(t)

 = s(φ)x(t) + n(t) =


1
...

e−j
2πδx sin(φ)(Nant−1)

λ

x(t) +


n1(t)

...

nNant(t)

 ,
(4.9)

where y ≡ y(t) ∈ CNant×1, s(φ) denotes the Nant×1 steering vector, x(t) ∈ C denotes

the backscattered symbol received by the RFID reader at time t, δx denotes the dis-

tance between neighboring antennas of the array and n(t) ∼ CN (0Nant , N0WTs︸ ︷︷ ︸
σ2

I) ≡
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Figure 4.1: DoA estimation based on MUSIC algorithm.

CN (0Nant , σ
2I). The correlation matrix of y can be written as,

R = E[yyH ]

= E[s(φ)xx∗s(φ)H ] + E[nnH ]

= s(φ)||x||22s(φ)H + σ2I

= Rs + σ2I. (4.10)

The signal covariance matrix, Rs, is a Nant×Nant matrix with rank 1. It therefore

has Nant − 1 eigenvectors corresponding to the zero eigenvalue. Let qm be such an

eigenvector. Therefore,

Rsqm = s(φ)||x||22s(φ)Hqm = 0

⇒ qHms(φ)||x||22s(φ)Hqm = 0

⇒ s(φ)Hqm = 0. (4.11)

Eq. (4.11) implies that all Nant − 1 eigenvectors qm of Rs corresponding to the zero

eigenvalue are orthogonal to the signal steering vector.
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CallQn the Nant×(Nant−1) matrix whose columns are these eigenvectors. MUSIC

then plots the pseudo-spectrum through the use of the following function of φ:

PMUSIC(φ) =
1

||QH
n s(φ)||2

. (4.12)

Note that since the eigenvectors making up Qn are orthogonal to the signal steering

vectors, the denominator becomes zero when φ is the signal’s direction. Therefore, the

estimated signal direction is the largest peak in the pseudo-spectrum, also visualized

in Fig. 4.1.

However, in any practical scenario, the signal covariance matrix Rs would not

be available. The key is that the eigenvectors in Qn can either be estimated from

the eigenvectors of R or equivalently Qn can be computed from the singular value

decomposition (SVD) of R = Y Y H

Ns
, where Y =

[
y(t) y(t+ Ts) . . .y(t+NsTs)

]
and

Ns the number of snapshots of data. First, the SVD of R is computed as,

R = Q ·Σ ·UH , (4.13)

and second, Q is partitioned to obtain Qn, corresponding to the (Nant − 1) smallest

eigenvalues of Q, which span the noise subspace.

4.2.2 Multistatic Direction-of-Arrival (EllDoA)

This work introduces a novel direction-of-arrival estimation technique, which uti-

lizes the formation of ellipses in a bistatic RFID setup, hence the name EllDoA.

Using Eq. (4.4), the measured phase φmeas,i is converted to a compound distance

value dCT + dTR,i, for a value of ki ∈ {0, . . . , K}. The latter defines i sets of K con-

centric ellipses on the 2D plane. The foci of the i− th set of ellipses, are the locations

of the Tx antenna and the i-th Rx antenna. In contrast to MUSIC, this technique

does not require Nant ≥ 2, but rather, Nant = 2 suffices.

In order to estimate the DoA of the tag’s signal, it is first necessary to compute the

intersection points, p = [p[1] p[2]], of the two sets of ellipses, as in Fig. 4.2. A method

for finding the intersection points of 2 conic sections, is given in Appendix 7.2.1. The
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Figure 4.2: EllDoA method without ambiguity; δx < λ/2.

two sets of ellipses are defined as follows:

(x− x1)2

a2
1[k1]

+
y2

b2
1[k1]

= 1, k1 ∈ {0, . . . , K}, (4.14)

(x− x2)2

a2
2[k2]

+
y2

b2
2[k2]

= 1, k2 ∈ {0, . . . , K}, (4.15)

where ai and bi are the major and minor axes of the ellipses, while (x1, 0) and (x2, 0)

are the centers of the two sets of ellipses, respectively. By convention, it is assumed

that all the antennas lie upon the x-axis; xTx , [xTx 0]T , xiRx , [xiRx 0]T . Hence

the centers of the two ellipse sets are also located upon the x-axis. Even if the setup

was to be rotated (e.g., being carried by a robotic platform), the mapping could still

be translated so that all of the antennas would always lie upon the x-axis for ease of

notation.

By the ellipse definition, dCT +dTR,i is constant for any point (x, y) on the ellipse.

From the latter, it can be easily shown that dCT + dTR,i = 2ai[ki], thus, for any point

on the ellipse it simply follows that:

2ai[ki] = dCT + dTR,i = λ
φRx,i

2π
+ kiλ. (4.16)
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Figure 4.3: EllDoA method with ambiguity; δx > λ/2.

Since the locations of the antennas (i.e., ellipse foci) are known, the distance of the

foci from the center of the ellipse, for the i-th set of ellipses, is calculated as follows:

ci =
|xTx − xiRx|

2
. (4.17)

Notice that ci is obviously independent of the value of ki, since the location of the

foci of the ellipse does not change as more ellipses are generated by increasing the

value of ki.

Finally, the minor axis, bi[ki], of the ellipse, can be calculated by the well known

ellipse formula as follows:

bi[ki] =
√
a2
i [ki]− c2

i . (4.18)

According to [45] the intersection points of the ellipses in a bistatic system, express

the possible target location. However, this information is almost always ambiguous
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because there are several such intersection points, so some means of identifying the

correct one and rejecting the ghosts is required; such a technique will be studied in

the next Section for 2D localization.

The intersection of the two sets of ellipses, stemming from the existence of two Tx-

Rx pairs can offer the DoA of the signal, as shown in Fig. 4.3; in the latter figure, there

is ambiguity since there are two possible directions; such ambiguity could be resolved

by steering the whole antenna axis, e.g., using a robotic platform. Fortunately, such

option is not necessary, as the following theorem suggests; if the spacing δx between

the two receiving antennas satisfies δx < λ/2, the ambiguity disappears, as shown in

Fig. 4.2; that is due to the smaller number of intersection points, [46], [47].

Theorem 2. Assuming one Tx and two Rx antennas located at the same line, if the

distance δx between the two receiving antennas is δx < λ/2, then a unique direction-

of-arrival (DoA) θ of the tag signal can be found, irrespectively of the Tx antenna

location.

Such unique DoA when δx < λ/2 is given in close form in the following lemma:

Lemma 4. Assume one Tx and two Rx antennas located at the same line, φA ≡ φRx,1,

φB ≡ φRx,2 denote the phase at the receiving antennas, respectively and α
4
= ||xT −

xRx,1||2, β
4
= ||xT − xRx,2||2.

If the distance δx between two receiving antennas satisfies δx < λ/2, then direction-

of-arrival (DoA) θ of the tag signal, i.e., the angle between the direction-of-arrival and

the perpendicular to the line of the antennas, passing from one of the Rx antennas

(from receiving antenna that offers φA if α > β, or from receiving antenna that offers

φB if β > α), is given by:

For α > β,

θ ≈

 sin−1
(
λ (φA−φB)

2π δx

)
, if φA > φB,

sin−1
(
λ (φA−φB+2π)

2π δx

)
, if φA < φB,

and for α < β,

θ ≈

 sin−1
(
−λ (φA−φB−2π)

2π δx

)
, if φA > φB,

sin−1
(
−λ (φA−φB)

2π δx

)
, if φA < φB.

Both Theorem 2 and Lemma 4 assume far-field propagation, i.e., tag is located
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at least 10λ away from the antennas. Their proof is based on non-trivial geometry

arguments and modulo operator properties and is omitted from this thesis work.

All in all, the following 2 conditions must be satisfied, to accurately estimate the

DoA of the tag’s signal:

i) the 2 receiver antennas should be placed δx ≤ λ
2

apart,

ii) intersection points found behind the receiver antennas are disregarded.

Choosing any of the intersection points, p, that satisfy the second one of the above

conditions, a DoA estimate of the tag’s signal is obtained by:

θ̂0 = 90◦ − tan−1

(
p[2]

p[1]− xs

)
· 180◦

π
, (4.19)

where xs = (x1
Rx+x2

Rx)/2 is the x-axis coordinate of the midpoint of the 2 Rx antennas

(in case they are shifted from the origin), the arctangent function tan−1(·) returns

values in the closed interval [−π, π] and eventually θ̂0 takes values in [−90◦, 90◦]

interval. The intersection points are co-linear in this setup and thus a more robust

DoA estimate can be obtained by averaging over K intersection points as follows,

θ̂0 = 90◦ − 1

K

K−1∑
k=0

tan−1

(
pk[2]

pk[1]− xs

)
· 180◦

π
. (4.20)

4.3 Multistatic 2D Localization

As already mentioned earlier, 2 ellipses (i.e., 2 receiver-transmitter pairs) do not

suffice for identifying the true target location. Even though RSSI measurements

could help narrow down the possible locations to perhaps a couple of points, it is not

a robust distance metric and is thus neither studied nor utilized at all in this 2D/3D

localization work.

Utilizing a 3-rd receiver antenna can solve the problem of ghosting. In a multistatic

setup with 3 receiver antennas and 1 transmitting antenna (or vice-versa), there is

only a single point on the 2D plane at which all 3 ellipses would simultaneously

intersect. The latter can be visualized through Fig. 4.4. Thus, 2D localization with

3 transmit-receive pairs is as easy as just finding the only common intersection point

of all 3 ellipse sets. That point must simultaneously satisfy all 3 of the following
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Figure 4.4: Multistatic 2D localization of an RFID tag.

equations:

(x− x1)2

a2
1[k1]

+
y2

b2
1[k1]

= 1, (4.21)

(x− x2)2

a2
2[k2]

+
y2

b2
2[k2]

= 1, (4.22)

(x− x3)2

a2
3[k3]

+
y2

b2
3[k3]

= 1, (4.23)

where ki ∈ {0, . . . , K}.

4.4 Multistatic 3D Localization

The 2D localization algorithm offered in this work, can be easily extended to the

3-rd dimension by utilizing a 4-th receiver antenna, thus, creating a 4-th bistatic

(receiver-transmitter) pair. The 4-th receiver antenna will help estimate the tag’s

location in 3D space, however, it must not be placed co-linearly with the other three
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Figure 4.5: Possible tag locations in 3D, lying upon a half-circle.

receiving antennas since that would not offer any more information useful to localizing

the tag in 3 dimensions.

Let us assume a tag that is not necessarily placed at the same height as the

antennas of the multistatic RFID reader. The 2D localization method, utilizing the

3 co-linear Rx antennas, can estimate the 2D location of the tag assuming it is at the

same height as the reader’s antennas, according to the methodology in Sec. 4.3. The

result of the 2D localization method is a possible tag location upon the same plane

(height) as the reader’s antennas, but not certainly the correct one, since we have

assumed the tag’s height is unknown. To find all possible tag locations, the ellipses

would ’pitch up and down’ like a door hinge, revealing all possible tag locations, that

lie upon a half-circle. Thus, the closest estimate the 2D algorithm could offer, are the

possible tag locations narrowed down to points on a half-circle, as in Fig. 4.5.

To further narrow down the possible tag locations to a single one upon the circle,

a 4-th Rx antenna is necessary. The 4-th Rx antenna was placed above Rx antenna

1, but at a different height, forming a 4-th set of K ellipses (as a bistatic pair with

the Tx antenna). It can be shown, that there exists only a single intersection point

of that new set of ellipses with the half-circle and that is the location of the tag, as

portrayed in Fig. 4.6. The proof of the latter falls out of the context of this primal

3D localization study and is thus omitted.
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Chapter 5

Simulation & Experimental

Evaluation of Multistatic

Localization

In this chapter, performance evaluation of the proposed DoA estimation and

2D/3D localization algorithms is conducted, via MATLAB simulations as well as

with experimental data. Commodity Gen2 RFID tags were used and implementation

of the proposed scheme in MATLAB and software-defined radio.

5.1 Experimental Evaluation of MUSIC and

EllDoA

In all experiments, a single Gen2 UHF RFID tag (ZEBRA 4”×2” Z-PERFORM

1500T) was attached to an empty box. The experimental setup, shown in Fig. 5.1, in-

cluded two USRP N200 SDR devices equipped with an SBX-40 daughterboard each,

implementing a multistatic RFID reader according to the software stack in [2]; 2

circularly-polarized MTI MT-242032 antennas (both for Rx) with a gain of 7 dBic

each and a single FlexiRay SF-2110 5 dBi antenna (for Tx). All of the antennas as

well as the RFID tag, were placed at the same height at all times. In an attempt to

quantify how multipath affected the DoA estimation methods, three different antenna

(and tag) heights were tested in the experiments, 0.9 m, 1.2 m and 1.5 m. There was

no point in testing bigger heights since then the multipath component from the ceil-

ing would also start to affect the phase measurements. A Siglent SDG2042X function

generator was used to provide the two USRPs with common 10 MHz reference clock

and 1PPS input, using equal length cables. UHD Timed commands (see App. 7.3.1)

were used in the GNURadio generated python code to synchronize the two USRPs

according to the guidelines of Ettus Research. It was observed, that the two USRPs

had no carrier frequency offset (CFO), but would still have 4 constant and randomly
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Figure 5.1: Experimental setup for DoA estimation.

repeating phase offsets. Thus, an RF signal generator was used to facilitate the resid-

ual phase offset compensation between the Rx-side local oscillators (LO) of the two

SBX daughterboards. The RF signal generator was placed around 1 m away on the

median of the receiver antennas at DoA = 0◦, thus equidistant from both receiver

antennas and was configured to emit a tone at 868 MHz at which the whole system

operated. The RF signal generator would only be emitting the tone necessary for syn-

chronization, before the RFID reader commenced the interrogation process. Reader

transmission (Tx) power was configured at 25 dBm. An angle finder tool was utilized

to measure the true DoA of the backscattered signal, necessary for comparison to the

estimated DoA. A 24 dB Mini-Circuits ZRL-1200+ amplifier was also exploited, along

with a network switch to connect the two USRP devices with the laptop computer.

The total number of experiments conducted for each antenna height was Nexp = 20.

Various angles were tested during the experiments, while the RFID tag was randomly

placed from 1 m, up to 1.7 m away from the antenna array. The Mean Absolute Error

was measured as follows:

MAE =

∑Nexp

i=1 |θi0 − θ̂i0|
Nexp

, (5.1)

where θi0 and θ̂i0 are the true and estimated DoA at the i-th experiment, respectively.

As it can be clearly observed from Fig. 5.2, both direction-of-arrival estimation
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Figure 5.2: DoA mean absolute error ±1 standard deviation.

techniques, EllDoA and MUSIC, demonstrated almost the exact same performance

throughout all of the experiments. What is more, it was stated clear that the error

was reduced the higher the system was raised, due to the smaller (multi-path) impact

of the ground reflection.

5.2 Simulation Results of 2D Localization

The ultimate purpose of this work was to implement the multistatic 2D localization

method in real-time and track the trajectory of a mobile robotic platform, carrying

an RFID tag and moving arbitrarily in front of the reader’s antennas. Unfortunately,

however, with the current equipment available at the lab, it was impossible to put this

idea into practice. Nonetheless, simulations were conducted and the 2D localization

results of a mobile robotic platform are presented below. The setup used in this

simulation is the same as in Sec. 5.1 with a 3-rd receiver antenna, while the robot

moves in a straight line in front of the antennas; from point (−1, 1) to point (1, 1).

The robot, however, could be performing any trajectory in front of the antennas

and as a matter of fact, another simulated 2D localization scenario is presented in

Fig. 5.3b.

In the above simulations, mean absolute localization error (MAE) E[|e|] and root

mean squared localization error (RMSE)
√
E[|e|2] error metrics were utilized, with

e , ||x̂T − xT||2. Phase noise φni was treated as a random variable in the conducted
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simulations and thus φni ∼ N (0, 1◦), φni ∼ N (0, 25◦) and φni ∼ N (0, 100◦) were tested

for the i.i.d. case, while φn1 ≡ φn2 ≡ φn3 ≡ φn ∼ N (0, 4π2) was tested for the fully

correlated case. The results for both phase noise definition cases are offered below.

The simulation results of the two robot movement scenarios discussed above, are

summarized in Table 5.1, where 100 experiments were conducted for each movement

scenario and phase noise case. It should be noted, that the ellipses included in

Figs. 5.3, 5.4, 5.5, 5.6, only correspond to the rightmost tag location in both cases

and are just plotted as visual aid.
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Figure 5.3: Multistatic 2D localization of a moving robotic platform, where φn ∼
N (0, 4π2) is considered fully correlated.
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Figure 5.4: Multistatic 2D localization of a moving robotic platform, where φni ∼
N (0, 1◦) is considered i.i.d.
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Figure 5.5: Multistatic 2D localization of a moving robotic platform, where φni ∼
N (0, 25◦) is considered i.i.d.
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Figure 5.6: Multistatic 2D localization of a moving robotic platform, where φni ∼
N (0, 100◦) is considered i.i.d.
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Movement Scenario E[|e|] (cm)
√
E[|e|2] (cm)

φn ∼ N (0, 4π2)
Scenario 1 4.85 5.65

Scenario 2 5.33 6.07

φni ∼ N (0, 1◦)
Scenario 1 7.93 12.48

Scenario 2 14.81 20.06

φni ∼ N (0, 25◦)
Scenario 1 24.28 29.77

Scenario 2 42.59 51.68

φni ∼ N (0, 100◦)
Scenario 1 33.10 42.07

Scenario 2 58.07 67.69

Table 5.1: Simulation results of multistatic 2D localization, considering different cases
of phase noise and movement scenarios.

According to the results presented in Table 5.1, it can be deduced that in the i.i.d.

phase noise case, the algorithm’s performance drastically drops with the increase in

phase noise variance. Furthermore, it is observed that different robot trajectories, af-

fect the performance of the proposed multistatic 2D localization technique, especially

in the i.i.d. phase noise case. That is expected since the further away a tag moves

from the receiver’s antennas, the noisier the phase measurements are expected to get

(rich multipath effect), resulting in poorer performance of the localization algorithm.

Last but not least, in the case of fully correlated phase noise, it can be observed that

the algorithm demonstrated surprisingly low localization error around 5 cm.

5.3 Experimental Evaluation of 2D Localization

Algorithm for RFID Tags

The measurement setup used in the multistatic 2D localization experiments is the

same as the one utilized in Sec. 5.1. However, with the equipment at hand it wasn’t

possible to utilize a third receiver antenna. To overcome this challenge, we decided

to emulate the third receiver antenna. More specifically, after enough interrogation

rounds were completed (e.g., 500 rounds), the second antenna was moved further

away at a predetermined position, (x3
Rx, y

3
Rx), for a few more hundreds of interrogation

rounds, without stopping and restarting the RFID reader. Thus, by averaging over

selected time regions (i.e., when the antennas were not moving), phase measurements
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Table 5.2: Experimental MAE/RMSE localization results.

Setup Height Localization Method Tx Power E[|e|] (cm)
√
E[|e|2] (cm)

0.9 m

Multistatic
20 dBm 12.85 13.29

25 dBm 12.39 13.21

RDPF
20 dBm 15.24 15.74

25 dBm 15.77 16.14

ReLock
20 dBm 23.26 24.23

25 dBm 17.19 17.57

1.2 m

Multistatic
20 dBm 10.27 10.64

25 dBm 10.91 11.73

RDPF
20 dBm 14.98 15.21

25 dBm 15.58 16.32

ReLock
20 dBm 19.54 20.67

25 dBm 17.12 17.39

1.5 m

Multistatic
20 dBm 9.18 9.98

25 dBm 9.55 10.06

RDPF
20 dBm 15.83 16.25

25 dBm 15.68 15.89

ReLock
20 dBm 17.89 18.96

25 dBm 17.38 17.68

from 3 different receiver antenna positions were eventually obtained.

The localization experiment was repeated for different setup (antennas and tag)

heights; 0.9 m, 1.2 m and 1.5 m were tested. The total number of experiments

conducted for each transmit power level was Nexp = 10 (i.e., 20 experiments per

antenna height value; 10 experiments per Tx power level). Transmit power levels

tested were in the range of 20 and 25 dBm. During the multistatic experiments,

the RFID tag was randomly placed from 0.6 m, up to 1.7 m away in front of the

antenna array. A laser distance meter was utilized to measure the true location of

the tag, (xT, yT), as accurately as possible, necessary for calculating the algorithm’s

localization error. Execution times were all less than 1 sec, due to the relatively low

number, K = 15, of ellipses calculated for each bistatic pair; with K = 15 the three



5.4. Simulation Results of 3D Localization 62

sets of ellipses cover a distance of around 2.5 m in front of the reader’s antennas,

more than enough for 2D localization of an RFID tag placed up to 1.7 m away.

The multistatic phase-based 2D localization method proposed in this work was

compared to the distance-based particle filtering (RDPF) method developed by our

group, [17] and to ReLock [34]. For the RDPF method, the search area in front of the

antenna, used for the initialization of the particles was set to 2 m × 2 m, while the

number of particles was set to 105. In both RDPF and ReLock methods, the phase

measurements were gathered by the monostatic RFID reader equipped on the robotic

platform of our laboratory (see Fig. 1.3). The localization results of all techniques

evaluated, are offered in Table 5.2.

From Table 5.2, it can be clearly observed, that the proposed multistatic 2D

localization method offered in this work, outperformed the other two methods in all

cases. It was further observed, that for increasing height, the error of the proposed

method was reduced (down to about 9 cm) due to the smaller (multi-path) impact

of the ground reflection; Relock was found sensitive to the number of measurements

(which was higher for higher Tx power), while RDPF offered a robust estimate, even

though with higher error compared to this work.

5.4 Simulation Results of 3D Localization

The proposed 3D localization technique was only evaluated via simulations on

MATLAB, due to the lack of experimental equipment necessary for its physical im-

plementation. Ni = 100 iterations were conducted, while the tag was placed at a

fixed location throughout the experiments. The chosen metrics of performance were

MAE and RMSE, while the same assumptions were made, regarding the phase noise,

as in Section 5.2. From Table 5.3, it can be observed that the proposed 3D localiza-

tion method behaves similarly to the 2D localization method, demonstrating similar

accuracy (in simulation) at each phase noise case. What is more, the localization

accuracy of the method seems to be very promising, clearly highlighting the necessity

for experimental evaluation in the future. However, execution times were all in the

range of around 1 min for a single position estimate, possibly rendering the algorithm

impractical for real-time applications. The latter clearly states, that the program-

ming of the 3D localization algorithm needs to be revised or even re-implemented in

another programming language that is faster than MATLAB.
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E[|e|] (cm)
√
E[|e|2] (cm)

φn ∼ N (0, 4π2) 6.79 9.06

φni ∼ N (0, 1◦) 6.93 11.93

φni ∼ N (0, 25◦) 17.87 24.78

φni ∼ N (0, 100◦) 30.72 35.26

Table 5.3: Simulation results of multistatic 3D localization, considering different cases
of phase noise.

5.5 Discussion

The proposed DoA estimation technique of this work, demonstrated almost iden-

tical performance with the MUSIC algorithm. The experimental DoA estimation

MAE for both techniques, was found to be in the order of 4◦. It was further observed,

that the multistatic 2D localization technique proposed in this work, offered robust

performance in the presence of rich multipath that is present inside our laboratory.

Centimeter-level localization error was demonstrated in the order of 9 cm, even though

the system did not exploit excessive bandwidth or any reference tags. It was further

confirmed via simulation, that the multistatic localization algorithm could perhaps

be applied to track in real-time, the 2D motion of a robotic platform equipped with

a Gen2 RFID tag. Last but not least, proof of concept was given that the 2D local-

ization method can be extended to the 3-rd dimension by utilizing a 4-th receiving

antenna. The latter, even though it could not be experimentally implemented and

evaluated, it was put to test via simulation and promising centimeter-level localization

accuracy was achieved, albeit with increased execution time.
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Conclusion

In this thesis, a concrete system model for the simultaneous asynchronous recep-

tion of 2 Gen2 RFID tags was developed, as well as a novel DoA estimation and

2D/3D localization techniques for Gen2 RFID tags, based upon phase measurements

from a multistatic RFID reader.

6.1 Summary of Thesis Contributions

First and foremost, what this thesis has to offer, is an experimentally validated

2 asynchronous RFID tags collision resolution algorithm. Even though the proposed

Viterbi detector supersedes by a small margin the joint 2T detector, the latter is not

the optimal detector in this problem because of the extra memory induced due to

the delayed response of the second tag. It was also shown for the first time, that the

Viterbi joint detector and the joint 2T detectors coincide in the case of synchronous 2

tags transmission. It was also observed, that the offered BER of the detectors is not

constantly monotonically decreasing as delay values get larger, but rather oscillates

for different delay values.

Comparing the DoA estimation technique of this work to the well-known and

widely used MUSIC algorithm, it was found, that the angle estimation results were

just as good as when the MUSIC algorithm was applied. More specifically, the mean

absolute error of both DoA estimation methods was found to be approximately 4◦, re-

gardless of the operating height of the setup. The multistatic 2D localization method

offered in this work, presented centimeter-level localization error of an RFID tag, de-

spite the rich multipath environment inside our laboratory. It should also be noted,

that no reference tags or excessive bandwidth were utilized to achieve those results.

It was also observed via simulation, that the proposed algorithm could perform 2D

tracking of a mobile robotic platform equipped with a Gen2 RFID tag. The simula-

tion results demonstrated, once again, centimeter-level localization error, which leads

us to believe, that experimental evaluation of the latter would be fairly trivial with
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the right equipment at hand. Last, the proposed 3D localization technique offered

centimeter-level localization error in MATLAB simulations.

6.2 Direction for Future Work

As far as asynchronous detection is concerned, future research will focus on chan-

nel estimation and packet synchronization when more than 2 tags collide, as well

as the integration of the Miller line coding scheme. Regarding the multistatic 2D

localization technique for RFID tags, future work would definitely try to experimen-

tally implement real-time 2D localization of a moving robotic platform, while also

analytically study and explore the 3D localization problem. Last but not least, code

optimization for real-time operation of the 3D localization algorithm would make the

system much more robust and efficient for practical applications.
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Chapter 7

Appendix

7.1 Appendix of Chapter 2

7.1.1 Proof of Theorem 1

Sampling Eq. (2.8) by Ts, the following is obtained:

ỹ[k] , ỹ(kTs) = ha µa xa[k] + hb µb xb[k] + n[k], (7.1)

where xa[k] , xa(kTs), xb[k] , xb(kTs) ∈ {0, 1} and n[k] , n(kTs) Gaussian process

with

E[|n(kTs)|2] =

∫ W

−W
Snn(F ) dF =

N0

2
2W = N0W. (7.2)

Thus, n[k] ∼ CN (0, N0W︸ ︷︷ ︸
2σn

) ≡ CN (0, 2σ2
n).

The discrete baseband equivalent signal over a half-bit duration T/2, using matched

filtering with rectangular pulse, for j = 0 for the first half-bit and j = 1 for the second

half-bit, is obtained as follows:

yj = Ts
∑
k∈Kj

ỹ[k]
1√
LTs

2

=

√
2Ts
L

∑
k∈Kj

ỹ[k]

=

√
2Ts
L

∑
k∈Kj

ha µa xa[k] + hb µb xb[k]

+ nj, (7.3)

where 1/
√
LTs/2 is the appropriate normalisation factor for unit energy, correspond-

ing to orthonormal basis functions for expansion of the received signal with duration

T , j ∈ {0, 1} and K0 = {0, 1, . . . , L/2− 1}, K1 = {L/2, L/2 + 1, . . . , L− 1}.
Each FM0 symbol observed with a T/2 shift can be written as a 2 × 1 complex

vector yi = [yi0 y
i
1]T , where i denotes the i-th received T -duration symbol. With tag
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a perfectly synced to the detection window, one can only observe waveforms S0(t) or

S1(t) for tag a; however, the same does not hold for tag b. Depending on the delay

of tag b RN16 response, a perfect S0(t) or S1(t) waveform might never be observed

in the detection window, but rather a shifted combination of the two.

First, τ < L/2 is assumed, as in the example of Fig. 2.2, where tag a is emitting

S0(t) waveform, which corresponds to xa,i = e0; tag b backscatters S1(t), delayed

by τ samples, corresponding to xb,i = e1. Immediately before that, tag b backscat-

ters S1(t), which corresponds to xb,i−1 = e1. Thus, according to Eq. (7.3) and the

definition of yi, the following vector form is obtained for the specific signals of Fig. 2.2:

yi =


√

2Ts
L

ha µa
L

2
· 1 +

√
2Ts
L

hb µb τ · 1 + ni0√
2Ts
L

haµa
L

2
· 0 +

√
2Ts
L

hbµb

(
L

2
− τ
)
· 1 + ni1



=


√

2Ts
L

ha µa
L

2
· 1 +

√
2Ts
L

hb µb
L

2

(
2τ

L

)
· 1 + ni0√

2Ts
L

ha µa
L

2
· 0 +

√
2Ts
L

hb µb
L

2

(
1− 2τ

L

)
· 1 + ni1


= ha µa

√
T

2

[
1

0

]
+

[
0 2τ

L

0 1− 2τ
L

]
︸ ︷︷ ︸

B(i−1,i)

hb µb

√
T

2

[
0

1

]
+

[
ni0

ni1

]
, (7.4)

where

nij =

√
2Ts
L

∑
k∈Kj

n[k] ∼ CN

0, 2σ2
n

(√
2Ts
L

)2
L

2︸ ︷︷ ︸
N0WTs

 , (7.5)

and hence,

ni =
[
ni0 n

i
1

]T ∼ CN (02, N0WTsI2) . (7.6)

Repeating the process above, for every scenario in Table 2.2 for τ < L/2 and once

more for τ ≥ L/2, while maintaining xa in perfect sync to the detection window, yields

the closed form of B(i−1,i) matrices offered in Table 2.1 and eventually, Eq. (2.14).
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7.1.2 Proof of Eq. (2.18)

The expression of SNRb for τ > 0 is calculated as follows:

SNRb ,

E

[∣∣∣∣B(i−1,i) hb

√
Ebbit

E[|hb|2]
xb,i

∣∣∣∣2
]

E[|ni|2]
=

E
[
xTb,iB

TBxb,i
]
Ebbit

2N0WTs
, (7.7)

where

E
[
xTb,iB

TBxb,i
]

= Exb,i
{
EB|xb,i [x

T
b,iB

TBxb,i]︸ ︷︷ ︸
g(xb,i)

}

=
1

2
g

(
xb,i =

[
1

0

])
+

1

2
g

(
xb,i =

[
0

1

])

=
1

2
[0 1]E

{
BTB|xb,i =

[
0

1

]}[
0

1

]

+
1

2
[1 0]E

{
BTB|xb,i =

[
1

0

]}[
1

0

]
. (7.8)

E[BTB|xb,i] in Eq. (7.8) is calculated as follows:

E[BTB|xb,i] =
∑
BTB

1

4
BTB. (7.9)

For xb,i = [1 0]T , according to Table 2.1,

∑
BTB

1

4
BTB =

1

4

BT
1 B1 +BT

3 B3︸ ︷︷ ︸
τ<L/2

+BT
1 B1 +BT

3 B3︸ ︷︷ ︸
τ≥L/2


=

1

4

[
12L2−24τL+24τ2

L2 0

0 0

]
. (7.10)

Notice that the two BT
j Bj products are for a different range of τ values.
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For xb,i = [0 1]T and according to Table 2.1 in the same fashion,

∑
BTB

1

4
BTB =

1

4

BT
2 B2 +BT

4 B4︸ ︷︷ ︸
τ<L/2

+BT
2 B2 +BT

4 B4︸ ︷︷ ︸
τ≥L/2


=

1

4

[
0 0

0 8L2−24τL+24τ2

L2

]
. (7.11)

Substituting Eqs. (7.10) and (7.11) into Eq. (7.8) we obtain:

E[xTb,iB
TBxb,i] =

1

2
[1 0]

1

4

[
12L2−24τL+24τ2

L2 0

0 0

][
1

0

]
+

1

2
[0 1]

1

4

[
0 0

0 8L2−24τL+24τ2

L2

][
0

1

]

=
5
2
L2 − 6Lτ + 6τ 2

L2
. (7.12)

Eventually, substituting Eq. (7.12) into Eq. (7.7) we obtain:

SNRb =
(5L2 − 12τL+ 12τ 2) Ebbit

4N0WTsL2
. (7.13)

7.1.3 Proof of Eq. (2.20)

The baseband complex channel coefficients hTaR and hTbR are independent random

variables following the Rician distribution according to [39], with parameters κm =
s2

2σ2
g
, where s2 = ρ κm

κm+1
, 2σ2

g = ρ
κm+1

and ρ ≡ σ2
hTmR

. According to [48, Eq. (50)], the



7.2. Appendix of Chapter 4 70

k-th moment of the Rician (Nakagami-n) distribution is calculated as follows:

E[|hTmR|k] , (2σ2
g)
k/2 Γ

(
1 +

k

2

)
1F1

(
−k

2
; 1;− s2

2σ2
g

)
k=4
= 4σ4

g Γ(3) 1F1

(
−2; 1;− s2

2σ2
g

)
= 8σ4

g

(
1 +

s2

σ2
g

+
s4

8σ4
g

)
= 8σ4

g + 8σ2
gs

2 + s4 = 2(2σ2
g)

2 + 4(2σ2
g)s

2 + s4

= 2

(
ρ

κm + 1

)2

+ 4

(
ρ

κm + 1

)
s2 + s4

= 2

(
ρ

κm + 1

)2

+ 4

(
ρ

κm + 1

)2

+

(
ρ κm
κm + 1

)2

=
ρ2 (κ2

m + 4κm + 2)

(κm + 1)2
=

(
σ2
hTmR

)2

(κ2
m + 4κm + 2)

(κm + 1)2
, (7.14)

where 1F1(·) denotes the confluent hypergeometric function.

7.2 Appendix of Chapter 4

7.2.1 Intersection of 2 Conic Sections

The proof of the intersection of 2 conic sections is based on the book of Richter-

Gebert Jrgen, [49]. In general 2 conic sections (ellipses, hyperbolas, parabolas) can

either not intersect at all, or intersect at up to 4 points. Since this work deals with

ellipses, it is known that an ellipse can be transformed from the standard ellipse

equation expressed in Eqs. (4.14),(4.15), to the general form of an equation of a conic

section, which is defined as:

Ax2 + 2Bxy + Cy2 + 2Dx+ 2Ey + F = 0. (7.15)

As a sidenote, if B2 − 4AC < 0, then the conic section is definitely an ellipse. Ex-

panding Eqs. (4.14),(4.15) to the form of Eq. (7.15) we obtain:

b2
1[k1]x2 + a2

1[k1]y2 − 2b2
1[k1]x1x+ (b2

1[k1]x2
1 − a2

1[k1]b2
1[k1]) = 0, (7.16)

b2
2[k2]x2 + a2

2[k2]y2 − 2b2
2[k2]x2x+ (b2

2[k2]x2
2 − a2

2[k2]b2
2[k2]) = 0. (7.17)
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Eqs. (7.16),(7.17) can be further transformed using the matrix representation of conic

sections, which according to Eq. (7.15) is defined as follows:

[
x y 1

]A B D

B C E

D E F


︸ ︷︷ ︸

C

xy
1

 = 0, (7.18)

where C ∈ R3×3. Hence, according to Eq. (7.18) we obtain:

C1 =

 b2
1[k1] 0 −b2

1[k1]x1

0 a2
1[k1] 0

−b2
1[k1]x1 0 (b2

1[k1]x2
1 − a2

1[k1]b2
1[k1])

 , (7.19)

for Eq. (7.16) and

C2 =

 b2
2[k2] 0 −b2

2[k2]x2

0 a2
2[k2] 0

−b2
2[k2]x2 0 (b2

2[k2]x2
2 − a2

2[k2]b2
2[k2])

 , (7.20)

for Eq. (7.17).

The following algorithm roughly describes the process that will be followed to

obtain the intersection points, omitting any formulas.

Algorithm 1: Intersection of 2 conic sections

Input: C1, C2

Output: p
1 Calculate Cλ = µC1 + λC2 such that (λ, µ) 6= (0, 0) and det(Cλ) = 0
2 Create a degenerate conic Cd for some (λ, µ) that are solutions to Step 1
3 Split the degenerate conic Cd into two lines l and m
4 Intersect both lines l and m with the conics C1 and C2

To estimate the intersection numerically, the following pencil of conics, that con-

tains both conics C1 and C2, is constructed,

Cλ = µC1 + λC2. (7.21)

We exploit the conic of the pencil that is represented by straight lines intersecting

both points p1 and p2. This is a degenerate conic (a set of straight lines) whose conic
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matrix determinant is vanishing.

Setting µ = 1 to simplify things, lets us just looking for a value λ 6= 0 such

that det(Cλ) = 0. To find λ the characteristic polynomial of the pencil of conics is

necessary, but before that the pencil of conics is transformed accordingly,

−(C1 + λC2) · (C2)−1 = λI −C1 · (C2)−1 = λI −A. (7.22)

It can be easily observed that solving det(C1 + λC2) = 0 is equivalent to solving

det(λI −A) = 0. In this new formulation, λ represents the eigenvalue of matrix A

and det(λI−A) is the characteristic polynomial of A. The characteristic polynomial

of A (which is a 3× 3 matrix) can be written as:

−λ3 + λ2Tr(A)− λ

2

(
Tr2(A)− Tr(A2)

)
+ det(A) = 0, (7.23)

which has 3 possible solutions (some of the solutions might me double or even com-

plex) denoted as λ1, λ2, λ3. Picking a real valued solution out of the 3 and plugging

it into the pencil of Eq. (7.21), a degenerate conic of the pencil can be identified. In

particular one of the 3 solutions gives,

Cd = C1 + λC2, λ ∈ {λ1, λ2, λ3}, (7.24)

whose determinant is zero. Since Cd is a degenerate conic its rank will either be

1 or 2. Having the matrix representation of the degenerate conic, it can now be

decomposed, according to its rank. If rank(Cd) = 1, then the degenerate conic Cd

can be decomposed to two coincident straight lines of the form:

Cd = lT · l. (7.25)

To decompose Cd into l we can simply pick the i-th row (and the j-th column) of Cd

related to any of the non-vanishing element Cij.

In case rank(Cd) = 2, then the degenerate conic is composed by two intersecting

lines l and m and their intersection point p,

Cd = m · lT + l ·mT . (7.26)

Moreover, any point on one of the two lines l or m belongs to the conic. If p is on l
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then l · p = 0 and

pTCp = pT lT ·mp+ pTmT · lp = 0 ·mp+ pTmT · 0 = 0, (7.27)

similarly, this can be proven for any point q on line m. To decompose this matrix

we are going to recover the intersection point p and subsequently the matrix lT ·m.

To localize p we employ the dual conicU associated toCd. A dual conic represents

the locus of all the tangent lines to Cd. In particular, it can be demonstrated that

this locus is still represented by a quadratic form and its matrix form is given by U ,

which is the adjoint matrix of Cd. The dual conic is composed by a double point

representing the intersection point of the original degenerate conic’s straight lines l

and m.

The intersection point is thus easily recovered given matrix U , by taking the

matrix column Uj related to a non-vanishing element Uij. In particular,

p =
1

Uij
Uj. (7.28)

The intersection point p can be seen as p = l×m. Moreover, given p we can recover

the matrix Sp ≡ Sl×m, where Sp is the skew symmetric matrix associated to the

vector p. If we now consider,

V = C + Sl×m, (7.29)

we can expand it to obtain:

V = lT ·m+mT · l + Sp. (7.30)

By expanding each single element this can be transformed into:

V = 2lT ·m, (7.31)

which is a rank 1 (non-symmetric) matrix. We can then perform the rank 1 decom-

position, described above, to recover l and m given V . Given a non-vanishing value

Vij the two lines can be recovered as:

l ∝ Vi, m ∝ V T
j . (7.32)
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Having obtained now the two lines we can calculate their intersection with the

two conics C1 and C2, where up to four possible intersection points can be obtained

p1, p2, p3 and p4. This is done by solving the following four systems:pT1 ·C1 · p1 = 0

l · p1 = 0
, (7.33)

pT2 ·C1 · p2 = 0

m · p2 = 0
, (7.34)

pT3 ·C2 · p3 = 0

l · p3 = 0
, (7.35)

pT4 ·C2 · p4 = 0

m · p4 = 0
. (7.36)

Some of the points might not have real elements. In that case these points are

disregarded and only the ones with the real elements are kept. If all points have

complex elements then the two ellipses do not have any intersection points.

7.2.2 Proof of EllDoA

Assume a bistatic system of the setup portrayed in Fig. 7.1. Further assume a

single intersection point p of the 2 ellipses. In particular, it can be shown that if

δx ≤ λ/2, then p is produced for k1 = i and k2 = j, where i is not necessarily equal

to j. The intersection point satisfies the following equations:

dCT + dTR,1 = 2a1[k1] = λ
φout,1

360◦
+ k1λ, (7.37)

dCT + dTR,2 = 2a2[k2] = λ
φout,2

360◦
+ k2λ. (7.38)

Subtracting the second equation from the first yields:

dTR,1 − dTR,2 = λ

(
φout,1 − φout,2

360◦
+ k1 − k2

)
. (7.39)
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Rx1Rx2

Figure 7.1: EllDoA receiver topology and angle of arrival.

Assuming far-field propagation, then from Fig. 7.1 it can be shown that,

dTR,2 = dTR,1 + δx sin θ0, (7.40)

where θ0 is the angle of arrival of the tag’s signal. Substituting Eq. (7.40) into

Eq. (7.39) we obtain:

θ0 = sin−1

(
− λ

δx

(
φout,1 − φout,2

360◦
+ k1 − k2

))
. (7.41)

Thus, starting from a single intersection point p of the 2 ellipses, we have shown

that p is indeed at the direction-of-arrival of the signal. To prove that the set of

intersection points are co-linear is now trivial and can be quickly proven by induction.

�

7.3 Appendix of Chapter 5

7.3.1 Synchronization of 2 USRP N200 SDRs using UHD

Timed Commands

As it was already stated in Ch. 4 the USRP devices utilized in this work need to

be synchronized in order to ensure a predictable and repeatable phase offset between
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the receive channels of the USRPs. There are four key elements required for phase

coherent operation of resync-capable USRPs:

1) All USRPs share a common reference clock (10MHz Ref)

2) All USRPs share a common sense of time (PPS)

3) LO and DSP tuning is synchronous

4) Streaming is started synchronously

LO sharing is implemented in some USRP products such as the SBX-40 daughter-

boards. The code that achieves 3) and 4) in software, assuming that the physical

connections required in 1) and 2) are already satisfied, is offered below:

1 def usrp_init(self):

2 self.sink = uhd.usrp_sink(

3 ",".join(("addr0=192.168.10.2,addr1=192.168.10.3", "")),

4 uhd.stream_args(

5 cpu_format="fc32",

6 channels=range(2),

7 ),

8 )

9

10 self.source = uhd.usrp_source(

11 ",".join(("addr0=192.168.10.2,addr1=192.168.10.3", "")),

12 uhd.stream_args(

13 cpu_format="fc32",

14 channels=range(2),

15 ),

16 )

17

18 self.source.set_clock_source('external', 0)

19 self.source.set_time_source('external', 0)

20 self.source.set_clock_source('external', 1)

21 self.source.set_time_source('external', 1)

22 self.sink.set_clock_source('external',0)

23 self.sink.set_time_source('external',0)

24 self.sink.set_clock_source('external',1)

25 self.sink.set_time_source('external',1)

26 self.source.set_time_unknown_pps(uhd.time_spec(0.0))

27 self.sink.set_time_unknown_pps(uhd.time_spec(0.0))

28 self.source.set_samp_rate(self.adc_rate)
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29 self.source.set_gain(self.rx_gain0,0)

30 self.source.set_gain(self.rx_gain1,1)

31 self.source.set_antenna("RX2")

32 self.sink.set_samp_rate(self.dac_rate)

33 self.sink.set_gain(self.tx_gain0, 0)

34 self.sink.set_gain(0, 1)

35 self.sink.set_antenna("TX/RX")

36

37 time.sleep(1)

38

39 self.source.clear_command_time()

40 self.sink.clear_command_time()

41

42 self.source.set_command_time(self.source.get_time_now() + uhd.time_spec_t(0.1));

43 self.sink.set_command_time(self.sink.get_time_now() + uhd.time_spec_t(0.1));

44

45 trequest = uhd.tune_request(868e6, args=uhd.device_addr('mode_n=integer'))

46 self.source.set_center_freq(trequest,0)

47 self.source.set_center_freq(trequest,1)

48 self.sink.set_center_freq(trequest,0)

49 self.sink.set_center_freq(trequest,1)

50

51 self.source.clear_command_time()

52 self.sink.clear_command_time()
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