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## Abstract

Vehicle automation has made tremendous advances in recent decades and the path to full automation of vehicles seems inevitable. In this dissertation, cruise control systems for autonomous vehicles on lane-free roads will be studied. The model depicting the motion of such vehicles is described by a large number of nonlinear continuous-time differential equations. The application of such models in real systems requires conversion of the continuous-time system into a discrete-time system with the additional feature that the values of the input signals are sampled. The modeling and conversion of the continuous-time system into a sampled-data control system will be studied first in this diploma thesis. Next, appropriate design of controllers with discrete sampling will be considered. The design of controllers for discrete sampling systems is performed using the simulation approach in which we first design a controller in the continuous-time domain and then discretize the controller and apply it digitally. Since the digital controller approach can only be successful if the sampling period is sufficiently short, the selection of the sampling period that guarantees the stability of the system to the proposed controllers by discrete sampling will be studied through simulations. At the same time, using appropriate proven Lemmas, it will be examined the occasion when the sampling period changes non- periodically. Then a study will be made through simulations of the discrete-time model when there are saturation effects on the input of the system. Finally, an algorithm will be presented that creates realistic initial positions in order to avoid high initial energies which can lead to a collision course.
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## Chapter 1

## Introduction

In the past few years, vehicle automation has been introduced into our lives, and it's easily observed that the way to full automation in the following decades seems possible. Firstly, the companies related to vehicle automation dealt with developing systems like the cruise control system, which maintains the vehicle speed to a standard point, assisting the driver. Following that process, the industry techniques mentioned above were improved, so that vehicles could take into account the distance from a front vehicle to maintain the desired speed (Adaptive Cruise Control (ACC) systems). Further to this, recent research has indicated the advantages of Cooperative ACC systems (CACC) where communication technologies have been established lest vehicles are wirelessly connected and can communicate, maintaining shorter inter-vehicle distances and increasing the capacity of the roads. Consequently, the safety has increased while the accidents and the congestion have reduced, improving the traffic flow on highways, ([4],[12],[18]). Both ACC and CACC systems have been extensively studied in the literature (see for instance [12], [8], [10], [16], [20], [22]).

A significant segment of research deals with vehicles that abide to a lane discipline, increasing safety since manual driving is simplified. Notably, the control strategies mentioned earlier (ACC, CACC) are developed based on information from the vehicle directly in front or behind (only for CACC). In addition, it should be underlined that drivers in lane-based traffic models must be accustomed to lane-changing, which is a riskier manoeuvre since the driver has to estimate other vehicles' speeds to find a gap to complete the lane-changing process. Modelling lane changes and two-dimensional movement on lane-based roads is a complicated problem, and various approaches have been considered, since lane changing is known to affect both capacity and safety (see for instance [3],[15],[23]).

However, new research material has emerged in the last years that concerns vehicles which operate on lane-free roads ([14],[1]). Thus, vehicles don't have to obey to any restrictions related to lane changing as in conventional traffic since the road has no lanes and the vehicles connect wirelessly or via sensors. Thus, connected and automated vehicles are suitable and more efficient in a lane-free environment where they can use their capabilities to their full extent. These approaches are based on linear systems theory and traditional longitudinal carfollowing models, which, however, do not guarantee: (i) collision avoidance with other vehicles or with the boundary of the road, (ii) positivity of speeds, and (iii) speeds within road speed limits. Apart from the lane-free concept, the capacity and the traffic flow could increase via the "nudging" effect. The term "nudging" describes a virtual force that can exert a vehicle to another one, and it's proved that nudging effect could increase the flow on a ring road and have a strong stabilizing effect; see [11] and references therein.

Considering identical autonomous vehicles described by the bicycle kinematic model and using a family of decentralized controllers (see [9]) for the safe operation of the vehicles on lane-free roads, we obtain the following features:

1. The proposed controllers are fully decentralized, and each vehicle only has access to the distance from the boundaries of the road and the relative distances and relative speeds from adjacent cars.
2. The vehicles may also use relative speeds from adjacent vehicles
3. The vehicles do not collide with each other or with the boundary of the road;
4. The speeds of all vehicles are always positive and remain below a given speed limit;
5. All vehicle speeds converge to a given longitudinal speed set-point;
6. The accelerations, lateral speeds, and orientations of all vehicles tend to zero.

The bicycle kinematic model is selected because it can capture the non-holonomic constraints of the actual vehicle (see [16]).

When calculating the distance between two vehicles, elliptic metrics are adopted, which effectively approach the actual dimensions of the vehicles. Consequently, in comparison to the Euclidean distance, the capacity on the road can increase even more since the elliptic distance assists in the determination of the minimum safety distance between vehicles to avoid collisions. It is vital we select an appropriate "elliptical" distance as we can regulate both the safety distance and the number of vehicles that can be placed laterally on the road. Finally, potential functions have been employed to avoid collisions between vehicles and the road boundary. Potential functions have also been used in certain lane-changing and lane-keeping problems in traffic control (, [7],[21]).

Simulation-wise, several issues emerge when trying to simulate a continuous-time system of ordinary differential equations. Typical methods to approximate the solution of such systems follow from numerical analysis and are known as Range-Kutta methods (see [2]). While for numerical simulations, the solution of a control system can be approximated by the aforementioned methods, in practical applications, a control system acts as a hybrid system, where the model is in continuous-time and the control inputs are discretized and applied in periodic instances (sampled-data systems).

In this diploma thesis, firstly, we discretized the continuous-time bicycle model, which is described in Chapter 3, using sampled-data inputs. This process is necessary since it allows us to develop a code in a programming environment to run numerical simulations using piecewise constant inputs. Following that, we investigate the Maximum Allowable Sampling Period (MASP) under various conditions of the system. Sampling period is specified as the time between two sampling instants and the higher it is, the less time each simulation take. It is noteworthy, that when we discuss about MASP, we assume that the sampling period is constant throughout the simulation. The usage of a constant sampling period for all the vehicles during a simulation seems to be a bit unrealistic and cost prohibitive in terms of execution time. For these reasons, considering appropriate proved conditions, we managed to find efficient ways to calculate the sampling period non-periodically during the simulations in order to reduce the CPU effort and consequently, the execution time. Particularly, we adopt two new methods in which the sampling period can take higher values according to the positions of the other vehicles and the distance from the road boundary. The first method indicates that the
sampling period changes non-periodically, but it is the same for all the vehicles per sampling. This approach is of substantial importance since it speeds-up the execution time considerably. The second method allows the system to asynchronously calculate the sampling period of each vehicle during the episode. In simple words, each vehicle can calculate its own sampling period autonomously. The importance of the second method stems from the fact that in practice, the internal clocks of vehicles are not synchronized and each vehicle updates its control input independently from other vehicles. Execution time-wise the former methods has shown many advantages and evidently they allow the system to increase the average sampling period. Simultaneously, we studied certain properties when the controller measures the speeds of the adjacent vehicles. It was observed that from many perspectives, there exist substantial advantages when the speed of the neighbouring vehicles is measured. Finally, an algorithm that generates initial positions with specific features is presented, which is used since we want to take realistic initial positions when we run simulations. At every stage, simulations and results are displayed.

## Notation

Throughout this thesis, we adopt the following notation.

* $\mathbb{R}_{+}:=[0,+\infty)$ denotes the set of non-negative real numbers.
* By $|x|$ we denote both the Euclidean norm of a vector $x \in \Re^{n}$ and the absolute value of a scalar $x \in \Re$. By $x^{\prime}$ we denote the transpose of a vector $x \in \Re^{n}$. By $|x|_{\infty}=$ $\max \left\{\left|x_{i}\right|, i=1, \ldots, n\right\}$ we denote the infinity norm of a vector $x=\left(x_{1}, x_{2}, \ldots, x_{n}\right)^{\prime} \in \Re^{n}$.
* Let $A \subseteq \Re^{n}$ be an open set. By $C^{0}(A, \Omega)$, we denote the class of continuous functions on $A \subseteq \Re^{n}$, which take values in $\Omega \subseteq \Re^{m}$. By $C^{k}(A ; \Omega)$, where $k \geq 1$ is an integer, we denote the class of functions on $A \subseteq \Re^{n}$ with continuous derivatives of order $k$, which take values in $\Omega \subseteq \Re^{m}$. When $\Omega=\Re$ then we write $C^{0}(A)$ or $C^{k}(A)$. For a function $V \in C^{1}(A ; \Re)$, the gradient of $V$ at $x \in A \subseteq \Re^{n}$, denoted by $\nabla V(x)$, is the row vector $\left[\frac{\partial V}{\partial x_{1}}(x) \cdots \frac{\partial V}{\partial x_{n}}(x)\right]$. By $\nabla^{2} V(x)$ we denote the Hessian matrix at $x \in A \subseteq \Re^{n}$ of a function $V \in C^{2}(A ; \Re)$.


## Chapter 2

## Preliminaries

### 2.1 Sampled-data systems

Most models of real-life control processes are described by differential equations in continuoustime $\dot{x}=f(x, v)$. However, due to digitalization, the control input cannot be applied in continuous-time and thus, a sampled version of the input is applied through a conversion known as Zero-Order-Hold (see [5]).

The idea of sampling consists of defining an exact discrete-time system such that the values of this discrete time system and the continuous time system coincide at the sampling times, e.i. $t_{0}<t_{1}<t_{2}<\ldots<t_{N}$.

Hereinafter, we use the symbol $v$ for the control function in order to emphasize the difference between the continuous time control function $v(\bullet)$ and the discrete time control sequence $u(\bullet)$. To illustrate the idea of sampled-data systems we consider the following simple continuous time control system

$$
\begin{equation*}
\dot{x}(t)=v(t) \tag{2.1}
\end{equation*}
$$

It is obvious that $v(t)$ constitutes a continuous input function. Let us transform the continuous relation above into an exact discrete-time model. By letting $x_{0}=x(0)$ denote the initial condition, it is easily verified that the solutions of the system are given by

$$
\begin{equation*}
x(t)=x_{0}+\int_{0}^{t} v(\tau) d \tau \tag{2.2}
\end{equation*}
$$

By considering the interval $[0, T]$, we obtain:

$$
\begin{equation*}
x(T)=x_{0}+\int_{0}^{T} u(\tau) d \tau \tag{2.3}
\end{equation*}
$$

If we restrict ourselves to constant control functions $u(t) \equiv u \in R$ on the time interval $[0, T]$ (for ease of notation we use the same symbol $u$ for the function and for its constant value), we get

$$
\begin{equation*}
x(T)=x_{0}+T u \tag{2.4}
\end{equation*}
$$

This is the sampled-data model of the continues time system, where the input remains constant between time intervals $[k T,(k+1) T), k=0,1,2, \ldots$

In the next pages we will see that we use sampled data feedback for the actual implementation of our controllers. The whole integration of our continuous time model is presented in Appendix while the results are shown in the Chapter 4.

### 2.2 Bicycle kinematic model

The bicycle kinematic model has long been used as a suitable control-oriented model for representing vehicles because of its simplicity and adherence to the nonholonomic constraints of a car. In the next sentences we describe how it has been developed. The bicycle model we deal with is called as "the front wheel steering model" since the front wheel orientation can be controlled relative to the heading of the vehicle. We assume that the vehicle operates on a 2D plane denoted by the inertial frame FI. The front wheel represents the front right and left wheels of the car and the rear wheel represents the rear right and left wheels of the car.

To analyze the kinematics of the bicycle model, we have to select a reference point $X, Y$ on the vehicle which can be placed at the center of the rear axle (see Figure 2.1), the center of the front axle, or at the center of gravity (cg). The selection of the reference point changes the kinematic equations that result, which in turn change the controller designs we use. In this diploma thesis we assume that the reference point is placed at the center of the rear axle. Following we analyse this assumption.


Figure 2.1: The reference point when considering the rear axle reference point model.

## Rear axle reference point model

We denote the location of the rear axle reference point as $X_{r}, Y_{r}$ and the heading of the bicycle as $\theta$. We use $\sigma$ for the length of the bicycle, measured between the two-wheel axes. The former features constitute our main model states. In addition, we denote the steering angle $\delta$ which is measured relative to the forward direction of the bicycle. Finally the velocity is denoted $v$ and points in the same direction as each wheel, see Figure 2.2. This is an assumption referred to as the no slip condition, which requires that our wheel cannot move laterally or slip longitudinally either.


Figure 2.2: Analysis of the bicycle kinematic model.
Because of the no slip condition, we have that $\omega$ (e.g. the rotation rate of the bicycle $\dot{\theta}$ ), is equal to the velocity over the instantaneous center of rotation radius R. More specifically,

$$
\begin{equation*}
\dot{\theta}=\omega=\frac{v}{R} \tag{2.5}
\end{equation*}
$$

From the similar triangles formed by $L$ and $R$ and $v$ and $\delta$ we get,

$$
\begin{equation*}
\tan (\delta)=\frac{\sigma}{R} \tag{2.6}
\end{equation*}
$$

Finally considering (2.5) and (2.6) we get that,

$$
\begin{equation*}
\dot{\theta}=\omega=\frac{v}{R}=\frac{v}{\frac{\sigma}{\tan (\delta)}}=\frac{v \tan (\delta)}{\sigma} \tag{2.7}
\end{equation*}
$$

In simple words,

$$
\begin{equation*}
\dot{\theta}=v \tan (\delta) \sigma^{-1} \tag{2.8}
\end{equation*}
$$

We can know form the complete kinematic bicycle model for the rear axle reference point. Based on this model configuration, the velocity components of the reference point in the $X$ and $Y$ direction are equal to the forward velocity $v \cos (\theta)$ and $v \sin (\theta)$, respectively. These two relations are combined with the equation for rotation rate to form the rear axle bicycle model where,

$$
\begin{align*}
& \dot{x}=v \cos (\theta) \\
& \dot{y}=v \sin (\theta)  \tag{2.9}\\
& \dot{\theta}_{i}=\sigma^{-1} v \tan (\delta)
\end{align*}
$$

Here, the speed can be considered as a continues time signal. It is also possible to consider a differential equation for the evolution of speed $\dot{v}=F$ where $F$ is the acceleration.

## Chapter 3

## Continuous-time model

Consider n vehicles on a lane-free road of width $2 a>0$, where the bicycle kinematic model describes the movement of each vehicle

$$
\begin{align*}
& \dot{x}_{i}=v_{i} \cos \left(\theta_{i}\right) \\
& \dot{y}_{i}=v_{i} \sin \left(\theta_{i}\right) \\
& \dot{\theta}_{i}=\sigma^{-1} v_{i} \tan \left(\delta_{i}\right)  \tag{3.1}\\
& \dot{v}_{i}=F_{i}
\end{align*}
$$

for $i=1, \ldots, n$, where $\sigma>0$ is the length of each vehicle. Where,

1. $\left(x_{i}, y_{i}\right) \in \Re \times(-a, a)$ is the reference point of the $i_{t h}$ vehicle in an inertial frame with Cartesian coordinates $(X, Y)$, with $\mathrm{i} \in\{1, \ldots, n\}$ and is placed at the midpoint of the rear axle of the vehicle.
2. with $x_{i} \in \Re$ being the longitudinal position and $y \in(-a, a)$ being the lateral position of the vehicle.
3. $v_{i}$ is the speed of the $i_{t h}$ vehicle at the point $\left(x_{i}, y_{i}\right)$.
4. $\theta_{i} \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$ is the angular orientation of the $i_{t h}$ vehicle.
5. $\delta_{i}$ is the steering angle of the front wheels relative to the orientation $\theta_{i}$ of the $i_{t h}$ vehicle.
6. $F_{i}$ is the acceleration of the $i_{t h}$ vehicle.


Figure 3.1: Lane-free road of width $2 \mathrm{a}>\mathrm{a}$ (left). Each vehicle is modelled by the bicycle kinematic model (right).

To simplify the subsequent analysis, we use the preliminary feedback:

$$
\begin{equation*}
u_{i}=\sigma^{-1} v_{i} \tan \left(\delta_{i}\right), \quad i=1, \ldots, n \tag{3.2}
\end{equation*}
$$

Thus, the model (3.1) can be written in the form:

$$
\begin{align*}
& \dot{x}_{i}=v_{i} \cos \left(\theta_{i}\right) \\
& \dot{y}_{i}=v_{i} \sin \left(\theta_{i}\right) \\
& \dot{\theta}_{i}=u_{i}  \tag{3.3}\\
& \dot{v}_{i}=F_{i}
\end{align*}
$$

Let $v^{*} \in\left(0, v_{\max }\right)$ be given (i.e. the speed set-point) and define the set:

$$
\begin{equation*}
S=\Re^{n} \times(-a, a)^{n} \times(-\varphi, \varphi)^{n} \times\left(0, v_{\max }\right)^{n} \tag{3.4}
\end{equation*}
$$

where $\varphi \in\left(0, \frac{\pi}{2}\right)$ is an angle that satisfies,

$$
\begin{equation*}
\cos (\varphi)>\frac{v^{*}}{v_{\max }} \tag{3.5}
\end{equation*}
$$

The set S describes all possible states of the system of n vehicles. More specifically, each vehicle should stay within the road, i.e., $\left(\mathrm{x}_{\mathrm{i}}, \mathrm{y}_{\mathrm{i}}\right) \in \mathrm{R} \times(-\alpha, \alpha)$ for $\mathrm{i}=1, \ldots, \mathrm{n}$, the vehicles should not be able to turn perpendicular to the road, i.e., $\theta_{i} \in\left(-\frac{\pi}{2}, \frac{\pi}{2}\right)$, for $\mathrm{i}=1, \ldots, \mathrm{n}$ and the speeds of all vehicles should always be positive, i.e., no vehicle moves backwards; and respect the road speed limits. The constant $\varphi$ is a safety constraint, to restrict the movement of a vehicle, in terms of orientation.

In what follows, we assume that the distance between vehicles is defined by

$$
\begin{equation*}
d_{i, j}:=\sqrt{\left(x_{i}-x_{j}\right)^{2}+p\left(y_{i}-y_{j}\right)^{2}} \quad \text { for } i, j=1, \ldots, n \tag{3.6}
\end{equation*}
$$

where $\mathrm{p}>0$ is a weighting factor. Note that for $\mathrm{p}=1$ we obtain the standard Euclidean distance, while for larger values of $\mathrm{p}>1$, we have an "elliptical" metric which will allow to approximate more accurately the dimensions of a vehicle.

Let the following notation:

$$
\begin{equation*}
w=\left(x_{1}, \ldots, x_{n}, y_{1}, \ldots, y_{n}, \theta_{1}, \ldots, \theta_{n}, \mathrm{v}_{1}, \ldots, v_{n}\right)^{\prime} \in \Re^{4 n} \tag{3.7}
\end{equation*}
$$

Due to the various constraints that were explained above, the state space of the model is

$$
\begin{equation*}
\Omega:=\left\{w \in S: d_{i, j}>L \quad i, j=1, \ldots, n, j \neq i\right\} \tag{3.8}
\end{equation*}
$$

where L is the minimum acceptable inter-vehicle distance.
As mentioned above, a virtual force called "nudging" is exerted from vehicles to other vehicles to avoid collisions. We consider the potential functions $V:(L,+\infty) \rightarrow \mathbb{R}_{+}$and $U:(-a, a) \rightarrow \mathbb{R}_{+}$ that are both $C^{2}$ functions and satisfy the following properties:

$$
\begin{gather*}
\lim _{x \rightarrow L^{+}}(V(d))=+\infty  \tag{3.9}\\
V(d)=0, \text { for all } d \geq \lambda  \tag{3.10}\\
\lim _{x \rightarrow(-a)^{+}}(U(y))=+\infty, \lim _{x \rightarrow(a)^{-}}(U(y))=+\infty  \tag{3.11}\\
U(0)=0 \tag{3.12}
\end{gather*}
$$

where $\lambda$ is a constant that indicates the distance when two vehicles are not influenced by nudging. The potential function V is designed to exert a repulsive force when two vehicles have distance $d \in(L, \lambda)$, and this repulsive force increases as the distance between vehicle decreases. The potential function $U$ deals with the repulsive force when a vehicle approaches the boundary of the road. Also, a function $\kappa$ will be used, to assist the derived controllers to take into account the speed from the adjacent vehicles. The function has the following property:

$$
\begin{equation*}
\kappa(d)=0, \quad \text { for all } d \geq \lambda \tag{3.13}
\end{equation*}
$$

which implies that when the distance between 2 vehicles is higher than $\lambda$, the function $\kappa(d)$ does not exert any influence on the vehicles.

### 3.1 Problem statement

For n vehicles operating on a lane free road of width $2 \alpha$, a Lyapunov function methodology is applied to design decentralized feedback for $u_{i}$ and $F_{i}$ which ensure the following properties:

P1 For $w(0) \in \Omega$, then $w(t) \in \Omega$ for all $t \geq 0$. This implies that throughout a simulation all the values $x_{i}, y_{i}, v_{i}, \theta_{i} \forall i$ are a part of the state space of the model. Consequently, there are not any collisions among the vehicles or with the boundary of the road and simultaneously all the speeds remain positive and below the given speed limit. Finally, the orientation of each vehicle is bounded by the given value $\varphi \in\left(0, \frac{\pi}{2}\right)$.

P2 The orientation of each vehicle will converge to zero and the speed of each vehicle will converge to the given speed set point.

P3 The accelerations, angular speeds and lateral speed of all vehicles tend to zero.
More specifically,

1. $d_{i, j}(t)>L$ for $t \geq 0 i, j=1, \ldots, n, j \neq i$
2. $y_{i}(t) \in(-a, a)$ for $t \geq 0$
3. $v_{i}(t) \in\left(0, v_{\max }\right)$ for all $t \geq 0$
4. $\theta_{i}(t) \in(-\varphi, \varphi)$ for $t \geq 0$,
5. $\lim _{t \rightarrow \infty}\left(\theta_{i}(t)\right)=0, i=1, \ldots, n$
6. $\lim _{t \rightarrow \infty}\left(v_{i}(t)\right)=v^{*}, i=1, \ldots, n$
7. $\lim _{t \rightarrow \infty}\left(F_{i}(t)\right)=0, i=1, \ldots, n$
8. $\lim _{t \rightarrow \infty}\left(\dot{\mathrm{y}}_{i}(t)\right)=0, \quad i=1, \ldots, n$

We define the Control Lyapunov Function where the feedback laws are appropriately selected to render the derivative of a Lyapunov function negative semi-definite, for all $w \in \Omega$,

$$
\begin{align*}
H(w):= & \frac{1}{2} \sum_{i=1}^{n}\left(v_{i} \cos \left(\theta_{i}\right)-v^{*}\right)^{2}+\frac{1}{2} \sum_{i=1}^{n} v_{i}^{2} \sin ^{2}\left(\theta_{i}\right)+\sum_{i=1}^{n} U\left(y_{i}\right)+\frac{1}{2} \sum_{i=1}^{n} \sum_{i \neq j} V\left(d_{i, j}\right)  \tag{3.15}\\
& +A \sum_{i=1}^{n}\left(\frac{1}{\cos \left(\theta_{i}\right)-\cos (\varphi)}-\frac{1}{1-\cos \varphi}\right)
\end{align*}
$$

where $A>0$ is a parameter of the controller and the Lyapunov function and $v^{*} \in\left(0, v_{\max }\right)$ is a given longitudinal speed set-point.

The function $H$ indicates the total energy of the system of $n$ vehicles and allows to be exploited certain properties of the state space $\Omega$. The first two terms $\left(\frac{1}{2}\left(\sum_{i=1}^{n}\left(v_{i} \cos \left(\theta_{i}\right)-v^{*}\right)^{2}+\right.\right.$ $\left.\frac{1}{2} \sum_{i=1}^{n} v_{i}^{2} \sin ^{2}\left(\theta_{i}\right)\right)$ project the kinetic energy of the system penalizing the deviation of the longitudinal and lateral speed from their desired values $v^{*}$ and zero, respectively. The terms $\left(\sum_{i=1}^{n} U\left(y_{i}\right)+\frac{1}{2} \sum_{i=1}^{n} \sum_{i \neq j} V\left(d_{i, j}\right)\right)$ constitute the potential energy of the system which is produced from the functions $V$ and $U$. Finally, the term $\left(A \sum_{i=1}^{n}\left(\frac{1}{\cos \left(\theta_{i}\right)-\cos (\varphi)}-\frac{1}{1-\cos (\varphi)}\right)\right)$ is a penalty term that blows up when $\theta_{i} \rightarrow \pm \varphi$.

### 3.2 Controllers

The feedback laws for each vehicle $i=1, \ldots, n$ can be designed using the H function in terms of their own speed and orientation and the gradient of the potential functions $V$ and $U$ mentioned earlier.

$$
\begin{gather*}
u_{i}=\left(G_{i}(w)-U^{\prime}\left(y_{i}\right)-p \sum_{j \neq i} V^{\prime}\left(d_{i, j}\right) \frac{\left(y_{i}-y_{j}\right)}{d_{i, j}}-\sin \left(\theta_{i}\right) F_{i}\right)\left(v^{*}+\frac{A}{v_{i}\left(\cos \left(\theta_{i}\right)-\cos (\phi)\right)^{2}}\right)^{-1} \\
F_{i}=-\frac{1}{\cos \left(\theta_{i}\right)}\left(k_{i}(w)\left(v_{i} \cos \left(\theta_{i}\right)-v^{*}\right)+\Lambda_{i}(w)\right) \tag{3.16}
\end{gather*}
$$

where,

$$
\begin{equation*}
G_{i}(w)=-\mu_{1} v_{i} \sin \left(\theta_{i}\right)+\sum_{j \neq i} \kappa\left(d_{i, j}\right)\left(v_{j} \sin \left(\theta_{j}\right)-v_{i} \sin \left(\theta_{i}\right)\right) \tag{3.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\Lambda_{i}(w)=\sum_{j \neq i} V^{\prime}\left(d_{i, j}\right) \frac{\left(x_{i}-x_{j}\right)}{d_{i, j}}-\sum_{j \neq i} \kappa\left(d_{i, j}\right)\left(v_{i} \cos \left(\theta_{j}\right)-v_{i} \cos \left(\theta_{i}\right)\right) \tag{3.19}
\end{equation*}
$$

and

$$
\begin{equation*}
k_{i}(w)=\mu_{2}+\frac{\Lambda_{i}(w)}{v^{*}}+\frac{v_{\max } \cos \left(\theta_{i}\right)}{v^{*}\left(v_{\max } \cos \left(\theta_{i}\right)-v^{*}\right)} f\left(-\Lambda_{i}(w)\right) \tag{3.20}
\end{equation*}
$$

where,
$f \in C^{1}(\mathbb{R})$ is any function that satisfies :

$$
\begin{equation*}
\max (0, x) \leq f(x) \text { for all } x \in \mathbb{R} \tag{3.21}
\end{equation*}
$$

The term $k_{i}(w)$ in the acceleration $F_{i}(t)$ given by (3.17), is a state-dependent controller gain which guarantees that the speed of each vehicle will remain positive and less than the speed limit. The first term in $\Lambda_{i}(w)$ given by (3.19), is the summation of the repulsive forces from vehicles that are withing the nudging area of vehicle $i$ and the second term constitutes the summation of relative longitudinal speeds from vehicles that are in close proximity to vehicle $i$. If $V$ in (3.9), (3.10) is decreasing, then, the first term of (3.19) is negative if vehicle $j$ is behind vehicle $i$, i.e., $\left(x_{i}-x_{j}\right)>0$. Indeed, in this case, we have that $-V^{\prime}\left(d_{i, j}\right)\left(x_{i}-x_{j}\right) d_{i, j}^{-1}>0$, and this term represents the effect of nudging, since vehicles that are close and behind vehicle $i$ will also exert a "pushing" force towards it that will increase its acceleration.

## Remark 1:

1. Properties (3.9) and (3.13) guarantee that the feedback laws (3.16) and (3.17) depend only on information from adjacent vehicles, namely from vehicles that are located at a distance less than $\lambda>0$. Notice also that the control inputs (3.16), (3.17), (3.20) only require the distance and the relative speeds from neighbouring vehicles and not additional information, such as relative orientations $\left(\theta_{i}-\theta_{j}\right) i, j=1, \ldots, n, i \neq j$.
2. Any function $f \in C^{1}(\Re)$ that satisfies (3.21) can be used in (3.20). For instance, the function $f(x)=\frac{\varepsilon}{2}+\frac{1}{2 \varepsilon} x^{2}$ for every $\varepsilon>0$ satisfies (3.21), since $\max (x, 0) \leq|x| \leq \frac{\varepsilon}{2}+\frac{1}{2 \varepsilon} x^{2}$ for all $x \in \Re$. Another function that satisfies (3.21) is the function

$$
f(x)=\frac{1}{2 \varepsilon} \begin{cases}0 & , \text { if } x \leq-\varepsilon  \tag{3.22}\\ (x+\varepsilon)^{2} & , \text { if }-\varepsilon \prec \mathrm{x} \prec 0 \\ \varepsilon^{2}+2 \varepsilon x & , \text { if } x \geq 0\end{cases}
$$

for every $\varepsilon>0$.
This generic design for all the function $f$ will allow to regulate the longitudinal acceleration as desired. For instance, in the first example above, $f$ exhibits quadratic growth while in (3.22) only linear growth for $x \geq 0$.

### 3.3 Theorem 1

Suppose that there exist constants $a>0, \lambda>L>0, p \geq 1$ and $C^{2}$ functions $V:(L,+\infty) \rightarrow$ $\mathbb{R}_{+}, U:(-\alpha, \alpha) \rightarrow \mathbb{R}_{+}$, that satisfy (3.9), (3.10) and (3.11), (3.12), respectively. Moreover, for given constants $v_{\max }>0, v^{*} \in\left(0, v_{\max }\right)$, and $\varphi \in\left(0, \frac{\pi}{2}\right)$ that satisfies (3.5), define function $H: \Omega \rightarrow \mathbb{R}_{+}$by means of (3.15) where $\Omega$ is given by (3.8). Then, for every $w_{0} \in \Omega$ there exists a unique solution $w(t) \in \Omega$ of the initial-value problem (3.3), (3.16), (3.17), (3.20) with initial condition $w(0)=w_{0}$. The solution $w(t) \in \Omega$ is defined for all $t \geq 0$ and satisfies for $i=1, \ldots, n$

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left(v_{i}(t)\right)=v^{*}, \quad \lim _{t \rightarrow \infty}\left(\theta_{i}(t)\right)=0 \quad \lim _{t \rightarrow \infty}\left(u_{i}(t)\right)=0, \quad \lim _{t \rightarrow \infty}\left(F_{i}(t)\right)=0 \tag{3.23}
\end{equation*}
$$

In addition, there exists a non-decreasing function $Q_{k}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}(k=1,2)$ such that $\left|F_{i}(t)\right| \leq Q_{1}(H(w(0))),\left|u_{i}(t)\right| \leq Q_{2}(H(w(0)))$, for all $t \geq 0, \mathrm{i}=1, \ldots, \mathrm{n}$ and for every solution $w(t) \in \Omega$ of (3.3), (3.16) and (3.17).

## Remark 2:

1. The results of Theorem 1 hold true globally, i.e., for any initial condition $w_{0} \in \Omega$.
2. It is important to notice that due to technical constraints, an inequality of the form $\left|F_{i}(t)\right| \leq K$ must be satisfied for all $t \geq 0$, where $K>0$ is a constant that depends on the technical characteristics of the vehicles and the road. Inequality $\left|F_{i}(t)\right| \leq Q_{1}(H(w(0)))$ allows us to determine the set of initial conditions $w_{0} \in \Omega$ for which the inequality $\left|F_{i}(t)\right| \leq$ $K$ holds: it includes the set of all $w_{0} \in \Omega$ with $Q_{1}\left(H\left(w_{0}\right)\right) v_{\max } \leq K$.
3. Although we cannot predict the "ultimate" arrangement of the vehicles on the road (and we cannot even show that a final configuration of the vehicles on the road is attained; see remark below), the limits (3.23) and definitions (3.17) allow us to predict that $\lim _{t \rightarrow+\infty}\left(\sum_{j \neq i} V^{\prime}\left(d_{i, j}(t)\right) \frac{\left(x_{i}(t)-x_{j}(t)\right)}{d_{i, j}(t)}\right)=\lim _{t \rightarrow+\infty}\left(U^{\prime}\left(y_{i}(t)\right)+p \sum_{j \neq i} V^{\prime}\left(d_{i, j}(t)\right) \frac{\left(\frac{\left(y_{i}(t)-y_{j}(t)\right)}{d_{i, j}(t)}\right.}{}\right)=0$ for $i=1, \ldots, n$. Consequently, the "ultimate" arrangement of the vehicles in the road (if such a thing exists) must satisfy the following equation $\sum_{j \neq i} V^{\prime}\left(d_{i, j}\right) \frac{\left(x_{i}-x_{j}\right)}{d_{i, j}}=U^{\prime}\left(y_{i}\right)+$ $p \sum_{j \neq i} V^{\prime}\left(d_{i, j}\right) \frac{\left(y_{i}-y_{j}\right)}{d_{i, j}}=0$ for $i=1, \ldots, n$ as well as the constraints $\left|y_{i}\right|<a$ and $d_{i, j}>L$ for $i, j=1, \ldots, n, j \neq i$. Despite the fact that the constrained system of $2 n$ equations has infinite solutions, not every arrangement of vehicles satisfies the aforementioned constrained system.
4. The proof of the Theorem 1 is presented in [9].

## Chapter 4

## Sampled-data model

For the actual implementation of the controllers, we used sampled-data feedback. Initially, we designed the continuous-time controller that satisfies certain closed-loop control specifications and then we transformed it into a digital controller. This technique is called "emulation" and it has been widely used in the literature, see [13]. More specifically, the control inputs $F_{i}$ and $\delta_{i}$ are digitalized and produce a sequence of control values $F_{i}\left(t_{k}\right), \delta_{i}\left(t_{k}\right)$ using the sampled version of the system's state $w\left(t_{k}\right)$ at each sampling instant $t_{k}+1=t_{k}+T, \quad k=0,1,2, \ldots, T>0, t_{0}$ being the initial time.

Figure 4.1 shows how we have to consider the values of the input Fi when we integrate the continuous model. As mentioned before, the input Fi is digitalized and therefore maintains its value between two sampling time. As a result, when doing the relative integration, we assume that the input is a constant.


Figure 4.1: The way we consider the values of the input Fi when integrating the continuous model.

### 4.1 Exact discrete model

For brevity and conciseness, let

$$
\begin{equation*}
\omega_{i}:=\sigma^{-1} \tan \left(\delta_{i}\right), \text { for } i=1, \ldots, n \tag{4.1}
\end{equation*}
$$

The exact discrete model of (3.3) under constant inputs $F_{i}$ and $u_{i}$ is given by

If $\omega_{i}=0$

$$
\begin{align*}
x_{i}(t+s) & =x_{i}(t)+v_{i}(t) \cos \left(\theta_{i}(t)\right) s+F_{i} \cos \left(\theta_{i}(t)\right) \frac{s^{2}}{2} \\
y_{i}(t+s) & =y_{i}(t)+v_{i}(t) \sin \left(\theta_{i}(t)\right) s+F_{i} \sin \left(\theta_{i}(t)\right) \frac{s^{2}}{2}  \tag{4.2}\\
\theta_{i}(t+s) & =\theta_{i}(t) \\
v_{i}(t+s) & =v_{i}(t)+s F_{i}
\end{align*}
$$

for all $s \in[0, T] ; \quad$ and if $\omega_{i} \neq 0$

$$
\begin{align*}
x_{i}(t+s) & =x_{i}(t)+\frac{1}{\omega_{i}}\left(\sin \left(\theta_{i}(t)+\omega_{i}\left(v_{i}(t)+\frac{1}{2} s F_{i}\right) s\right)-\sin \left(\theta_{i}(t)\right)\right) \\
y_{i}(t+s) & =y_{i}(t)+\frac{1}{\omega_{i}}\left(\cos \left(\theta_{i}(t)\right)-\cos \left(\theta_{i}(t)+\omega_{i}\left(v_{i}(t)+\frac{1}{2} s F_{i}\right) s\right)\right)  \tag{4.3}\\
\theta_{i}(t+s) & =\theta_{i}(t)+\omega_{i}\left(v_{i}(t)+\frac{1}{2} s F_{i}\right) s \\
v_{i}(t+s) & =v_{i}(t)+s F_{i}
\end{align*}
$$

for all $s \in[0, T]$.
In Appendix, there exists the whole procedure of integration with which we get the exact discrete model mentioned above.

### 4.2 Influence of sampling period

The exact discrete model will be used in the numerical simulations of the following Chapters. While the parameters and gains (e.g., A, p, $\mu 1, \mu 2$, etc.) greatly influence the behaviour of our system (such as convergence rate and the magnitude of the acceleration) a decisive factor is the sampling period T . As depicted in the following pages, the sampling period constitutes the most significant value from the perspective of the simulation time. However, an arbitrarily high value of the sampling period will lead to collisions since the vehicles will not have time to renew their control input according to the feedback laws. This feature illustrated in the following examples. The first example illustrates a case where a crash was avoided thanks to the small sampling period whereas in the second example the car collided with the boundary of the road, due to the high sampling period.

As we can see in Figure 4.2, there exists a small enough sampling period ( $\mathrm{T}=0.1$ ), and therefore at the $3^{\text {rd }}$ sampling, the vehicle starts to turn as the feedback laws prevent a crash with the boundary of the road. It should be underlined that the small value of the sampling period plays a significant role here since the vehicle has enough time to renew its values.

In Figure 4.3, the sampling period was too high ( $\mathrm{T}=0.5 \mathrm{sec}$ ), and consequently, the vehicle had no time to re-evaluate its control input according to the feedback laws. Between the two sampling times, the vehicle went towards the road boundary, and the subsequent sampling did not take place as the vehicle crashed. It is easily realized that although high values of the sampling period lead to faster simulation times, sampling period selection is vital since collisions can occur. In the following pages, we will see different and alternative ways to calculate the sampling period efficiently with the guarantee that there will not be any collisions.


### 4.3 Influence of initial energy

While the sampling period constitutes a decisive factor which can lead to collisions, the initial energy of the system can influence it, accordingly. Initial energy is the energy produced by the Lyapunov function $H$ in (3.15) that obtains the system from the initial positions. High initial energy means that the system is far away from convergence. Conversely, small initial energy indicates that the system may converges faster. Next, we will study two examples in which the sampling periods are the same and the only value that changes is the initial energy (e.g. the initial positions, speed, and orientation).

In the snapshots in Figure 4.4 , where the initial energy $H(0)=18.32$ and the sampling period $T=0.1$, there is not any collision neither among vehicles nor with the boundary of the road.


Figure 4.4: A real example with initial energy $\mathrm{H}(0)=18.32$ and sampling period $\mathrm{T}=0.1$.

On the contrary, when observing the snapshots in Figure 4.5, where the initial energy increased to 39.10 , a collision between two vehicles is presented. It is noteworthy that although the sampling period did not change, a crash took place.


Figure 4.5: A real example with initial energy $\mathrm{H}(0)=39.10$ and sampling period $\mathrm{T}=0.1$.

We can realize that for specific potential functions, parameters, gains and constants, the only factors that can lead to a collision, are the initial energy and the sampling period. In Figure 4.6 , we will see the same example as in Figure 4.5 adopting a smaller sampling period $T=0.05$. We can observe that thanks to the smaller sampling period $T$, the orange vehicle managed to avoid the red one, so any collision took place. All parameters, gains, constants and potential function we used are presented in section 5.1.


Figure 4.6: A real example with initial energy $\mathrm{H}(0)=39.10$ and sampling period $\mathrm{T}=0.05$.

## Chapter 5

## Numerical investigation of Maximum Allowable Sampling Period (MASP)

### 5.1 Selection of potential functions, parameters and gains

Taking the occasions above as an example, we can see in the following pages how the initial energy of the system can influence the Maximum Allowable Sampling Period (MASP). Namely, it is investigated the maximum $T>0$ for which $w(t) \in \Omega, t \geq 0$ for all $\mathrm{w}(0) \in \Omega$. In all simulations in this thesis, unless otherwise stated, the following functions will be used,

$$
\begin{gather*}
V(d)= \begin{cases}q_{1} \frac{(\lambda-d)^{3}}{d-L} & L<d \leq \lambda \\
0 & d>\lambda\end{cases}  \tag{5.1}\\
U(y)= \begin{cases}\left(\frac{1}{\alpha^{2}-y^{2}}-\frac{c}{\alpha^{2}}\right)^{4} & -\alpha<y<-\frac{\alpha \sqrt{c-1}}{\sqrt{c}} \text { or } \frac{\alpha \sqrt{c-1}}{\sqrt{c}}<y<\alpha \\
0 & -\frac{\alpha \sqrt{c-1}}{\sqrt{c}}<y<\frac{\alpha \sqrt{c-1}}{\sqrt{c}}\end{cases}  \tag{5.2}\\
\kappa(d)= \begin{cases}q_{2}(\lambda-d)^{2} & L<d \leq \lambda \\
0 & d>\lambda\end{cases}  \tag{5.3}\\
f(x)=\frac{1}{2 \varepsilon} \begin{cases}0 & x \leq-\varepsilon \\
(x+\varepsilon)^{2} & -\varepsilon<x<0 \\
\varepsilon^{2}+2 \varepsilon x & x \geq 0\end{cases} \tag{5.4}
\end{gather*}
$$

where $c \geq 1, q>0$ are design parameters.
Notice that $V$ and $U$ above, satisfy (3.9), (3.10) and (3.11), (3.12), respectively. Simultaneously, $\kappa$ and $f$ satisfy (3.13) and (3.21), respectively. By appropriately selecting the constant $q_{1}$, we can adjust the repulsion force of the potential $V$ in (3.9) and, consequently, the magnitude of the acceleration $F_{i}$, see (3.17). In particular, for small values of $q_{1}$, the values of $V$ (and consequently the acceleration $F_{i}$ ) will be smaller away from $L$, but will increase more sharply as $d$ approaches close to $L$. The constant $c \geq 1$ affects the final configuration of the vehicles relative to the boundary of the road. More specifically, for $c=1$ we have that $U(y)=0$ if $y=0$, which will force the vehicles to form a single platoon in the middle of the road. For $c>1$, we have that $U(y)=0$ in a neighborhood around $y=0$, and the vehicles' converged lateral positions in this case will be within the strip $-\frac{a \sqrt{c-1}}{\sqrt{c}} \leq y \leq \frac{a \sqrt{c-1}}{\sqrt{c}}$. More details can be found in [9].

In table 5.1, all the parameters and gains that we use in the simulations are presented.

| n | 10 vehicles |
| :--- | :--- |
| $\sigma$ | 5 m |
| $v_{\max }$ | $35 \mathrm{~m} / \mathrm{s}$ |
| $\alpha$ | 7.2 m |
| $v^{*}$ | $30 \mathrm{~m} / \mathrm{s}$ |
| $\varphi$ | 0.25 rad |
| p | 5.11 |
| L | 5.59 m |
| $\varepsilon$ | 0.2 |
| $\mu_{1}$ | 0.5 |
| $\mu_{2}$ | 0.1 |
| $q_{1}$ | $3 \cdot 10^{-3}$ |
| $\lambda$ | 25 m |
| A | 1 |
| c | 1.5 |

Table 5.1: The parameters and gains for all the simulations
The selection of these values was based on [9], which also includes a general description on the selection of appropriate gains.

### 5.2 MASP per initial energy

To study the MASP of the model numerically, we consider initial conditions $w(0) \in \Omega$ which satisfy $H(w(0))=l \in \mathbb{R}_{+}$for specific values of $l>0$, where $H$ is defined in (3.15). Finally, it is investigated both the case where the vehicles only measure the distance from neighbouring vehicles $\left(q_{2}=0\right)$ and the case where the vehicles take into account the relative speeds of adjacent vehicles $\left(q_{2} \neq 0\right)$. When the parameter $q_{2} \neq 0$, the function $\kappa(d)$ contributes to our system and consequently, the vehicles measure the neighbouring speeds apart from the distances.


Figure 5.1: The sampling times T for increasing values of H , for different values of $q_{2}$.
Observing Figure 5.1, we realize that while the initial energy increases, the maximum allowable sampling period tends to have minimal values. However, it is noteworthy that as the parameter $q_{2}$ takes greater values, the MASP is higher in comparison to smaller values of $q_{2}$. More specifically, it is presented that for small values of the initial energy, the MASP is approximately 0.01 higher when $q_{2}=0.1$. This feature seems to be a substantial advantage on the controller since we can run simulations in less time. Finally, it should be noted that the approximation of the MASP above corresponds to the specific selection of the potential functions V , U , and the various constants associated with them. For a different selection, it is possible to obtain higher values for the MASP.

## Chapter 6

## State-dependent sampling period

In the previous Chapters, we considered that all the vehicles shared the same sampling period which is constant during the whole simulation. So, at each simulation we had to select a sampling period accordingly. Safety wise, the only guarantee we had when we selected the sampling period was the results of the Figure 5.1 that indicates the MASP per initial energy. Therefore, before the selection of the sampling period, we ought to find the initial energy related to the initial positions as a way to exploit the former results in terms of safety. However, while a constant sampling period for all the vehicles does not seem realistic, the computer needs more effort to complete the simulations. For these reasons, we are interested in alternative ways of sampling period calculation. The subsequent lemmas allow every vehicle to obtain its own sampling period according to:

- Its distance from the other vehicles.
- Its distance from the boundary of the road.
- Its orientation.


### 6.1 Lemma 1

Let $T>0$ and consider model (4.2), (4.3) with $F_{i}(t) \equiv F_{i}, \omega_{i}(t) \equiv \omega_{i}$ for all, $t \in[0, T], k=$ $1, \ldots, n$. Let $w(0) \in \Omega$ be given, where $\Omega$ is defined by means of (3.8). Let also an arbitrary index $i \in\{1, \ldots, n\}$ be given and suppose that for each $j=1, \ldots, n \mathrm{j} \neq \mathrm{i}$ it holds that $v_{j}(T) \in\left(0, v_{\max }\right)$ and $\theta_{j}(T) \in(-\varphi, \varphi)$. Moreover, assume that the following inequalities hold

$$
\begin{gather*}
T<\min \left\{\frac{a-\mid y_{i}(0)}{v_{\max } \sin (\varphi)}, \frac{\min _{j \neq i}\left\{d_{i, j}(0)-L\right\}}{\delta}\right\}  \tag{6.1}\\
-\frac{v_{i}(0)}{T}<F_{i}(0)<\frac{v_{\max }-v_{i}(0)}{T}  \tag{6.2}\\
-\varphi-\theta_{i}(0)  \tag{6.3}\\
v_{i}(0) T+\frac{1}{2} F_{i} T^{2}
\end{gather*} \omega_{i}(0)<\frac{\varphi-\theta_{i}(0)}{v_{i}(0) T+\frac{1}{2} F_{i} T^{2}} .
$$

where $\delta=\sqrt{2} v_{\max } \sqrt{1+(2 p-1) \sin ^{2}(\varphi)}$. Then, $v_{i}(t) \in\left(0, v_{\max }\right), \theta_{i}(t) \in(-\varphi, \varphi), \mathrm{y}_{i}(t) \in$ $(-\alpha, \alpha)$ and $d_{i, j}(t)>L$, for all $t \in[0, T], j=1, \ldots, n j \neq i$. So, it is confirmed that when all the conditions mentioned above hold, then for the vehicle $i$, there is not any crash neither with
other vehicles nor with the boundaries of the road. This holds only until the very next sampling. Lemma 1 provides an upper bound on the sampling period for a vehicle $i$ to satisfy property P1. In practice, each vehicle has its own internal clock and may also have its own sampling period, even in the case of identical vehicles. So, lemma 1 can be exploited for each vehicle autonomously. In simple words, each vehicle will be able to choose its own sampling period based on the distance of the other vehicles and the road boundaries. In the next pages, simulations will be projected according to this method.

### 6.2 Lemma 2

Let $w(0) \in \Omega$ be given, where $\Omega$ is defined by means of (3.8) and consider model (4.2), (4.3) with $F_{i}(t) \equiv F_{i}, \omega_{i}(t) \equiv \omega_{i} \in \mathbb{R}, i=1, \ldots, n$ being constant for all $t \in[0, T]$. Suppose also that (6.1), (6.2) and (6.3) hold for all $i=1, \ldots, n$. Then $w(t) \in \Omega$ for all $t \in[0, T]$.

Lemma 2 suggests that if T is the same for all vehicles and satisfies (6.1), (6.2) and (6.3) for all $i=1, \ldots, n$ then the following implication holds: $w(0) \in \Omega \Rightarrow w(t) \in \Omega$ for all $t \in[0, T]$. So, the lemma 2 can be exploited for non-periodic sampling with all vehicles having the same sampling period T. More specifically, at each sampling every vehicle calculates its own sampling period. After this calculation all the vehicles adopt the smallest sampling period so the lemma 2 can be applied.

The proofs of the Lemma 1 and Lemma 2 are presented in [17].
Remark 3: Classical sampled-data control is based on performing sensing and actuation periodically rather than when the system needs attention, see Chapter 2.1 . Self-triggered control, on the other hand, is proactive and computes the next sampling or actuation instance ahead of time. The term self-triggered control was coined by [19] in the context of real-time systems. A self-triggered implementation of the feedback control laws (3.16), (3.17) has for objective the computation of the actuator values as well as the computation of the next instant of time at which the control law should be recomputed. The state-dependent bounds of Lemma 1 , essentially imply that the considered approach is based on self-triggered control. This is illustrated on Chapter 7.

## Chapter 7

## Applications of state-dependent sampling-period

From now on, we can exploit the lemmas of the previous Chapter to create alternative methods to calculate the sampling period(s) during the simulations. More specifically, these lemmas allow non-periodic and state-dependent sampling periods to be calculated, reducing the simulation time significantly. In the following pages, we investigate three scenarios to calculate the sampling period, observing the simulation time contextually. In addition, we examine some noteworthy features in both cases when $q_{2}=0$ and $q_{2} \neq 0$.

### 7.1 Scenario 1

In this scenario, the sampling period T does not change during the simulation. This implies that all the vehicles have the same constant T. Particularly, in Figure 7.1 we can see a flow chart which describes in short how the algorithm operates in Scenario 1. As we can see, the sampling period T is constant until the end of the simulation. The episode ends when a crash occurs or when the simulation time is complete.

We run simulations with the same design parameters, constants, gains and potential functions as in Chapter 5 adopting the initial positions which are presented in table 7.1:

| vehicles | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ | $\mathbf{8}$ | $\mathbf{9}$ | $\mathbf{1 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{x}$ | 17.8254 | 39.7647 | 55.2647 | 32.0363 | 70.9238 | 57.1023 | 100.0467 | 0.4 | 12.7664 | 87.7138 |
| $\mathbf{y}$ | -0.6695 | -3.3109 | 0.5742 | 5.8221 | 4.3965 | -6.8737 | 2.4528 | -4.2688 | -6.1721 | 6.9079 |
| $\boldsymbol{\theta}$ | -0.0069 | -0.0084 | 0.0252 | -0.0017 | -0.0292 | -0.0391 | 0.015 | 0.0356 | -0.0244 | -0.0255 |
| $\mathbf{v}$ | 24.0623 | 34.7188 | 34.211 | 28.1151 | 33.5243 | 22.7974 | 32.2472 | 25.0238 | 31.8568 | 30.4904 |

Table 7.1: Initial positions for Scenarios 1, 2 and 3.


Figure 7.1: Description of scenario 1 calculation method.


Figure 7.2: Vehicles' trajectories for $q_{2}=0$ and $\mathrm{T}=0.01$.

Figure 7.2 shows the trajectories of the vehicles when $q_{2}=0$ and $T=0.01$. It is verified that the vehicles remain within the boundaries of the road. Notice that the intersection of the trajectories does not imply collision between vehicle, since the minimum inter-vehicle distance is greater than $L$, see Figure 7.3. Properties like the nudging effect and the lane free principle are easily observed. For clarity, the trajectories of 2 vehicles are not shown in the Figure.


Figure 7.3: Minimum inter-vehicle distance for $q_{2}=0$ and $\mathrm{T}=0.01$.


Figure 7.4: Vehicles' trajectories for $q_{2}=0$ and $\mathrm{T}=0.03$.
Figure 7.4 shows the occasion when $q_{2}=0$ and $T=0.03$. We can see that the $6^{\text {th }}$ vehicle was forced to turn dangerously, taking a perpendicular orientation higher than the safety limit. This condition can more than likely lead to a crash either on other vehicles or on the road boundary. On this occasion, a collision with the road boundary occurred after some seconds. We can realize that the high sampling period $T=0.03$ was the main reason this occurred since the $6^{\text {th }}$ vehicle was late to do its subsequent sampling, and consequently, it was forced to obtain high values in terms of orientation while approaching the road. The same effect is mentioned in the example in Chapter 4.

In Figure 7.5, we can see how the orientation $\theta$ changes in both cases when $T=0.1$ and $\mathrm{T}=0.03$. When $T=0.1$ the blue line is smoother because more samplings take place per second. When $T=0.3$ the line changes more abruptly because the sampling period lasts more. As we discussed before, this is the reason why the orientation took extremely high values, leading the vehicle to crash.


Figure 7.5: Orientation of the $6_{t h}$ vehicle for $q_{2}=0$.
Let us investigate the occasion when $\mathrm{q}_{2} \neq 0$ assuming $\mathrm{q}_{2}=0.001$. In Figure 7.6, where $T=0.044$, we can realize that there is not any collision with the road boundary. Moreover, there is not any crash nor among the vehicles, too. Consequently we realize that while $q_{2}$ became higher, the sampling period $T$ (for the same conditions as the previous example for $\left.\mathrm{q}_{2}=0\right)$ had margin to be higher, as well. In addition, the vehicles' trajectories are smoother compared to Figure 7.2. This feature illustrates a substantial advantage when the controller measures the speed of the adjacent vehicles. Apart from the sampling period, in the next pages we will see that when $\mathrm{q}_{2} \neq 0$ we take more efficient results in terms of vehicles' acceleration.


Figure 7.6: Vehicles' trajectories for $q_{2}=0.001$ and $\mathrm{T}=0.044$.

In Figure 7.7, when $q_{2}=0.001$ and $\mathrm{T}=0.048$, it is projected the same issue as in Figure 7.4. The sampling period was too high, so the $6^{\text {th }}$ vehicle was forced to obtain a dangerous orientation, more extensive than the safety limit. In this case, a crash on the road boundary occurred some seconds later, like before.


Figure 7.7: Vehicles' trajectories for $q_{2}=0.001$ and $\mathrm{T}=0.048$.
To understand better the properties and the differences when $q_{2}=0$ and $q_{2} \neq 0$ we run a simulation where the sampling period is the same, letting only the parameter $q_{2}$ to do the difference. Assume $T=0.01$. As we can see in Figure 7.8a, the existence of the value $q_{2}$ efficiently helps the systems to maintain small accelerations. Although the initial maximum acceleration is larger when $q_{2}=0.001$, by taking into account the speeds of neighboring vehicles, the system can maintain its maximum acceleration at lower values, in general. This feature seems extremely important since it improves the driving experience. Evidently, the former feature would influence the value of the $u_{i}$.In Figure 7.8 b it is presented that the values of $u_{i}$ take much lower values when $q_{2} \neq 0$. Particularly, when $q_{2} \neq 0$, the maximum $u_{i}=1.3144$, whereas when $q_{2}=0$, the maximum $u_{i}=3.7539$. This means that the orientation of each vehicle converges to the desired value smoother when the system measures the speeds of the adjacent vehicles. that the values of $u_{i}$ take much lower values when $q_{2} \neq 0$. Particularly, when $q_{2} \neq 0$, the maximum $u_{i}=1.3144$, whereas when $q_{2}=0$, the maximum $u_{i}=3.7539$. This means that the orientation of each vehicle converges to the desired value smoother when the system measures the speeds of the adjacent vehicles.


Figure 7.8: $\operatorname{Max}\left|F_{i}\right|$ and $\left|u_{i}\right|$ for $\mathrm{T}=0.01$.

### 7.2 Scenario 2

In this Scenario, the sampling period T in not constant as in Scenario 1 but is dynamically calculated on the basis of Lemma 2. Lemma 2 illustrates that if all the vehicles have the same sampling period $T$, and (6.1), (6.2), (6.3) are applied for all the vehicles, then until the very next sampling there is not any collision to take place neither among vehicles nor with the boundary of the road. More specifically, T is calculated according to the formula:

$$
T_{k}=\max \left\{\alpha, \beta \min _{i=1, \ldots, n}\left\{\frac{a-\left|y_{i}\left(t_{k}\right)\right|}{v_{\max } \sin (\varphi)}, \frac{\min _{j \neq i}\left\{d_{i . j}\left(t_{k}\right)-L\right\}}{\delta}\right\}\right\}
$$

where $t_{k+1}=t_{k}+T_{k}, k=0,1, \ldots, \alpha>0, \beta \in(0,1)$. The constant $\alpha>0$ provides a lower bound on the sampling period, and $\beta$ adjusts the sampling period in order for (6.1) to hold. We set $\alpha$ as a value which is slightly smaller than the relative MASP and $\beta=0.9$. We use the constant $\alpha$ since we want to avoid computational errors. Let's describe an example how the algorithm works. Initially, the formula calculates, the value $\min \left\{\frac{a-\left|y_{i}\left(t_{k}\right)\right|}{v_{\max } \sin (\varphi)}, \frac{\min _{j \neq i}\left\{d_{i . j}\left(t_{k}\right)-L\right\}}{\delta}\right\}$, for each vehicle, per sampling. Then, it keeps the lowest of all values among the vehicles and multiplies it with the parameter $\beta$. Finally, compares this product with the constant $\alpha$ and adopt the highest of these two values. Then, the algorithm has found the sampling period until the next sampling. In the next sampling the same process will take place. In the following snapshots the former procedure is presented.

S1 We assume 4 vehicles with random initial positions.
S2 We consider the value $m(i)=\min \left\{\frac{a-\left|y_{i}\left(t_{k}\right)\right|}{v_{\max } \sin (\varphi)}, \frac{\min _{j \neq i}\left\{d_{\lambda_{i j} . j}\left(t_{k}\right)-L\right\}}{\delta}\right\}$ for $i=1, \ldots, n$.
S3 We multiply the smallest value of vector $m$ with the parameter b and we get the sampling period $T$ for all the vehicles.

S4 We go to the next sampling.


Figure 7.9: Sampling period calculation in Scenario 2.

Flow chart in Figure 7.10 describes how Scenario 2 works in general. It should be underlined that the algorithm terminates with a different method in comparison to Scenario 1 since the system is not aware of how many loops are needed. Now, using the same system features as in Scenario 1 and the same initial positions, we are in position to present the following results.

Observing Figure 7.11, we can realize how the sampling period changes throughout the simulation. Initially, we see the that the dotted lines concern the occasion when the sampling period is calculated periodically. The red dotted line describes the case where we do not measure the speed of the neighbouring vehicles $\left(q_{2}=0\right)$, whereas the blue one indicates the case where we take into account the speeds of the adjacent vehicles $\left(q_{2} \neq 0\right)$. Conversely, the continuous lines depict the occasion when the sampling period changes non-periodically. The red line concerns the case where $q_{2}=0$ and the blue line the occasion where $q_{2} \neq 0$. In the first 40 seconds, we observe that when $q_{2} \neq 0$, the sampling period tends to note intense fluctuations. This occurs since the energy of the system obtains its highest values at the beginning of the simulation. While the episode is taking place, the energy approaches minimal values and the system tends to convergence. So, the distances among the vehicles and from the road boundary do not have substantial changes. So according to (6.1), we expected this phenomenon as the sampling period in Scenario 2 is influenced by these distances. Besides that, a quite noteworthy feature is that in both cases when $q_{2} \neq 0$ and $q_{2}=0$ the sampling periods exceed the relative values of Scenario 1. Moreover, when $q_{2} \neq 0$ the sampling periods tend to higher values.


Figure 7.10: Description of scenario 2 calculation method.


Figure 7.11: The sampling periods during simulations in both scenarios 1 and 2 when $q_{2}=0$ and $q_{2}=0.001$.
Table 7.2, shows that for the time-interval [0,300s], the execution's runtime for Scenario 2 was 47 s for $q_{2}=0$ and 41 s for $q_{2} \neq 0$. Particularly, as execution time, we mean the real time that the computer needs to run an episode, whereas simulation time is a variable which indicates how long the simulation is, in the programming enviroment. It is evident that for higher simulation times, we obtain higher execution times when all the system features are the same. We used a machine powered by Intel Core i5-6200, 2.30 Ghz , with Matlab. For Scenario 1 , the execution runtime was 204 s for $q_{2}=0$ and 80 s for $q_{2} \neq 0$. These results depict how the non-periodic sampling assisted the computer to run simulations in much less time. However, note that the computation of $T_{k}$ calls for data from all vehicles, hence this handling of sample time may be valuable to speed up the simulation, but it is not for use by real vehicles. In Scenario 3, we consider state-dependent sample times, which are different for each vehicle and can be computed based on decentralized data.

| Simulation Time \\| 300s | $q_{2}=0$ | $q_{2}=0.001$ |
| :--- | :---: | :---: |
| Scenario 1 | 204 s | 80 s |
| Scenario 2 | 47 s | 41 s |

Table 7.2: Execution times when the simulation time equals to 300 s.
Figure 7.12a shows that the existence of $q_{2}$ can assist the system to maintain lower and more realistic accelerations. We observed the same feature in the Figure 7.8a in Scenario 1. More specifically, when $q_{2}=0$, the maximum acceleration tends to obtain values close to $6 \mathrm{~m} / \mathrm{s}^{2}$ whereas when $q_{2} \neq 0$, the maximum acceleration marginally exceeds $4 \mathrm{~m} / \mathrm{s}^{2}$. In addition, it is observed that the system converges faster when $q_{2} \neq 0$. It should be mentioned that this characteristic sometimes can be considered as a disadvantage since the vehicles will probably have sharper movements in order to reach a faster convergence. At the same time, faster convergence of the system in terms of velocity is presented when measuring the speed of the neighbouring vehicles, see Figure 7.12b. Particularly, when $q_{2} \neq 0$, we can see that the absolute values of the quantity $\left|v_{i}(t)-v^{*}\right|$ tend to zero more quickly, during the episode.


Figure 7.12: $\operatorname{Max}\left|F_{i}\right|$ and $\left|v_{i}(t)-v^{*}\right|$ when $q_{2} \neq 0$ and $q_{2}=0$.

### 7.3 Scenario 3

In this scenario, we assume that each vehicle has its own sampling period $T_{i}$ which changes dynamically at each sampling instant. Specifically, each sampling period is computed according to Lemma 1 and depends only on the distance from the neighbouring vehicles and the distance from the boundary of the road. We can see the formula how each sampling period is calculated below:

$$
T_{k}^{i}=\max \left\{\alpha, \beta \min \left\{\frac{a-\left|y_{i}\left(t_{k}^{i}\right)\right|}{v_{\max }^{\sin (\varphi)}}, \frac{\min _{j \neq i}\left\{d_{i . j}\left(t_{k}^{i}\right)-L\right\}}{\delta}\right\}\right\}
$$

where,

$$
t_{k+1}^{i}=t_{k}^{i}+T_{k}^{i}, k=0,1, \ldots, \alpha>0, \beta \in(0,1)
$$

The parameters $\alpha$ and $\beta$ exist for the same reasons as in scenario 2 . Since the sampling period of each vehicle depends on the distance from adjacent vehicles, it is evident that each vehicle has to estimate the position of the other vehicles. However, the vehicles have separate sampling periods and consequently different sum of samplings. In the former scenarios, the sampling period of all the vehicles was calculated simultaneously and it was easy for each vehicle to compute the other vehicles' position. Now, when a vehicle calculates its sampling period, the other vehicles don't probably calculate their own ones. As a result, each vehicle has to do extra calculations to compute the positions of the other vehicles. Flow chart in Figure 7.13 presents the method how this estimation takes place in short. Besides, an specific example how this procedure takes place is presented in Appendix.

Following the this algorithm, we run simulations with the same features as in the previous scenarios in both cases when $q_{2} \neq 0$ and $q_{2}=0$. Initially, in Figures 7.14 and 7.18, we can observe the trajectory of each vehicle and the inter-vehicle minimum distance, respectively. As it is obvious any collision takes place with neither with the boundary of the road nor among the vehciles. Figures 7.15 a and 7.15 b show that when the vehicles take into account the speeds of the adjacent vehicles, the maximum acceleration reduces and the convergence of the system succeeds faster, as well. When realizing that we noticed exactly the same feature in the previous scenarios, we are in position to say that the method of sampling period calculation cannot change the properties of the existence of $q_{2}$, in terms of acceleration and convergence time.


Figure 7.13: Description of scenario 3 calculation method.


Figure 7.14: Vehicles' trajectories when $q_{2}=0.001$.


Figure 7.15: $\operatorname{Max}\left|F_{i}\right|$ and $\left|v_{i}(t)-v^{*}\right|$ when $q_{2} \neq 0$ and $q_{2}=0$.
Figures 7.16 and 7.17 depict the sampling period of 4 vehicles during the simulation when $q_{2}=0$ and $q_{2} \neq 0$, respectively. In these Figures, we can see that each vehicle autonomously and separately calculates its sampling period. It is noteworthy to focus on the sampling periods of the $10^{\text {th }}$ vehicle. As we can see, the sampling periods do not exceed 0.05 since the vehicle is forced to be near to the road boundary since an other vehicle is moving closely to it. As we observed in (6.1) the sampling period of each vehicle is exclusively influenced from its distance from the other vehicles and from the boundary of the road, see Figure 7.14.


Figure 7.16: The sampling periods of 4 of the vehicles during the episode for $q_{2}=0$.


Figure 7.17: The sampling periods of 4 of the vehicles during the episode for $q_{2}=0.001$.


Figure 7.18: The minimum inter-vehicle distance when $q_{2} \neq 0$ and $q_{2}=0$.
Finally in tables 7.3 and 7.4 we can compare the execution times and the average sampling periods for all the scenarios when the simulation time was 300s. We can observe that the $T_{\text {average }}$ for the $2^{\text {nd }}$ scenario increased from 0.051 when $q_{2}=0$ to 0.054 when $q_{2} \neq 0$. This is the reason why the execution time is lower when $q_{2} \neq 0$, as we observed in the $2^{\text {nd }}$ scenario. The most remarkable feature is that despite the $3^{\text {rd }}$ Scenario obtains the highest $T_{\text {average }}$ by far, the execution time is not the shortest. This phenomenon occurs because in Scenario 3, in each sampling, the computer must calculate the temporary position of the other vehicles. This procedure forces the computer to spend more time to complete the episode. Consequently, although the $3^{\text {rd }}$ scenario seems the most realistic, it obtains lower execution times in comparison to the scenario 2 .

| Execution times | $\boldsymbol{q}_{2}=0$ | $\boldsymbol{q}_{\mathbf{2}}=0.001$ |
| :---: | :---: | :---: |
| Scenario 1 | 204 s | 80 s |
| Scenario 2 | $\underline{47 \mathrm{~s}}$ | $\underline{41 \mathrm{~s}}$ |
| Scenario 3 | 69 s | 60 s |

Table 7.3: Execution times when the simulation time equals to 300 s.

| $\mathbf{T}_{\text {average }}$ | $\boldsymbol{q}_{2}=\mathbf{0}$ | $\boldsymbol{q}_{2}=\mathbf{0 . 0 0 1}$ |
| :---: | :---: | :---: |
| Scenario 1 | fixed | fixed |
| Scenario 2 | 0.051 | 0.054 |
| Scenario 3 | $\underline{0.149}$ | $\underline{0.159}$ |

Table 7.4: Average sampling periods when the simulation time $=300$ s.

## Chapter 8

## Saturated control input

Saturation effects occur when any part of a feedback control system reaches a natural limit since every physical actuator is subject to saturation, see [6]. In such cases, the performance of the closed-loop system designed without considering actuator saturation may deteriorate or even lose its stability properties. In control systems, every physical actuator or sensor is subject to saturation owing to its maximum and minimum limits. A saturation function sat $: \mathbb{R} \rightarrow[a, b] \subset \mathbb{R}$ can be symmetrical or asymmetric as below

$$
\operatorname{sat}(x)= \begin{cases}b & x \geq b  \tag{8.1}\\ x & x \in(a, b) \\ a & a \leq x\end{cases}
$$

where $a, b \in \mathbb{R}$.
As already discussed in the previous Chapters, the initial energy of the system $H(w(0))$ plays a crucial role in the values of the acceleration (see Remark 2) and also in the sampling period T. High initial energy implies that the initial speed of the vehicles are away from the desired speed set-point, or that the distances between vehicles or between vehicles and the boundary of the road is very small. In such cases, the acceleration $F_{i}$ may take high values for vehicles to avoid collision and remain within the road. In practical applications however, there are physical limitations. We study below the performance of the system due to saturations on the control inputs of the system.

In the following examples, we examine two occasions. The first example illustrates a case in which the system adopts saturations and the initial energy of the system equals to 81.6431. Conversely, in the second occasion we changed the initial positions and the initial energy increased to 89.7691 . The initial positions are shown in tables 8.1 and 8.2 respectively:

| vehicles | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ | $\mathbf{8}$ | $\mathbf{9}$ | $\mathbf{1 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{x}$ | 17.8254 | 33.7647 | 55.2647 | 32.0363 | 70.9238 | 57.1023 | 100.0467 | 0.4 | 12.7664 | 87.7138 |
| $\mathbf{y}$ | -0.6695 | -0.109 | 0.5742 | 5.8221 | 4.3965 | -6.8737 | 2.4528 | -4.2688 | -6.1721 | 6.9079 |
| $\boldsymbol{\theta}$ | -0.0069 | -0.0084 | 0.0252 | -0.0017 | -0.0292 | -0.0391 | 0.015 | 0.0356 | 0.0244 | -0.0255 |
| $\mathbf{v}$ | 33.0623 | 25.7188 | 34.211 | 28.1151 | 33.5243 | 22.7974 | 32.2472 | 25.0238 | 31.8568 | 30.4904 |

Table 8.1: Initial positions with initial energy $\mathrm{H}(0)=81.6431$.

| vehicles | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ | $\mathbf{6}$ | $\mathbf{7}$ | $\mathbf{8}$ | $\mathbf{9}$ | $\mathbf{1 0}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{x}$ | 17.8254 | 33.7647 | 55.2647 | 32.0363 | 70.9238 | 57.1023 | 100.0467 | 0.4 | 12.7664 | 87.7138 |
| $\mathbf{y}$ | -0.6695 | -0.109 | 0.5742 | 5.8221 | 4.3965 | -6.8737 | 2.4528 | -4.2688 | -6.1721 | 6.9079 |
| $\boldsymbol{\theta}$ | -0.0069 | -0.0084 | 0.0252 | -0.0017 | -0.0292 | -0.0391 | 0.015 | 0.0356 | 0.0244 | -0.0255 |
| $\mathbf{v}$ | 35.0623 | 25.7188 | 34.211 | 28.1151 | 33.5243 | 22.7974 | 32.2472 | 25.0238 | 31.8568 | 30.4904 |

Table 8.2: Initial positions with initial energy $\mathrm{H}(0)=89.7691$.
To run the following simulations, we used periodic sampling with $q_{2}=0$ and $T=0.01$. We used $q_{2}=0$ since higher accelerations can take place and the effects of saturation usage can be shown easier. However we can use saturations either when the sampling is periodic or non-periodic. Hereinafter, we use the saturation function sat : $\Re \rightarrow[-6,3.5] \subset \Re$ :

$$
\operatorname{sat}(x)= \begin{cases}3.5 & x \geq 3.5  \tag{8.2}\\ x & x \in(-6,3.5) \\ -6 & x \leq-6\end{cases}
$$

We will see that when the acceleration takes values that exceed $3.5 \mathrm{~m} / \mathrm{s}^{2}$, then the relative vehicle will maintain its acceleration to $3.5 \mathrm{~m} / \mathrm{s}^{2}$. On the other hand, when the acceleration will be lower than $-6 \mathrm{~m} / \mathrm{s}^{2}$, the relative vehicle will keep this value.

In Figure 8.1 is shown that when $H(w(0))=81.6431$ the vehicles obey the boundaries related to acceleration as mentioned before. Especially two vehicles tend to reach the saturation limits but the system does not allow them to exceed the relative values, as discussed before.


Figure 8.1: Accelerations adopting saturations when initial energy $\mathrm{H}(0)=81.6431$.

At the same time, in Figures 8.2 and 8.3, we can see that no collision took place either with boundary of the road or among the vehicles, respectively. In Figure 8.4 we can see that there no issues occurred from the perspective of orientation, too.


Figure 8.2: Trajectories with initial energy $\mathrm{H}(0)=81.6431$.


Figure 8.3: Minimum inter-vehicle distance with initial energy $\mathrm{H}(0)=81.6431$.
However, in the next example, where the initial positions has changed and simultaneously the initial energy has increased, we can observe a crash. This phenomenon was expected since the system needed even higher acceleration values. In Figure 8.5 is observed that the controllers, obviously do not allow the vehicles to obtain accelerations higher or lower than the saturation limits. In this occasion collision avoidance did not succeed. In Figure 8.6 we can see that a crash between two vehicles took place in the $4^{\text {th }}$ second.


Figure 8.4: Max orientation $|\theta \mathrm{i}|$ with initial energy $\mathrm{H}(0)=81.6431$.


Figure 8.5: Accelerations adopting saturations when initial energy $\mathrm{H}(0)=89.7691$.
This example makes more understandable that the existence of saturations sometimes can lead to collisions. Especially when the initial energy obtains high values. This means that vehicles are initialized in a collision course, with very small distances between them or with the boundary of the road. In practice, since the controllers already guarantee that such case will not occur, it is expected that there would be no collisions. It should be noticed that in the next Chapter we have included an algorithm that allow us to obtain realistic initial conditions, which is not the case in this example. In Figures 8.7a and 8.7b, we can see the behaviour of our vehicles in terms of acceleration without saturations when initial energy equals to 81.6431 and 89.7691, respectively. In the second case the vehicles developed twice the values of acceleration, so it was evident that the systems had more possibilities for a crash when the saturations were adopted. The dotted lines show the saturations we used earlier in order to be realized better the differences in both cases.


Figure 8.6: Minimum-inter vehicle distance when initial energy $\mathrm{H}(0)=89.7691$


Figure 8.7: Accelerations without saturations.
More specifically, if we examine the 8.1 and 8.2 , we will understand that in both cases the initial positions of the vehicles did not change in terms of $x, y$ and $\theta$. Only the speed of the $1^{\text {st }}$ vehicle increased from $33.0623 \mathrm{~m} / \mathrm{s}$ to $35.0623 \mathrm{~m} / \mathrm{s}$. Meanwhile, the $2^{\text {nd }}$ vehicle was only 15.93 m in front of the $1^{\text {st }}$ vehicle with speed $25.7188 \mathrm{~m} / \mathrm{s}$. Consequently, the change in the $1^{\text {st }}$ car in terms of speed played a significant role in the initial energy. This is the reason why the two vehicles obtained high accelerations that exceeded $10 \mathrm{~m} / \mathrm{s}^{2}$. In simple words, the initial positions in the second occasion were unrealistic since the vehicles were forced to crash in the very next second.

## Chapter 9

## Initial positions generator

The initial conditions (position, speed, orientation) heavily influence the transient behavior of the system. As it has been observed in the previous Chapters, through the initial conditions we obtain the initial energy of the system which directly affects the acceleration of the vehicles, the MASP as well as the sampling period T. Besides that, we observed in the latter Chapter that sometimes the initial positions can be unrealistic, as vehicles may be initialized in a collision course which however will not happen in practice since the proposed controllers guarantee safety. For these reasons in this Chapter an algorithm is presented that generates initial positions with several features that are presented below. Initially the system generates arbitrary initial positions and next checks whether these features are satisfied. To simplify exposition, we divide the algorithm into three parts.

### 9.1 Examination if each vehicle is moving dangerously towards the boundary of the road.

In the event of a vehicle is moving towards the boundary of the road, the algorithm calculates the distance between the vehicle and the boundary. If this distance is smaller than $d_{b} m$ (e.g. $d_{b}=2.5 m$ ), the algorithm computes the lateral speed of the vehicle. If the lateral speed of the vehicle $\left(v_{i} \sin \left(\theta_{i}\right)\right)$ is higher than $l_{s} \mathrm{~m} / \mathrm{s}^{2}$ (e.g. $l_{s}=1 \mathrm{~m} / \mathrm{s}^{2}$ ), then the initial positions are rejected. This implies that the vehicle has direction towards the boundary of the road, with high lateral speed. The constants $d_{b}$ and $l_{s}$ are chosen from the operator. The flow chart in Figure 9.1 that describes the method.


Figure 9.1: Examination if each vehicle is moving dangerously towards the boundary of the road.

### 9.2 Examination if each vehicle has in front of it or behind it, another vehicle at a dangerously close distance.

Consider two vehicles, one behind the other, and let the constants $S>0$ and $T_{h}>0$. The constant $S$ indicates a safe distance when the vehicles are stationary, whereas the constant $T_{h}$ constitutes the time-headway that concerns the time when the two vehicles cross the same point on the road. In addition, we assume $V$ is the speed of the rear vehicle. When the distance between these two vehicles is smaller than the value $S+V * T_{h}$, the initial positions are rejected.

We can determine how safe the system is by appropriately choosing the constants $S$ and $T_{h}$ values. It must be mentioned that the method above should apply even when two vehicles are not exactly the one behind the other. Notably, a wider tolerance margin could offer a better drive experience since high accelerations or crashes will be avoided. To make it more understandable, we can observe Figure 9.2.


Figure 9.2: : The two vehicles are in close proximity and at the same time they are not one behind the other.
The distance between the vehicles is small enough and at the same time the two vehicles are not one behind the other. However, a possible overtaking due to nudging forces could lead to negative results since the vehicles will obtain extremely high accelerations. To avoid that, we adopt a constant width that demonstrates a lateral margin.

Finally, when observing Figure 9.3, it is easily understandable that each vehicle according to its speed, obtains a virtual safety parallelogram (taking into account the margin width) in which no other vehicle must be included.


Figure 9.3: The safety parallelogram according to the value $\mathrm{S}+\mathrm{V} T_{h}$.
As we can see, the vehicle 1 has a virtual space that is designed according to its speed at each moment. Vehicles 2 and 4 are rejected since they are included in this space. The flow chart in Figure 9.4 describes the method of this algorithm.


Figure 9.4: Examination whether each vehicle has in front of it or behind it, another vehicle at a dangerously close distance.

### 9.3 Examination if a vehicle has an adjacent vehicle with opposite orientation.

Sometimes, although all the conditions mentioned above are satisfied, the orientation of two vehicles can lead to negative effects. Let's observe Figure 9.5:


Figure 9.5: Two nearby vehicles with opposite orientation.

The vehicles neither approach the boundary of the road nor are included in any safety parallelogram. However, it seems that in the next seconds extremely high accelerations or crash are going to take place. To avoid that, we use the following methodology:

1. For each vehicle, it is checked if there is any adjacent vehicle. To characterize two vehicles "adjacent" we use the area bounded by the largest ellipse which indicates the area where the nudging effect occurs.
2. To inspect if a vehicle $i$ is within the area bounded by the ellipse of a vehicle $j$ we check if their distance is smaller than $\lambda$ :

Then the algorithm checks whether two vehicles are adjacent. If they are, it is calculated:

1. The multiplication of the angles (in terms of $\theta$ ) of the two vehicles. If this value is negative (especially, smaller than a parameter $l m_{\text {theta }}$ ), then we assume that the two vehicles have dangerously opposite orientation.
2. The lateral speeds of the two vehicles. If the relative speed of the two vehicles (absolute value of the sum of each lateral speed) is higher than a constant $l m_{v}$, then we assume that each vehicle dangerously approaches the other one.

If the values of the former calculations exceed the given limits then the initial positions of the vehicles are rejected. Let's see Figure 9.6 to realize better how the ellipses work if the orientation and the lateral speeds exceed the limits.


Figure 9.6: Two vehicles which are concerned adjacent according to their big ellipses.
We observe that one vehicle is within the area bounded from the ellipse of the other vehicle. So the vehicles are adjacent. Since the vehicles have the same length, it is obvious that each vehicle will be inside the other's vehicle ellipse. Finally, it should be mentioned, that this specific condition is checked only if the first two conditions do not hold. For example, two vehicles may be the one behind the other (and simultaneously they may be adjacent). However, this condition has been checked earlier, so the algorithm will never check if the vehicles are adjacent. Following, we can see in Figure 9.7 a flow chart that describes the method.


Figure 9.7: Examination whether a vehicle has an adjacent vehicle with opposite orientation.
As discussed before the initial positions generator must satisfy all the aforementioned conditions in order to create appropriate data. A flow chart which contains all the three parts was avoided since the comprehension of the information would be quite difficult and confusing.

## Chapter 10

## Conclusions

In this diploma thesis, we examined several issues from the perspectives of sampling-data controllers, sampling period, saturated inputs, and initial positions. Initially, we analyzed the continuous model provided by the bicycle kinematic model which we transformed into a discrete one using sampling data. We considered that the inputs were fixed between two sampling times during this transformation. Following this process, we found actual results for the Maximum Allowable Sampling Period per initial energy to select appropriate constant and periodical sampling periods. More specifically, we observed that while the initial energy related to the contextual initial positions increases and exceeds 40, the MASP has to take values that tend to zero. Since a constant sampling period throughout the simulations does not seem realistic, we found alternative ways to calculate the sampling period during the simulations; non-periodically and state-dependently according to the distance of each vehicle from the other vehicles and the boundary of the road. Firstly, we noticed that the execution time was significantly reduced by adopting a non-periodical sampling period (same for all the vehicles per sampling). However, when adopting a state-dependent sampling period, the execution time was reduced too but it did not take smaller values compared to the non-periodical sampling period. As discussed, this occurred because each vehicle has to calculate the temporary positions of the other vehicles while calculating the relative state since the samplings do not take place synchronously. At the same time, we examined the case in which the controllers take into account the speeds of the adjacent vehicles. We saw that when the vehicles measure the speeds of the neighboring vehicles, their trajectories seem smoother, and their maximum acceleration is retained in more natural values. Besides that, a faster convergence was observed. After extracting these results, we noticed that when the initial energy tends to obtain high values, the maximum acceleration of the vehicles sometimes develops unrealistic values. For these reasons, saturations were adopted in order to retain the accelerations in natural values. Evidently, if the difference between the maximum acceleration produced from the controllers and the adopted saturation is high, there exist possibilities for collisions. It should be mentioned that the former condition is importantly influenced by the initial energy of the system. Finally, in order to avoid unrealistic initial positions with extremely high values of acceleration, which probably lead the vehicles to a collision course, we created an algorithm that creates initial positions. These initial positions guarantee that the vehicles 1) will not go towards the road boundary dangerously, and 2) will not have a collision with each other at the very first seconds.

## Appendix

## Integration of continuous model (3.3)

We consider first the case $\omega_{i}=0$.
Using (3.1) and since the input $F_{i}$ is constant on the interval $[0, T]$, i.e., $F_{i}(t)=F_{i}(0)=F_{i}$, we get

$$
\begin{equation*}
\dot{v}_{i}=F_{i} \Rightarrow \int_{0}^{T} \dot{v}_{i} d s=\int_{0}^{T} F_{i} d s \Rightarrow v_{i}(T)=v_{i}(0)+T F_{i} \tag{A1}
\end{equation*}
$$

Since $\omega_{i}=0$, it follows that $\dot{\theta}_{i}=0$, and therefore, $\theta_{i}(t)=\theta_{i}(0)$ for $t \in[0, T]$.
Using again (3.1) model and (A1) we get

$$
\begin{aligned}
\dot{x}_{i}(s)=v_{i}(s) \cos \left(\theta_{i}(s)\right) & \Rightarrow \int_{0}^{T} \dot{x}_{i}(\mathrm{~s}) d t=\int_{0}^{T} v_{i}(s) \cos \left(\theta_{i}(s)\right) d t \Rightarrow \\
\int_{0}^{T} \dot{x}_{i}(s) d s & =\int_{0}^{T}\left(v_{i}(0)+s F_{i}\right) \cos \left(\theta_{i}(s)\right) d s
\end{aligned}
$$

The latter implies that

$$
x_{i}(T)=x_{i}(0)+T v_{i}(0) \cos \left(\theta_{i}(0)\right)+\frac{T^{2}}{2} F_{i} \cos \left(\theta_{i}(0)\right)
$$

With similar arguments, we finally get

$$
\begin{gathered}
\dot{y}_{i}=v_{i} \sin \left(\theta_{i}\right) \Rightarrow \int_{0}^{T} \dot{y}_{i} d s=\int_{0}^{T} v_{i} \sin \left(\theta_{i}\right) d s \Rightarrow \\
\int_{0}^{T} \dot{y}_{i} d s=\int_{0}^{T}\left(v_{i}(0)+s F_{i}\right) \sin \left(\theta_{i}\right) d s \Rightarrow y_{i}(T)=y_{i}(0)+T v_{i}(0) \sin \left(\theta_{i}(0)\right)+\frac{T^{2}}{2} F_{i} \sin \left(\theta_{i}(0)\right)
\end{gathered}
$$

We consider now the case $\omega_{i} \neq 0$

$$
v_{i}(T)=v_{i}(0)+T F_{i} \quad \text { by }(\mathrm{A} 1)
$$

Since $\omega_{i} \neq 0$, it follows that $\dot{\theta}_{i} \neq 0$,
In addition we assume that $\omega_{i}$ is constant on the time interval $[0, T]$ i.e., $\omega_{i}(t)=\omega_{i}(0)=\omega_{i}$.

Since $\omega_{i}=\sigma^{-1} \tan \left(\delta_{i}\right)$, we get that $\delta_{i}$ is constant on the time interval $[0, T]$, too. Namely, $\delta_{i}(t)=\delta_{i}(0)=\delta_{i}$.

Using (3.1) model and (A1) we get

$$
\begin{gathered}
\dot{\theta}_{i}(s)=\sigma^{-1}\left(v_{i}(s) \tan \left(\delta_{i}\right)\right) \Rightarrow \\
\int_{0}^{T} \dot{\theta}_{i}(\mathrm{~s}) d s=\int_{0}^{T} \sigma^{-1}\left(v_{i}(s) \tan \left(\delta_{i}\right)\right) d s \Rightarrow \\
\int_{0}^{T} \dot{\theta}_{i}(\mathrm{~s}) d s=\int_{0}^{T} \sigma^{-1}\left(\left(v_{i}(0)+s F_{i}\right) \tan \left(\delta_{i}\right)\right) d s \Rightarrow \\
\int_{0}^{T} \dot{\theta}_{i}(\mathrm{~s}) d s=\sigma^{-1} \int_{0}^{T} v_{i}(0) \tan \left(\delta_{i}\right)+s F_{i} \tan \left(\delta_{i}\right) d s \Rightarrow
\end{gathered}
$$

The latter implies that

$$
\theta_{i}(T)=\theta_{i}(0)+\sigma^{-1}\left(T v_{i}(0) \tan \left(\delta_{i}\right)+\frac{T^{2}}{2} F_{i} \tan \left(\delta_{i}\right)\right)
$$

Using again (3.1) model and (A1) we get

$$
\begin{gathered}
\dot{x}_{i}(s)=v_{i}(s) \cos \left(\theta_{i}(s)\right) \Rightarrow \\
\int_{0}^{T} \dot{x}_{i}(\mathrm{~s}) d s=\int_{0}^{T} v_{i}(s) \cos \left(\theta_{i}(s)\right) d s \Rightarrow \\
\int_{0}^{T} \dot{x}_{i}(\mathrm{~s}) d s=\int_{0}^{T}\left(v_{i}(0)+s F_{i}\right) \cos \left(\theta_{i}(0)+\sigma^{-1}\left(s v_{i}(0) \tan \left(\delta_{i}\right)+\frac{s^{2}}{2} F_{i} \tan \left(\delta_{i}\right)\right)\right) d s \Rightarrow \\
\int_{0}^{T} \dot{x}_{i}(\mathrm{~s}) d s=\frac{\sigma}{\tan \left(\delta_{i}\right)} \int_{0}^{T} \frac{\tan \left(\delta_{i}\right)}{\sigma}\left(v_{i}(0)+s F_{i}\right) \cos \left(\theta_{i}(0)+\sigma^{-1}\left(s v_{i}(0) \tan \left(\delta_{i}\right)+\frac{s^{2}}{2} F_{i} \tan \left(\delta_{i}\right)\right)\right) d s
\end{gathered}
$$

Which implies that

$$
x_{i}(T)=x_{i}(0)+\frac{1}{\omega_{i}}\left(\sin \left(\theta_{i}(0)+\omega_{i}\left(v_{i}(0)+\frac{T}{2} F_{i}\right) T\right)-\sin \left(\theta_{i}(0)\right)\right)
$$

Following the same process using (3.1) model and (A1), we get

$$
y_{i}(T)=y_{i}(0)+\frac{1}{\omega_{i}}\left(\cos \left(\theta_{i}(0)\right)-\cos \left(\theta_{i}(0)+\omega_{i}\left(v_{i}(0)+\frac{T}{2} F_{i}\right) T\right)\right)
$$

This completes the integration procedure.

## Scenario 3 | An example

Let us assume an arbitrary vehicle $i$. Using,

1. the ODEs of model (3.1),
2. the sampling time of the vehicle $i$,
3. the latter sampling times of the other vehicles
4. the values $x, y, \theta, v$ of the other vehicles at their latter sampling time,
the vehicle $i$ can estimate the temporary positions of the other vehicles in order to calculate its sampling period.

Firstly, all the vehicles have to initialize their values related to sampling period. Let us assume:

1. T_last $(\mathrm{i})=$ the time when the last sampling of the vehicle $i$ took place.
2. $\mathrm{T}(\mathrm{i})=$ the exact sampling period of the vehicle $i$.
3. T_next(i)= the time when the next sampling of the vehicle $i$ takes place.
4. TIME $=$ the time we are in each loop.


Figure 1: Vehicles' initial values related sampling period.
At the first loop in Figure 1, it is obvious that the variables T_next and $T$ are the same for all the vehicles since the variable TIME $=0$. Only for the first loop applies that $\mathrm{T}_{-}$next $=\mathrm{T}+$ TIME for all the vehicles. Now, the system has to find the vehicle which is going to be sampled sooner. Namely, it has to find the smallest value of the vector $T_{-}$next and the vehicle which possesses this value. As we can see, it is the $3^{r d}$ vehicle with $T_{\text {_ }}$ next $=0.1$. At this time, observing Figure 2 , the system changes the variable TIME to 0.1 and starts the sampling process of the $3^{\text {rd }}$ vehicle. As the other vehicles have not been sampled yet, the estimation of their position will take place via the following Euler's formula:

$$
\begin{aligned}
x_{\text {temporary }}(j) & =x_{j}+v_{j} \cos \left(\theta_{j}\right)\left(\mathrm{TIME}-\mathrm{T}_{\text {last }}\right) \\
y_{\text {temporary }}(j) & =y_{j}+v_{j} \sin \left(\theta_{j}\right)\left(\mathrm{TIME}-\mathrm{T}_{\text {last }}\right)
\end{aligned}
$$

Actually, this formula considering known the position of the other vehicle at its latter sampling, estimates its temporary position using the ODEs of model (3.1). Particularly, it calculates the difference between the variables TIME and T-last and multiplies this difference with the relative ODE of model (3.1). The product of the multiplication is added to the last known position. The previous process is done for $j=1, \ldots, n, \quad i \neq j$.


Figure 2: Autonomous sampling.

NOTE! The vehicles 1 and 2 have not been sampled yet! Their temporary positions have been estimated just to be calculated the sampling period of the $3^{\text {rd }}$ vehicle. Besides that, the vehicle 3 needed the positions of the other vehicles to compute the nudging forces that are exerted to it. Now the system has to find again the vehicle which is going to be sampled sooner. It is the $1^{\text {st }}$ vehicle with $\mathrm{T}_{-}$next $=0.15$. The system will do the same process as before. One noteworthy feature at the $2^{\text {nd }}$ loop is that the variable T-last is not equal to zero as the vehicle 3 has been sampled.
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